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Preface

This book is a general introduction to machine learning that can serve as a reference
book for researchers and a textbook for students. It covers fundamental modern
topics in machine learning while providing the theoretical basis and conceptual tools
needed for the discussion and justification of algorithms. It also describes several
key aspects of the application of these algorithms.

We have aimed to present the most novel theoretical tools and concepts while
giving concise proofs, even for relatively advanced results. In general, whenever
possible, we have chosen to favor succinctness. Nevertheless, we discuss some crucial
complex topics arising in machine learning and highlight several open research
questions. Certain topics often merged with others or treated with insufficient
attention are discussed separately here and with more emphasis: for example, a
different chapter is reserved for multi-class classification, ranking, and regression.

Although we cover a very wide variety of important topics in machine learning, we
have chosen to omit a few important ones, including graphical models and neural
networks, both for the sake of brevity and because of the current lack of solid
theoretical guarantees for some methods.

The book is intended for students and researchers in machine learning, statistics
and other related areas. It can be used as a textbook for both graduate and
advanced undergraduate classes in machine learning or as a reference text for a
research seminar. The first three or four chapters of the book lay the theoretical
foundation for the subsequent material. Other chapters are mostly self-contained,
with the exception of chapter 6 which introduces some concepts that are extensively
used in later ones and chapter 13, which is closely related to chapter 12. Each
chapter concludes with a series of exercises, with full solutions presented separately.

The reader is assumed to be familiar with basic concepts in linear algebra, prob-
ability, and analysis of algorithms. However, to further help, we have included an
extensive appendix presenting a concise review of linear algebra, an introduction
to convex optimization, a brief probability review, a collection of concentration
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inequalities useful to the analyses and discussions in this book, and a short intro-
duction to information theory.

Our goal has been to give a unified presentation of multiple topics and areas, as
opposed to a more specialized presentation adopted by some books which favor a
particular viewpoint, such as for example a Bayesian view, or a particular topic,
such as for example kernel methods. The theoretical foundation of this book and
its deliberate emphasis on proofs and analysis make it also very distinct from many
other presentations.

In this second edition, we have updated the entire book. The changes include a
different writing style in most chapters, new figures and illustrations, many simplifi-
cations, some additions to existing chapters, in particular chapter 6 and chapter 17,
and several new chapters. We have added a full chapter on model selection (chap-
ter 4), which is an important topic that was only briefly discussed in the previous
edition. We have also added a new chapter on Maximum Entropy models (chap-
ter 12) and a new chapter on Conditional Maximum Entropy models (chapter 13)
which are both essential topics in machine learning. We have also significantly
changed the appendix. In particular, we have added a full section on Fenchel dual-
ity to appendix B on convex optimization, made a number of changes and additions
to appendix D dealing with concentration inequalities, added appendix E on infor-
mation theory, and updated most of the material. Additionally, we have included
a number of new exercises and their solutions for existing and new chapters.

Most of the material presented here takes its origins in a machine learning grad-
uate course (Foundations of Machine Learning) taught by the first author at the
Courant Institute of Mathematical Sciences in New York University over the last
fourteen years. This book has considerably benefited from the comments and sug-
gestions from students in these classes, along with those of many friends, colleagues
and researchers to whom we are deeply indebted.

We are particularly grateful to Corinna Cortes and Yishay Mansour who made a
number of key suggestions for the design and organization of the material presented
in the first edition, with detailed comments that we have fully taken into account
and that have greatly improved the presentation. We are also grateful to Yishay
Mansour for using a preliminary version of the first edition of the book for teaching,
and for reporting his feedback to us.

We also thank for discussions, suggested improvement, and contributions of many
kinds the following colleagues and friends from academic and corporate research
laboratories: Jacob Abernethy, Cyril Allauzen, Kareem Amin, Stephen Boyd, Aldo
Corbisiero, Giulia DeSalvo, Claudio Gentile, Spencer Greenberg, Lisa Hellerstein,
Sanjiv Kumar, Vitaly Kuznetsov, Ryan McDonald, Andrées Mufioz Medina, Tyler
Neylon, Peter Norvig, Fernando Pereira, Maria Pershina, Borja de Balle Pigem,
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Ashish Rastogi, Michael Riley, Dmitry Storcheus, Ananda Theertha Suresh, Umar
Syed, Csaba Szepesvari, Toshiyuki Tanaka, Eugene Weinstein, Jason Weston, Scott
Yang, and Ningshan Zhang.

Finally, we thank the MIT Press publication team for their help and support in
the development of this text.






1 Introduction

This chapter presents a preliminary introduction to machine learning, including an
overview of some key learning tasks and applications, basic definitions and termi-
nology, and the discussion of some general scenarios.

1.1 What is machine learning?

Machine learning can be broadly defined as computational methods using experi-
ence to improve performance or to make accurate predictions. Here, ezperience
refers to the past information available to the learner, which typically takes the
form of electronic data collected and made available for analysis. This data could
be in the form of digitized human-labeled training sets, or other types of informa-
tion obtained via interaction with the environment. In all cases, its quality and size
are crucial to the success of the predictions made by the learner.

An example of a learning problem is how to use a finite sample of randomly
selected documents, each labeled with a topic, to accurately predict the topic of
unseen documents. Clearly, the larger is the sample, the easier is the task. But
the difficulty of the task also depends on the quality of the labels assigned to the
documents in the sample, since the labels may not be all correct, and on the number
of possible topics.

Machine learning consists of designing efficient and accurate prediction algo-
rithms. As in other areas of computer science, some critical measures of the quality
of these algorithms are their time and space complexity. But, in machine learning,
we will need additionally a notion of sample complexity to evaluate the sample size
required for the algorithm to learn a family of concepts. More generally, theoreti-
cal learning guarantees for an algorithm depend on the complexity of the concept
classes considered and the size of the training sample.

Since the success of a learning algorithm depends on the data used, machine learn-
ing is inherently related to data analysis and statistics. More generally, learning
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techniques are data-driven methods combining fundamental concepts in computer
science with ideas from statistics, probability and optimization.

1.2 What kind of problems can be tackled using machine learning?

Predicting the label of a document, also known as document classification, is by no
means the only learning task. Machine learning admits a very broad set of practical
applications, which include the following;:

 Text or document classification. This includes problems such as assigning a topic
to a text or a document, or determining automatically if the content of a web
page is inappropriate or too explicit; it also includes spam detection.

« Natural language processing (NLP). Most tasks in this field, including part-of-
speech tagging, named-entity recognition, context-free parsing, or dependency
parsing, are cast as learning problems. In these problems, predictions admit some
structure. For example, in part-of-speech tagging, the prediction for a sentence
is a sequence of part-of-speech tags labeling each word. In context-free parsing
the prediction is a tree. These are instances of richer learning problems known
as structured prediction problems.

« Speech processing applications. This includes speech recognition, speech synthe-
sis, speaker verification, speaker identification, as well as sub-problems such as
language modeling and acoustic modeling.

« Computer vision applications. This includes object recognition, object identifi-
cation, face detection, Optical character recognition (OCR), content-based image
retrieval, or pose estimation.

« Computational biology applications. This includes protein function prediction,
identification of key sites, or the analysis of gene and protein networks.

o Many other problems such as fraud detection for credit card, telephone or in-
surance companies, network intrusion, learning to play games such as chess,
backgammon, or Go, unassisted control of vehicles such as robots or cars, medical
diagnosis, the design of recommendation systems, search engines, or information
extraction systems, are tackled using machine learning techniques.

This list is by no means comprehensive. Most prediction problems found in practice
can be cast as learning problems and the practical application area of machine
learning keeps expanding. The algorithms and techniques discussed in this book
can be used to derive solutions for all of these problems, though we will not discuss
in detail these applications.
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1.3 Some standard learning tasks

The following are some standard machine learning tasks that have been extensively
studied:

Classification: this is the problem of assigning a category to each item. For
example, document classification consists of assigning a category such as politics,
business, sports, or weather to each document, while image classification consists
of assigning to each image a category such as car, train, or plane. The number
of categories in such tasks is often less than a few hundreds, but it can be much
larger in some difficult tasks and even unbounded as in OCR, text classification,
or speech recognition.

Regression: this is the problem of predicting a real value for each item. Examples
of regression include prediction of stock values or that of variations of economic
variables. In regression, the penalty for an incorrect prediction depends on the
magnitude of the difference between the true and predicted values, in contrast
with the classification problem, where there is typically no notion of closeness
between various categories.

Ranking: this is the problem of learning to order items according to some criterion.
Web search, e.g., returning web pages relevant to a search query, is the canonical
ranking example. Many other similar ranking problems arise in the context of
the design of information extraction or natural language processing systems.

Clustering: this is the problem of partitioning a set of items into homogeneous
subsets. Clustering is often used to analyze very large data sets. For example, in
the context of social network analysis, clustering algorithms attempt to identify
natural communities within large groups of people.

Dimensionality reduction or manifold learning: this problem consists of trans-
forming an initial representation of items into a lower-dimensional representation
while preserving some properties of the initial representation. A common example
involves preprocessing digital images in computer vision tasks.

The main practical objectives of machine learning consist of generating accurate
predictions for unseen items and of designing efficient and robust algorithms to
produce these predictions, even for large-scale problems. To do so, a number of
algorithmic and theoretical questions arise. Some fundamental questions include:
Which concept families can actually be learned, and under what conditions? How
well can these concepts be learned computationally?
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1.4 Learning stages

Here, we will use the canonical problem of spam detection as a running example
to illustrate some basic definitions and describe the use and evaluation of machine
learning algorithms in practice, including their different stages.

Spam detection is the problem of learning to automatically classify email messages
as either SPAM or non-SPAM. The following is a list of definitions and terminology
commonly used in machine learning:

« Examples: Ttems or instances of data used for learning or evaluation. In our spam
problem, these examples correspond to the collection of email messages we will
use for learning and testing.

Features: The set of attributes, often represented as a vector, associated to an

example. In the case of email messages, some relevant features may include the

length of the message, the name of the sender, various characteristics of the

header, the presence of certain keywords in the body of the message, and so on.

o Labels: Values or categories assigned to examples. In classification problems,
examples are assigned specific categories, for instance, the SPAM and non-SPAM
categories in our binary classification problem. In regression, items are assigned
real-valued labels.

o Hyperparameters: Free parameters that are not determined by the learning algo-
rithm, but rather specified as inputs to the learning algorithm.

o Training sample: Examples used to train a learning algorithm. In our spam
problem, the training sample consists of a set of email examples along with their
associated labels. The training sample varies for different learning scenarios, as
described in section 1.5.

o Validation sample: Examples used to tune the parameters of a learning algorithm

when working with labeled data. The validation sample is used to select appro-

priate values for the learning algorithm’s free parameters (hyperparameters).

Test sample: Examples used to evaluate the performance of a learning algorithm.
The test sample is separate from the training and validation data and is not made
available in the learning stage. In the spam problem, the test sample consists of a
collection of email examples for which the learning algorithm must predict labels
based on features. These predictions are then compared with the labels of the
test sample to measure the performance of the algorithm.

o Loss function: A function that measures the difference, or loss, between a pre-
dicted label and a true label. Denoting the set of all labels as Y and the set of
possible predictions as Y’ a loss function L is a mapping L: Y x Y — Ry. In
most cases, Y = Y and the loss function is bounded, but these conditions do
not always hold. Common examples of loss functions include the zero-one (or



1.4 Learning stages 5

labeled data algorithm prior knowledge

P featJres

N 4(6,) parameter
selection

P €valuation

Figure 1.1
Illustration of the typical stages of a learning process.

misclassification) loss defined over {—1,+1} x {—1,+1} by L(y,y’) = 1/, and
the squared loss defined over I xJ by L(y,y") = (' —y)?, where J C R is typically
a bounded interval.

3

Hypothesis set: A set of functions mapping features (feature vectors) to the set
of labels Y. In our example, these may be a set of functions mapping email
features to Y = {SPAM, non-spaAM}. More generally, hypotheses may be functions
mapping features to a different set Y. They could be linear functions mapping
email feature vectors to real numbers interpreted as scores (Y’ = R), with higher
score values more indicative of SPAM than lower ones.

We now define the learning stages of our spam problem (see figure 1.1). We start
with a given collection of labeled examples. We first randomly partition the data
into a training sample, a validation sample, and a test sample. The size of each of
these samples depends on a number of different considerations. For example, the
amount of data reserved for validation depends on the number of hyperparameters
of the algorithm, which are represented here by the vector ©. Also, when the
labeled sample is relatively small, the amount of training data is often chosen to be
larger than that of the test data since the learning performance directly depends
on the training sample.

Next, we associate relevant features to the examples. This is a critical step in
the design of machine learning solutions. Useful features can effectively guide the
learning algorithm, while poor or uninformative ones can be misleading. Although
it is critical, to a large extent, the choice of the features is left to the user. This
choice reflects the user’s prior knowledge about the learning task which in practice
can have a dramatic effect on the performance results.

Now, we use the features selected to train our learning algorithm A by tuning
the values of its free parameters O (also called hyperparameters). For each value of
these parameters, the algorithm selects a different hypothesis out of the hypothesis
set. We choose the one resulting in the best performance on the validation sample
(©p). Finally, using that hypothesis, we predict the labels of the examples in
the test sample. The performance of the algorithm is evaluated by using the loss
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function associated to the task, e.g., the zero-one loss in our spam detection task,
to compare the predicted and true labels. Thus, the performance of an algorithm is
of course evaluated based on its test error and not its error on the training sample.

1.5 Learning scenarios

We next briefly describe some common machine learning scenarios. These scenarios
differ in the types of training data available to the learner, the order and method
by which training data is received and the test data used to evaluate the learning
algorithm.

o Supervised learning: The learner receives a set of labeled examples as training
data and makes predictions for all unseen points. This is the most common sce-
nario associated with classification, regression, and ranking problems. The spam
detection problem discussed in the previous section is an instance of supervised
learning.

« Unsupervised learning: The learner exclusively receives unlabeled training data,
and makes predictions for all unseen points. Since in general no labeled example
is available in that setting, it can be difficult to quantitatively evaluate the per-
formance of a learner. Clustering and dimensionality reduction are example of
unsupervised learning problems.

« Semi-supervised learning: The learner receives a training sample consisting of
both labeled and unlabeled data, and makes predictions for all unseen points.
Semi-supervised learning is common in settings where unlabeled data is easily
accessible but labels are expensive to obtain. Various types of problems arising in
applications, including classification, regression, or ranking tasks, can be framed
as instances of semi-supervised learning. The hope is that the distribution of
unlabeled data accessible to the learner can help him achieve a better performance
than in the supervised setting. The analysis of the conditions under which this can
indeed be realized is the topic of much modern theoretical and applied machine
learning research.

Transductive inference: As in the semi-supervised scenario, the learner receives
a labeled training sample along with a set of unlabeled test points. However, the
objective of transductive inference is to predict labels only for these particular
test points. Transductive inference appears to be an easier task and matches
the scenario encountered in a variety of modern applications. However, as in
the semi-supervised setting, the assumptions under which a better performance
can be achieved in this setting are research questions that have not been fully
resolved.
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e On-line learning: In contrast with the previous scenarios, the online scenario
involves multiple rounds where training and testing phases are intermixed. At
each round, the learner receives an unlabeled training point, makes a prediction,
receives the true label, and incurs a loss. The objective in the on-line setting is to
minimize the cumulative loss over all rounds or to minimize the regret, that is the
difference of the cumulative loss incurred and that of the best expert in hindsight.
Unlike the previous settings just discussed, no distributional assumption is made
in on-line learning. In fact, instances and their labels may be chosen adversarially
within this scenario.

Reinforcement learning: The training and testing phases are also intermixed in

3

reinforcement learning. To collect information, the learner actively interacts with
the environment and in some cases affects the environment, and receives an im-
mediate reward for each action. The object of the learner is to maximize his
reward over a course of actions and iterations with the environment. However,
no long-term reward feedback is provided by the environment, and the learner
is faced with the exploration versus exploitation dilemma, since he must choose
between exploring unknown actions to gain more information versus exploiting
the information already collected.

o Active learning: The learner adaptively or interactively collects training examples,
typically by querying an oracle to request labels for new points. The goal in
active learning is to achieve a performance comparable to the standard supervised
learning scenario (or passive learning scenario), but with fewer labeled examples.
Active learning is often used in applications where labels are expensive to obtain,
for example computational biology applications.

In practice, many other intermediate and somewhat more complex learning scenar-
ios may be encountered.

1.6 Generalization

Machine learning is fundamentally about generalization. As an example, the stan-
dard supervised learning scenario consists of using a finite sample of labeled exam-
ples to make accurate predictions about unseen examples. The problem is typically
formulated as that of selecting a function out of a hypothesis set, that is a subset
of the family of all functions. The function selected is subsequently used to label
all instances, including unseen examples.

How should a hypothesis set be chosen? With a rich or complex hypothesis set,
the learner may choose a function or predictor that is consistent with the training
sample, that is one that commits no error on the training sample. With a less com-
plex family, incurring some errors on the training sample may be unavoidable. But,
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Figure 1.2

The zig-zag line on the left panel is consistent over the blue and red training sample, but it is
a complex separation surface that is not likely to generalize well to unseen data. In contrast,
the decision surface on the right panel is simpler and might generalize better in spite of its
misclassification of a few points of the training sample.

which will lead to a better generalization? How should we define the complexity of
a hypothesis set?

Figure 1.2 illustrates these two types of solution: one is a zig-zag line that perfectly
separates the two populations of blue and red points and that is chosen from a
complex family; the other one is a smoother line chosen from a simpler family
that only imperfectly discriminates between the two sets. We will see that, in
general, the best predictor on the training sample may not be the best overall. A
predictor chosen from a very complex family can essentially memorize the data, but
generalization is distinct from the memorization of the training labels.

We will see that the trade-off between the sample size and complexity plays a
critical role in generalization. When the sample size is relatively small, choosing
from a too complex a family may lead to poor generalization, which is also known
as overfitting. On the other hand, with a too simple a family it may not be possible
to achieve a sufficient accuracy, which is known as underfitting.

In the next chapters, we will analyze more in detail the problem of generalization
and will seek to derive theoretical guarantees for learning. This will depend on
different notions of complexity that we will thoroughly discuss.



2 The PAC Learning Framework

Several fundamental questions arise when designing and analyzing algorithms that
learn from examples: What can be learned efficiently? What is inherently hard
to learn? How many examples are needed to learn successfully? Is there a gen-
eral model of learning? In this chapter, we begin to formalize and address these
questions by introducing the Probably Approximately Correct (PAC) learning frame-
work. The PAC framework helps define the class of learnable concepts in terms of
the number of sample points needed to achieve an approximate solution, sample
complexity, and the time and space complexity of the learning algorithm, which
depends on the cost of the computational representation of the concepts.

We first describe the PAC framework and illustrate it, then present some general
learning guarantees within this framework when the hypothesis set used is finite,
both for the consistent case where the hypothesis set used contains the concept to
learn and for the opposite inconsistent case.

2.1 The PAC learning model

We first introduce several definitions and the notation needed to present the PAC
model, which will also be used throughout much of this book.

We denote by X the set of all possible examples or instances. X is also sometimes
referred to as the input space. The set of all possible labels or target values is
denoted by Y. For the purpose of this introductory chapter, we will limit ourselves
to the case where Y is reduced to two labels, Y = {0,1}, which corresponds to
the so-called binary classification. Later chapters will extend these results to more
general settings.

A concept ¢: X — Y is a mapping from X to Y. Since Y = {0, 1}, we can identify
¢ with the subset of X over which it takes the value 1. Thus, in the following,
we equivalently refer to a concept to learn as a mapping from X to {0,1}, or as a
subset of X. As an example, a concept may be the set of points inside a triangle
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or the indicator function of these points. In such cases, we will say in short that
the concept to learn is a triangle. A concept class is a set of concepts we may wish
to learn and is denoted by C. This could, for example, be the set of all triangles in
the plane.

We assume that examples are independently and identically distributed (i.i.d.)
according to some fixed but unknown distribution D. The learning problem is
then formulated as follows. The learner considers a fixed set of possible concepts
H, called a hypothesis set, which might not necessarily coincide with C. It re-
ceives a sample S = (z1,...,2,) drawn i.i.d. according to D as well as the labels
(¢(x1), ..., c(zm)), which are based on a specific target concept ¢ € € to learn. The
task is then to use the labeled sample S to select a hypothesis hg € H that has a
small generalization error with respect to the concept c. The generalization error
of a hypothesis h € H, also referred to as the risk or true error (or simply error)
of h is denoted by R(h) and defined as follows.!

Definition 2.1 (Generalization error) Given a hypothesis h € H, a target concept c € C,
and an underlying distribution D, the generalization error or risk of h is defined by

R(h) = I_ED,D[/I(ZU) # c(z)] E (11 (2)e(@)] » (2.1)

.
where 1., is the indicator function of the event w.?

The generalization error of a hypothesis is not directly accessible to the learner
since both the distribution D and the target concept ¢ are unknown. However, the
learner can measure the empirical error of a hypothesis on the labeled sample S.

Definition 2.2 (Empirical error) Given a hypothesis h € J, a target concept ¢ € C, and

a sample S = (x1,...,2m), the empirical error or empirical risk of h is defined by
~ 1 &

Rs(h) = — > Ln(ene(e)- (2.2)
i=1

Thus, the empirical error of h € H is its average error over the sample S, while the
generalization error is its expected error based on the distribution D. We will see in
this chapter and the following chapters a number of guarantees relating these two
quantities with high probability, under some general assumptions. We can already
note that for a fixed h € H, the expectation of the empirical error based on an i.i.d.

I The choice of R instead of E to denote an error avoids possible confusions with the notation for
expectations and is further justified by the fact that the term risk is also used in machine learning
and statistics to refer to an error.

2 For this and other related definitions, the family of functions H and the target concept ¢ must
be measurable. The function classes we consider in this book all have this property.
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sample S is equal to the generalization error:
LB [Bs(h)] = R(h). (2.3)

Indeed, by the linearity of the expectation and the fact that the sample is drawn
i.i.d., we can write

1 & 1 &
E = — E [1 = — E [1
SN’Dm m Z Som h(mb)yéc xl) m Z Sohm h(w)y&c(w)];

=1 =1
for any x in sample S. Thus,

JE [Bs()]= B [h@se)] = E [lh@e] = Bh).

The following introduces the Probably Approzimately Correct (PAC) learning
framework. Let n be a number such that the computational cost of representing
any element x € X is at most O(n) and denote by size(c) the maximal cost of the
computational representation of ¢ € €. For example, x may be a vector in R", for
which the cost of an array-based representation would be in O(n). In addition, let
hs denote the hypothesis returned by algorithm A4 after receiving a labeled sample
S. To keep notation simple, the dependency of hg on A is not explicitly indicated.

Definition 2.3 (PAC-learning) A concept class C is said to be PAC-learnable if there
exists an algorithm A and a polynomial function poly(-,-,-,-) such that for any
€ >0 and 6 > 0, for all distributions D on X and for any target concept ¢ € C, the
following holds for any sample size m > poly(1/e,1/d,n, size(c)):

LB [Rhs) < >1-4. (2.4)

If A further runs in poly(1/e,1/0,n, size(c)), then C is said to be efficiently PAC-
learnable. When such an algorithm A exists, it is called a PAC-learning algorithm

for C.

A concept class € is thus PAC-learnable if the hypothesis returned by the algorithm
after observing a number of points polynomial in 1/e and 1/§ is approzimately
correct (error at most €) with high probability (at least 1 — §), which justifies the
PAC terminology. The parameter § > 0 is used to define the confidence 1 — §
and € > 0 the accuracy 1 — e. Note that if the running time of the algorithm is
polynomial in 1/e and 1/4, then the sample size m must also be polynomial if the
full sample is received by the algorithm.

Several key points of the PAC definition are worth emphasizing. First, the PAC
framework is a distribution-free model: no particular assumption is made about
the distribution D from which examples are drawn. Second, the training sample
and the test examples used to define the error are drawn according to the same
distribution D. This is a natural and necessary assumption for generalization to
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Figure 2.1
Target concept R and possible hypothesis R’. Circles represent training instances. A blue circle
is a point labeled with 1, since it falls within the rectangle R. Others are red and labeled with 0.

be possible in general. It can be relaxed to include favorable domain adaptation
problems. Finally, the PAC framework deals with the question of learnability for
a concept class € and not a particular concept. Note that the concept class € is
known to the algorithm, but of course the target concept ¢ € € is unknown.

In many cases, in particular when the computational representation of the con-
cepts is not explicitly discussed or is straightforward, we may omit the polynomial
dependency on n and size(c) in the PAC definition and focus only on the sample
complexity.

We now illustrate PAC-learning with a specific learning problem.

Example 2.4 (Learning axis-aligned rectangles) Consider the case where the set of in-
stances are points in the plane, X = R?, and the concept class € is the set of all
axis-aligned rectangles lying in R2. Thus, each concept c is the set of points inside
a particular axis-aligned rectangle. The learning problem consists of determining
with small error a target axis-aligned rectangle using the labeled training sample.
We will show that the concept class of axis-aligned rectangles is PAC-learnable.

Figure 2.1 illustrates the problem. R represents a target axis-aligned rectangle
and R’ a hypothesis. As can be seen from the figure, the error regions of R’ are
formed by the area within the rectangle R but outside the rectangle R’ and the area
within R’ but outside the rectangle R. The first area corresponds to false negatives,
that is, points that are labeled as 0 or negatively by R’, which are in fact positive
or labeled with 1. The second area corresponds to false positives, that is, points
labeled positively by R’ which are in fact negatively labeled.

To show that the concept class is PAC-learnable, we describe a simple PAC-
learning algorithm A. Given a labeled sample S, the algorithm consists of returning
the tightest axis-aligned rectangle R” = Rs containing the points labeled with 1.
Figure 2.2 illustrates the hypothesis returned by the algorithm. By definition, Rg
does not produce any false positives, since its points must be included in the target
concept R. Thus, the error region of Rg is included in R.
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Figure 2.2
Illustration of the hypothesis R = Rg returned by the algorithm.

Let R € € be a target concept. Fix € > 0. Let P[R] denote the probability mass
of the region defined by R, that is the probability that a point randomly drawn
according to D falls within R. Since errors made by our algorithm can be due only
to points falling inside R, we can assume that P[R] > €; otherwise, the error of Rs
is less than or equal to e regardless of the training sample S received.

Now, since P[R] > €, we can define four rectangular regions r1, 79, r3, and r4 along
the sides of R, each with probability at least €/4. These regions can be constructed
by starting with the full rectangle R and then decreasing the size by moving one
side as much as possible while keeping a distribution mass of at least €¢/4. Figure 2.3
illustrates the definition of these regions.

Let I, r, b, and t be the four real values defining R: R = [l,r] x [b,¢]. Then,
for example, the left rectangle ry is defined by ry = [l,s4] X [b,t], with s4 =
inf{s: P[[l,s] x [b,t]] > €/4}. It is not hard to see that the probability of the
region 7y = [l, s4[X[b, t] obtained from r4 by excluding the rightmost side is at most
€/4. r1, r9, r3 and Tq, To, T3 are defined in a similar way.

Observe that if Rs meets all of these four regions r;, i € [4], then, because it is a
rectangle, it will have one side in each of these regions (geometric argument). Its
error area, which is the part of R that it does not cover, is thus included in the
union of the regions 7;, ¢ € [4], and cannot have probability mass more than e.
By contraposition, if R(Rs) > ¢, then Rs must miss at least one of the regions r;,
i € [4]. As a result, we can write

P [BRs)>e< P UL {Rs N7y = 0] (2.5)

4

< o :

= ; SNIE)Dm[{RS Nri = 0}] (by the union bound)
41

—e/4)™ (since P[r;] > €/4)
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Illustration of the regions r1,...,74.

T valid for all

where for the last step we used the general inequality 1 — z < e~
x € R. For any 0 > 0, to ensure that Pg.pm[R(Rs) > €] < 4, we can impose
4

5

Thus, for any € > 0 and § > 0, if the sample size m is greater than %log %, then
Pg.pm[R(Rs) > €] < 6. Furthermore, the computational cost of the represen-
tation of points in R? and axis-aligned rectangles, which can be defined by their
four corners, is constant. This proves that the concept class of axis-aligned rectan-
gles is PAC-learnable and that the sample complexity of PAC-learning axis-aligned
rectangles is in O(1log $).

An equivalent way to present sample complexity results like (2.6), which we will
often see throughout this book, is to give a generalization bound. A generalization
bound states that with probability at least 1 — §, R(Rs) is upper bounded by some
quantity that depends on the sample size m and d. To obtain this, it suffices to
set & to be equal to the upper bound derived in (2.5), that is 6 = 4exp(—me/4)
and solve for e. This yields that with probability at least 1 — §, the error of the
algorithm is bounded as follows:

dexp(—em/4) <6< m > élog (2.6)
€

4 4

Other PAC-learning algorithms could be considered for this example. One alterna-
tive is to return the largest axis-aligned rectangle not containing the negative points,
for example. The proof of PAC-learning just presented for the tightest axis-aligned
rectangle can be easily adapted to the analysis of other such algorithms.

Note that the hypothesis set H we considered in this example coincided with the
concept class € and that its cardinality was infinite. Nevertheless, the problem
admitted a simple proof of PAC-learning. We may then ask if a similar proof
can readily apply to other similar concept classes. This is not as straightforward
because the specific geometric argument used in the proof is key. It is non-trivial
to extend the proof to other concept classes such as that of non-concentric circles
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(see exercise 2.4). Thus, we need a more general proof technique and more general
results. The next two sections provide us with such tools in the case of a finite
hypothesis set.

2.2 Guarantees for finite hypothesis sets — consistent case

In the example of axis-aligned rectangles that we examined, the hypothesis hg
returned by the algorithm was always consistent, that is, it admitted no error on
the training sample S. In this section, we present a general sample complexity
bound, or equivalently, a generalization bound, for consistent hypotheses, in the
case where the cardinality |H| of the hypothesis set is finite. Since we consider
consistent hypotheses, we will assume that the target concept ¢ is in H.

Theorem 2.5 (Learning bound — finite J{, consistent case) Let H be a finite set of func-
tions mapping from X toY. Let A be an algorithm that for any target concept c € H
and i.i.d. sample S returns a consistent hypothesis hg: Es(hs) = 0. Then, for any
€,0 > 0, the inequality Pspm[R(hs) < €] > 1— 4§ holds if

1 1
> — - . .
m > 6<log|9{\—&—log5) (2.8)

This sample complezity result admits the following equivalent statement as a gen-
eralization bound: for any €,§ > 0, with probability at least 1 — 6,

1 1
R(hg) < %(bg |H| + log 5) (2.9)

Proof: Fix € > 0. We do not know which consistent hypothesis hg € H is selected
by the algorithm A. This hypothesis further depends on the training sample S.
Therefore, we need to give a uniform convergence bound, that is, a bound that
holds for the set of all consistent hypotheses, which a fortiori includes hg. Thus,
we will bound the probability that some h € H would be consistent and have error
more than e. For any € > 0, define H, by H. = {h € H: R(h) > €}. The probability
that a hypothesis i in H, is consistent on a training sample S drawn i.i.d., that is,
that it would have no error on any point in S, can be bounded as follows:

P[Rs(h) = 0] < (1—e)™.
Thus, by the union bound, the following holds:
P [3h € H.: Rs(h) = 0] =P [ﬁzs(hl) =0V V Rs(hysc.|) = 0}
<Y P [Es(h) - o} (union bound)

< (A= <|H|(1— ™ < [H]e ™.
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Setting the right-hand side to be equal to ¢ and solving for € concludes the proof.[]

The theorem shows that when the hypothesis set H is finite, a consistent algorithm
A is a PAC-learning algorithm, since the sample complexity given by (2.8) is dom-
inated by a polynomial in 1/e and 1/§. As shown by (2.9), the generalization error
of consistent hypotheses is upper bounded by a term that decreases as a function of
the sample size m. This is a general fact: as expected, learning algorithms benefit
from larger labeled training samples. The decrease rate of O(1/m) guaranteed by
this theorem, however, is particularly favorable.

The price to pay for coming up with a consistent algorithm is the use of a larger
hypothesis set H containing target concepts. Of course, the upper bound (2.9)
increases with |H|. However, that dependency is only logarithmic. Note that
the term log|H]|, or the related term log, |H| from which it differs by a constant
factor, can be interpreted as the number of bits needed to represent H. Thus, the
generalization guarantee of the theorem is controlled by the ratio of this number of
bits, log, |H|, and the sample size m.

We now use theorem 2.5 to analyze PAC-learning with various concept classes.

Example 2.6 (Conjunction of Boolean literals) Consider learning the concept class G,
of conjunctions of at most n Boolean literals x1,...,z,. A Boolean literal is either
a variable x;, ¢ € [n], or its negation T;. For n = 4, an example is the conjunction:
x1 A Ta A 24, where Ty denotes the negation of the Boolean literal z5. (1,0,0,1) is
a positive example for this concept while (1,0,0,0) is a negative example.
Observe that for n = 4, a positive example (1,0, 1,0) implies that the target con-
cept cannot contain the literals 1 and T3 and that it cannot contain the literals x5
and x4. In contrast, a negative example is not as informative since it is not known
which of its n bits are incorrect. A simple algorithm for finding a consistent hypoth-
esis is thus based on positive examples and consists of the following: for each positive
example (by,...,b,) and i € [n], if b; = 1 then T; is ruled out as a possible literal in
the concept class and if b; = 0 then z; is ruled out. The conjunction of all the liter-
als not ruled out is thus a hypothesis consistent with the target. Figure 2.4 shows
an example training sample as well as a consistent hypothesis for the case n = 6.
We have |H| = |C,,| = 3", since each literal can be included positively, with nega-
tion, or not included. Plugging this into the sample complexity bound for consistent
hypotheses yields the following sample complexity bound for any € > 0 and § > 0:
1

m > z((log3)n+log %) (2.10)

Thus, the class of conjunctions of at most n Boolean literals is PAC-learnable.
Note that the computational complexity is also polynomial, since the training cost
per example is in O(n). For § = 0.02, e = 0.1, and n = 10, the bound becomes
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Figure 2.4

Each of the first six rows of the table represents a training example with its label, 4+ or —, indicated
in the last column. The last row contains 0 (respectively 1) in column ¢ € [6] if the ith entry is
0 (respectively 1) for all the positive examples. It contains “?” if both 0 and 1 appear as an ith
entry for some positive example. Thus, for this training sample, the hypothesis returned by the
consistent algorithm described in the text is T3 A x2 A x5 A x6.

m > 149. Thus, for a labeled sample of at least 149 examples, the bound guarantees
90% accuracy with a confidence of at least 98%.

Example 2.7 (Universal concept class) Consider the set X = {0,1}"™ of all Boolean
vectors with n components, and let U, be the concept class formed by all sub-
sets of X. Is this concept class PAC-learnable? To guarantee a consistent hypo-
thesis the hypothesis class must include the concept class, thus || > U, | = 2(2").
Theorem 2.5 gives the following sample complexity bound:

1 . 1
m > g((1og 2)2" + log 5). (2.11)

Here, the number of training samples required is exponential in n, which is the cost
of the representation of a point in X. Thus, PAC-learning is not guaranteed by
the theorem. In fact, it is not hard to show that this universal concept class is not
PAC-learnable.

Example 2.8 (k-term DNF formulae) A disjunctive normal form (DNF) formula is a
formula written as the disjunction of several terms, each term being a conjunction
of Boolean literals. A k-term DNF is a DNF formula defined by the disjunction of
k terms, each term being a conjunction of at most n Boolean literals. Thus, for
k =2 and n = 3, an example of a k-term DNF is (z1 A T2 A z3) V (T1 A x3).

Is the class € of k-term DNF formulae PAC-learnable? The cardinality of the
class is 3™, since each term is a conjunction of at most n variables and there are
3" such conjunctions, as seen previously. The hypothesis set H must contain € for
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consistency to be possible, thus |3(| > 3"%. Theorem 2.5 gives the following sample
complexity bound:

1 1
> - - ,
m 2 - ((log 3)nk + log 6)’ (2.12)

which is polynomial. However, it can be shown by a reduction from the graph
3-coloring problem that the problem of learning k-term DNF, even for k = 3, is not
efficiently PAC-learnable, unless RP, the complexity class of problems that admit a
randomized polynomial-time decision solution, coincides with NP(RP = NP), which
is commonly conjectured not to be the case. Thus, while the sample size needed

for learning k-term DNF formulae is only polynomial, efficient PAC-learning of this
class is not possible if RP # NP.

Example 2.9 (k-CNF formulae) A conjunctive normal form (CNF) formula is a con-
junction of disjunctions. A k-CNF formula is an expression of the form T4 A... AT}
with arbitrary length 7 € N and with each term 7T; being a disjunction of at most
k Boolean attributes.

The problem of learning k-CNF formulae can be reduced to that of learning con-
junctions of Boolean literals, which, as seen previously, is a PAC-learnable concept
class. This can be done at the cost of introducing (Qn)k new variables Yy, . .
using the following bijection:

ke

(w1, yurk) = Yy (2.13)

k"

where uq,...,u; are Boolean literals over the original variables zi,...,x,. The
value of Yy, .. 4, is determined by Y, . ., = u1 V- -V ug. Using this mapping,
the original training sample can be transformed into one defined in terms of the
new variables and any k-CNF formula over the original variables can be written
as a conjunction over the variables Y,,, . .. This reduction to PAC-learning of
conjunctions of Boolean literals can affect the original distribution of examples, but
this is not an issue since in the PAC framework no assumption is made about the
distribution. Thus, using this transformation, the PAC-learnability of conjunctions
of Boolean literals implies that of k-CNF formulae.

This is a surprising result, however, since any k-term DNF formula can be written
as a k-CNF formula. Indeed, using associativity, a k-term DNF T3 V - .-V T} with
T; =u;1 A+ Auyp, for i € [k] can be rewritten as a k-CNF formula via

k
\/ui,l/\"'/\uz‘,ni = /\ U1y VooV Uk g
i=1 J1€nal,.... ik €lnk]
To illustrate this rewriting in a specific case, observe, for example, that
3
(u1 /\UQ /\U3) V (’Ul /\UQ /\113) = /\ (uz \/Uj).
i,j=1
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But, as we previously saw, k-term DNF formulae are not efficiently PAC-learnable
if RP # NP! What can explain this apparent inconsistency? The issue is that
converting into a k-term DNF a k-CNF formula we have learned (which is equivalent
to a k-term DNF) is in general intractable if RP # NP.

This example reveals some key aspects of PAC-learning, which include the cost
of the representation of a concept and the choice of the hypothesis set. For a fixed
concept class, learning can be intractable or not depending on the choice of the
representation.

2.3 Guarantees for finite hypothesis sets — inconsistent case

In the most general case, there may be no hypothesis in H consistent with the la-
beled training sample. This, in fact, is the typical case in practice, where the
learning problems may be somewhat difficult or the concept classes more complex
than the hypothesis set used by the learning algorithm. However, inconsistent hy-
potheses with a small number of errors on the training sample can be useful and, as
we shall see, can benefit from favorable guarantees under some assumptions. This
section presents learning guarantees precisely for this inconsistent case and finite
hypothesis sets.

To derive learning guarantees in this more general setting, we will use Hoeffding’s
inequality (theorem D.2) or the following corollary, which relates the generalization
error and empirical error of a single hypothesis.

Corollary 2.10 Fiz € > 0. Then, for any hypothesis h: X — {0,1}, the following
inequalities hold:

SNIP%M [fis(h) — R(h) > e] < exp(—2me?) (2.14)
LB [Es(h) —R(h) < fe] < exp(—2me?). (2.15)

By the union bound, this implies the following two-sided inequality:

P [|fzs(h) — R(h)| > e} < 2exp(—2me?). (2.16)

Proof: The result follows immediately from theorem D.2. O
Setting the right-hand side of (2.16) to be equal to § and solving for e yields

immediately the following bound for a single hypothesis.

Corollary 2.11 (Generalization bound — single hypothesis) F'iz a hypothesis h: X — {0,1}.
Then, for any § > 0, the following inequality holds with probability at least 1 —d:

R(h) < Rg(h) + (2.17)

The following example illustrates this corollary in a simple case.
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Example 2.12 (Tossing a coin) Imagine tossing a biased coin that lands heads with
probability p, and let our hypothesis be the one that always guesses tails. Then
the true error rate is R(h) = p and the empirical error rate ﬁg(h) = p, where p is
the empirical probability of heads based on the training sample drawn i.i.d. Thus,
corollary 2.11 guarantees with probability at least 1 — § that

log %
2m

lp—p| < (2.18)

Therefore, if we choose § = 0.02 and use a sample of size 500, with probability at
least 98%, the following approximation quality is guaranteed for p:

log(10)
1000

Can we readily apply corollary 2.11 to bound the generalization error of the
hypothesis hg returned by a learning algorithm when training on a sample S? No,
since hg is not a fixed hypothesis, but a random variable depending on the training
sample S drawn. Note also that unlike the case of a fixed hypothesis for which
the expectation of the empirical error is the generalization error (equation (2.3)),
the generalization error R(hg) is a random variable and in general distinct from the
expectation E[Rg(hg)], which is a constant.

lp—p| < ~ 0.048. (2.19)

Thus, as in the proof for the consistent case, we need to derive a uniform conver-
gence bound, that is a bound that holds with high probability for all hypotheses
h e 3.

Theorem 2.13 (Learning bound — finite J{, inconsistent case) Let H be a finite hypoth-
esis set. Then, for any 0 > 0, with probability at least 1 — ¢, the following inequality

holds:
~ log || + log 2
VheH, R(h) < Rs(h)+1/ W. (2.20)

Proof: Let hq, ..., hjg¢ be the elements of H. Using the union bound and applying
corollary 2.11 to each hypothesis yield:

P {ah € 3|Rs(h) — R(h)| > e]
=P [(|Rs(m) = R(h)| > &) V...V (|Rs(hppa) = Rlbyaq)| > ¢)]
< > P||Rs(h) — R()| > €]
heXH
< 2|H | exp(—2me?).

Setting the right-hand side to be equal to § completes the proof. O
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Thus, for a finite hypothesis set H,
~ log, |H
R(h) < Rs(h) + O ( OgjnH> .

As already pointed out, log, |H| can be interpreted as the number of bits needed
to represent J. Several other remarks similar to those made on the generalization
bound in the consistent case can be made here: a larger sample size m guarantees
better generalization, and the bound increases with ||, but only logarithmically.
But, here, the bound is a less favorable function of longm‘; it varies as the square
root of this term. This is not a minor price to pay: for a fixed |H|, to attain the same
guarantee as in the consistent case, a quadratically larger labeled sample is needed.

Note that the bound suggests seeking a trade-off between reducing the empirical
error versus controlling the size of the hypothesis set: a larger hypothesis set is
penalized by the second term but could help reduce the empirical error, that is the
first term. But, for a similar empirical error, it suggests using a smaller hypothesis
set. This can be viewed as an instance of the so-called Occam’s Razor principle
named after the theologian William of Occam: Plurality should not be posited with-
out mecessity, also rephrased as, the simplest explanation is best. In this context,
it could be expressed as follows: All other things being equal, a simpler (smaller)
hypothesis set is better.

2.4 Generalities

In this section we will discuss some general aspects of the learning scenario, which,
for simplicity, we left out of the discussion of the earlier sections.

2.4.1 Deterministic versus stochastic scenarios
In the most general scenario of supervised learning, the distribution D is defined
over X x Y, and the training data is a labeled sample S drawn i.i.d. according to D:

S = ((1'1, yl)v KRN ($m7ym))
The learning problem is to find a hypothesis h € H with small generalization error

R = P @) #ul= E (o)

This more general scenario is referred to as the stochastic scenario. Within this
setting, the output label is a probabilistic function of the input. The stochastic
scenario captures many real-world problems where the label of an input point is
not unique. For example, if we seek to predict gender based on input pairs formed
by the height and weight of a person, then the label will typically not be unique.
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For most pairs, both male and female are possible genders. For each fixed pair,
there would be a probability distribution of the label being male.

The natural extension of the PAC-learning framework to this setting is known as
the agnostic PAC-learning.

Definition 2.14 (Agnostic PAC-learning) Let H be a hypothesis set. A is an agnostic
PAC-learning algorithm if there exists a polynomial function poly(-,-,-,-) such that
for any e >0 and § > 0, for all distributions D over X x Y, the following holds for
any sample size m > poly(1/e,1/8,n, size(c)):
— mi <e>1-0. .

SN]I;m[R(hS) min R(h)<e>1-94§ (2.21)
If A further runs in poly(1/e,1/8,n), then it is said to be an efficient agnostic
PAC-learning algorithm.

When the label of a point can be uniquely determined by some measurable func-
tion f: X — Y (with probability one), then the scenario is said to be deterministic.
In that case, it suffices to consider a distribution D over the input space. The
training sample is obtained by drawing (z1, ..., Z,;,) according to D and the labels
are obtained via f: y; = f(x;) for all i € [m]. Many learning problems can be
formulated within this deterministic scenario.

In the previous sections, as well as in most of the material presented in this book,
we have restricted our presentation to the deterministic scenario in the interest of
simplicity. However, for all of this material, the extension to the stochastic scenario
should be straightforward for the reader.

2.4.2 Bayes error and noise

In the deterministic case, by definition, there exists a target function f with no
generalization error: R(h) = 0. In the stochastic case, there is a minimal non-zero
error for any hypothesis.

Definition 2.15 (Bayes error) Given a distribution D over X x Y, the Bayes error R*
is defined as the infimum of the errors achieved by measurable functions h: X —Y:
R*= inof  R(h). (2.22)
hmea?urable
A hypothesis h with R(h) = R* is called a Bayes hypothesis or Bayes classifier.
By definition, in the deterministic case, we have R* = 0, but, in the stochastic

case, R* # 0. Clearly, the Bayes classifier hpayes can be defined in terms of the
conditional probabilities as:

Vz € X, hpayes(x) = argmax Ply|x]. (2.23)
y€{0,1}
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The average error made by hpayes o1 € X is thus min{P[0|z], P[1|z]}, and this is
the minimum possible error. This leads to the following definition of noise.

Definition 2.16 (Noise) Given a distribution D over X x Y, the noise at point x € X
1s defined by
noise(z) = min{P[1]x], P[0]x]}. (2.24)

The average noise or the noise associated to D is E[noise(x)].

Thus, the average noise is precisely the Bayes error: noise = E[noise(z)] = R*. The
noise is a characteristic of the learning task indicative of its level of difficulty. A
point z € X, for which noise(x) is close to 1/2, is sometimes referred to as noisy
and is of course a challenge for accurate prediction.

2.5 Chapter notes

The PAC learning framework was introduced by Valiant [1984]. The book of Kearns
and Vazirani [1994] is an excellent reference dealing with most aspects of PAC-
learning and several other foundational questions in machine learning. Our example
of learning axis-aligned rectangles, also discussed in that reference, is originally due
to Blumer et al. [1989].

The PAC learning framework is a computational framework since it takes into ac-
count the cost of the computational representations and the time complexity of the
learning algorithm. If we omit the computational aspects, it is similar to the learn-
ing framework considered earlier by Vapnik and Chervonenkis [see Vapnik, 2000].
The definition of noise presented in this chapter can be generalized to arbitrary loss
functions (see exercise 2.14).

Occam’s razor principle is invoked in a variety of contexts, such as in linguistics to
justify the superiority of a set of rules or syntax. The Kolmogorov complexity can be
viewed as the corresponding framework in information theory. In the context of the
learning guarantees presented in this chapter, the principle suggests selecting the
most parsimonious explanation (the hypothesis set with the smallest cardinality).
We will see in the next sections other applications of this principle with different
notions of simplicity or complexity.

2.6 Exercises

2.1 Two-oracle variant of the PAC model. Assume that positive and negative ex-
amples are now drawn from two separate distributions D, and D_. For an
accuracy (1 — €), the learning algorithm must find a hypothesis h such that:

P [h(x) =0] <€ and IE’D [h(z) =1] <e. (2.25)

x~D oy
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(a)

Figure 2.5
(a) Gertrude’s regions r1,r2,73. (b) Hint for solution.

Thus, the hypothesis must have a small error on both distributions. Let € be
any concept class and H be any hypothesis space. Let hg and h; represent the
identically 0 and identically 1 functions, respectively. Prove that C is efficiently
PAC-learnable using H in the standard (one-oracle) PAC model if and only if
it is efficiently PAC-learnable using H U {hg, h1} in this two-oracle PAC model.

2.2 PAC learning of hyper-rectangles. An axis-aligned hyper-rectangle in R™ is a set
of the form [a1,b1] X ... X [an,by]. Show that axis-aligned hyper-rectangles are
PAC-learnable by extending the proof given in Example 2.4 for the case n = 2.

2.3 Concentric circles. Let X = R? and consider the set of concepts of the form
c={(z,y): 2® + y* < r?} for some real number r. Show that this class can be
(€,9)-PAC-learned from training data of size m > (1/€)log(1/6).

2.4 Non-concentric circles. Let X = R? and consider the set of concepts of the
form ¢ = {x € R?: ||z — x¢|| < r} for some point xy € R? and real number
r. Gertrude, an aspiring machine learning researcher, attempts to show that
this class of concepts may be (e, §)-PAC-learned with sample complexity m >
(3/€)1log(3/6), but she is having trouble with her proof. Her idea is that the
learning algorithm would select the smallest circle consistent with the training
data. She has drawn three regions rq, 72,73 around the edge of concept ¢, with
each region having probability €/3 (see figure 2.5(a)). She wants to argue that
if the generalization error is greater than or equal to €, then one of these regions
must have been missed by the training data, and hence this event will occur with
probability at most §. Can you tell Gertrude if her approach works? (Hint: You
may wish to use figure 2.5(b) in your solution).
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Figure 2.6
Axis-aligned right triangles.

2.5 Triangles. Let X = R? with orthonormal basis (e, es), and consider the set of
concepts defined by the area inside a right triangle ABC with two sides parallel
to the axes, with AB/|AB|| = e, and AC/||AC| = es, and |AB|/|AC| =
for some positive real @ € R;. Show, using similar methods to those used in the
chapter for the axis-aligned rectangles, that this class can be (¢, §)-PAC-learned
from training data of size m > (3/¢)log(3/d). (Hint: You may consider using
figure 2.6 in your solution).

2.6 Learning in the presence of noise — rectangles. In example 2.4, we showed
that the concept class of axis-aligned rectangles is PAC-learnable. Consider
now the case where the training points received by the learner are subject to
the following noise: points negatively labeled are unaffected by noise but the
label of a positive training point is randomly flipped to negative with probability
n € (0, %) The exact value of the noise rate 7 is not known to the learner but an
upper bound 7’ is supplied to him with n <»’ < 1/2. Show that the algorithm
returning the tightest rectangle containing positive points can still PAC-learn
axis-aligned rectangles in the presence of this noise. To do so, you can proceed
using the following steps:

(a) Using the same notation as in example 2.4, assume that P[R] > €. Suppose
that R(R") > e. Give an upper bound on the probability that R’ misses a
region r;, j € [4] in terms of € and 7n'?

(b) Use that to give an upper bound on P[R(R’) > ¢] in terms of € and n’ and
conclude by giving a sample complexity bound.

2.7 Learning in the presence of noise — general case. In this question, we will
seek a result that is more general than in the previous question. We consider a
finite hypothesis set H, assume that the target concept is in H, and adopt the
following noise model: the label of a training point received by the learner is



26

Chapter 2 The PAC Learning Framework

randomly changed with probability € (0, 3). The exact value of the noise rate
7 is not known to the learner but an upper bound 7’ is supplied to him with
n<n <1/2.

(a) For any h € X, let d(h) denote the probability that the label of a training
point received by the learner disagrees with the one given by h. Let h* be
the target hypothesis, show that d(h*) = 7.

(b) More generally, show that for any h € H, d(h) = n+ (1 — 2n) R(h), where
R(h) denotes the generalization error of h.

(¢) Fix e > 0 for this and all the following questions. Use the previous questions
to show that if R(h) > e, then d(h) — d(h*) > €, where ¢ = €(1 — 27//).

o~

(d) For any hypothesis h € H and sample S of size m, let d(h) denote the
fraction of the points in S whose labels disagree with those given by h. We
will consider the algorithm L which, after receiving S, returns the hypothesis
hgs with the smallest number of disagreements (thus c/i\(hs) is minimal). To
show PAC-learning for L, we will show that for any h, if R(h) > ¢, then
with high probability d(h) > d(h*). First, show that for any § > 0, with
probability at least 1 — §/2, for m > E% log %, the following holds:

o~

d(h*) — d(h*) < €/2

(e) Second, show that for any & > 0, with probability at least 1 — 6/2, for
m > 2 (log |H]| + log %), the following holds for all h € H:

~

d(h) — d(h) < € /2

(f) Finally, show that for any § > 0, with probability at least 1 — §, for m >
W(log |H| + log 2), the following holds for all h € H with R(h) > e:

~

d(h) — d(h*) > 0.

~ ~ ~ -~

(Hint: use d(h) —d(h*) = [d(h) —d(h)] + [d(h) — d(h*)] + [d(h*) — d(h*)] and
use previous questions to lower bound each of these three terms).

2.8 Learning intervals. Give a PAC-learning algorithm for the concept class C

formed by closed intervals [a, b] with a,b € R.

2.9 Learning union of intervals. Give a PAC-learning algorithm for the concept class

Cs formed by unions of two closed intervals, that is [a, b]U][c, d], with a, b, ¢, d € R.
Extend your result to derive a PAC-learning algorithm for the concept class €,
formed by unions of p > 1 closed intervals, thus [ai,b1] U --- U [ap, by], with
ak, by € R for k € [p]. What are the time and sample complexities of your
algorithm as a function of p?
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2.10 Consistent hypotheses. In this chapter, we showed that for a finite hypothesis
set H, a consistent learning algorithm A is a PAC-learning algorithm. Here, we
consider a converse question. Let Z be a finite set of m labeled points. Suppose
that you are given a PAC-learning algorithm 4. Show that you can use A and
a finite training sample S to find in polynomial time a hypothesis h € HH that is
consistent with Z, with high probability. (Hint: you can select an appropriate
distribution D over Z and give a condition on R(h) for h to be consistent.)

2.11 Senate laws. For important questions, President Mouth relies on expert advice.
He selects an appropriate advisor from a collection of H = 2,800 experts.

(a) Assume that laws are proposed in a random fashion independently and iden-
tically according to some distribution D determined by an unknown group
of senators. Assume that President Mouth can find and select an expert
senator out of H who has consistently voted with the majority for the last
m = 200 laws. Give a bound on the probability that such a senator incor-
rectly predicts the global vote for a future law. What is the value of the
bound with 95% confidence?

(b) Assume now that President Mouth can find and select an expert senator out
of H who has consistently voted with the majority for all but m’ = 20 of the
last m = 200 laws. What is the value of the new bound?

2.12 Bayesian bound. Let H{ be a countable hypothesis set of functions mapping X
to {0,1} and let p be a probability measure over H. This probability measure
represents the prior probability over the hypothesis class, i.e. the probability that
a particular hypothesis is selected by the learning algorithm. Use Hoeffding’s
inequality to show that for any 6 > 0, with probability at least 1 — §, the
following inequality holds:

. log -4~ +log &
Vh € H, R(h) < Rs(h) + 1/ % (2.26)

Compare this result with the bound given in the inconsistent case for finite
hypothesis sets (Hint: you could use ¢’ = p(h)d as confidence parameter in
Hoeffding’s inequality).

2.13 Learning with an unknown parameter. In example 2.9, we showed that the
concept class of k-CNF is PAC-learnable. Note, however, that the learning
algorithm is given k£ as input. Is PAC-learning possible even when k is not
provided? More generally, consider a family of concept classes {C;}s where C;
is the set of concepts in € with size at most s. Suppose we have a PAC-learning
algorithm A that can be used for learning any concept class C5 when s is given.



28 Chapter 2 The PAC Learning Framework

Can we convert A into a PAC-learning algorithm B that does not require the
knowledge of s? This is the main objective of this problem.

To do this, we first introduce a method for testing a hypothesis h, with high
probability. Fix € > 0, 6 > 0, and ¢ > 1 and define the sample size n by
n = %[@ log 2 + log %] Suppose we draw an i.i.d. sample S of size n according
to some unknown distribution D. We will say that a hypothesis h is accepted if
it makes at most 3/4e errors on S and that it is rejected otherwise. Thus, h is
accepted iff ﬁ(h) < 3/4e.

(a) Assume that R(h) > e. Use the (multiplicative) Chernoff bound to show
that in that case Pg.pn[h is accepted] < %

(b) Assume that R(h) < €/2. Use the (multiplicative) Chernoff bounds to show
that in that case Pg.pn[h is rejected] < %

(¢) Algorithm B is defined as follows: we start with ¢ = 1 and, at each round
i > 1, we guess the parameter size s to be § = |20/ 3| We draw a
sample S of size n (which depends on %) to test the hypothesis h; returned
by A when it is trained with a sample of size S4(e/2,1/2,5), that is the
sample complexity of A for a required precision €/2, confidence 1/2, and size
S (we ignore the size of the representation of each example here). If h; is
accepted, the algorithm stops and returns h;, otherwise it proceeds to the
next iteration. Show that if at iteration 4, the estimate s is larger than or
equal to s, then IP[h; is accepted] > 3/8.

(d) Show that the probability that B does not halt after j = [log 2/log 2] iter-
ations with § > s is at most 6/2.

e) Show that for i > [1 + (log, s)log 27, the inequality § > s holds.
(e) g2 5)log 51, quality
(f) Show that with probability at least 1 — §, algorithm B halts after at most

7 =11+ (logy s) log %1 + j iterations and returns a hypothesis with error at
most €.

2.14 In this exercise, we generalize the notion of noise to the case of an arbitrary loss
function L: Y xY — R,.

(a) Justify the following definition of the noise at point = € X:
noise(z) = min E[L(y, y')|z].
yeyy

What is the value of noise(z) in a deterministic scenario? Does the definition
match the one given in this chapter for binary classification?

(b) Show that the average noise coincides with the Bayes error (minimum loss
achieved by a measurable function).
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The hypothesis sets typically used in machine learning are infinite. But the sample
complexity bounds of the previous chapter are uninformative when dealing with
infinite hypothesis sets. One could ask whether efficient learning from a finite
sample is even possible when the hypothesis set H is infinite. Our analysis of the
family of axis-aligned rectangles (Example 2.4) indicates that this is indeed possible
at least in some cases, since we proved that that infinite concept class was PAC-
learnable. Our goal in this chapter will be to generalize that result and derive
general learning guarantees for infinite hypothesis sets.

A general idea for doing so consists of reducing the infinite case to the analysis
of finite sets of hypotheses and then proceed as in the previous chapter. There
are different techniques for that reduction, each relying on a different notion of
complexity for the family of hypotheses. The first complexity notion we will use is
that of Rademacher complexity. This will help us derive learning guarantees using
relatively simple proofs based on McDiarmid’s inequality, while obtaining high-
quality bounds, including data-dependent ones, which we will frequently make use
of in future chapters. However, the computation of the empirical Rademacher
complexity is NP-hard for some hypothesis sets. Thus, we subsequently introduce
two other purely combinatorial notions, the growth function and the VC-dimension.
We first relate the Rademacher complexity to the growth function and then bound
the growth function in terms of the VC-dimension. The VC-dimension is often easier
to bound or estimate. We will review a series of examples showing how to compute
or bound it, then relate the growth function and the VC-dimensions. This leads
to generalization bounds based on the VC-dimension. Finally, we present lower
bounds based on the VC-dimension for two different settings: The realizable setting,
where there is at least one hypothesis in the hypothesis set under consideration
that achieves zero expected error, as well as the non-realizable setting, where no
hypothesis in the set achieves zero expected error.



30 Chapter 3 Rademacher Complexity and VC-Dimension

3.1 Rademacher complexity

We will continue to use H to denote a hypothesis set as in the previous chapters.
Many of the results of this section are general and hold for an arbitrary loss function
L:YxY — R. In what follows, G will generally be interpreted as the family of loss
functions associated to H mapping from Z =X x Y to R:

G={g: (z,y) — L(h(x),y): h € H}.

However, the definitions are given in the general case of a family of functions §
mapping from an arbitrary input space Z to R.

The Rademacher complexity captures the richness of a family of functions by
measuring the degree to which a hypothesis set can fit random noise. The following
states the formal definitions of the empirical and average Rademacher complexity.

Definition 3.1 (Empirical Rademacher complexity) Let G be a family of functions map-
ping from Z to [a,b] and S = (z1,...,2m) a fired sample of size m with elements
in Z. Then, the empirical Rademacher complexity of § with respect to the sample
S is defined as:

~ 1 &
Rs(G) =E |sup— » oig(zi)], (3.1)
7 |geg™m ;
where o = (01,...,0m)", with ;s independent uniform random variables taking

values in {—1,+1}.3 The random variables o; are called Rademacher variables.

Let gg denote the vector of values taken by function g over the sample S: gg =

(9(21),...,9(2m))". Then, the empirical Rademacher complexity can be rewritten
as
o~ U . S
Rs(G) =E [sup g .
T |geg M

The inner product o - gg measures the correlation of gg with the vector of random
noise o. The supremum sup,cg ZES is a measure of how well the function class G
correlates with o over the sample S. Thus, the empirical Rademacher complexity
measures on average how well the function class G correlates with random noise on
S. This describes the richness of the family G: richer or more complex families G can

generate more vectors gg and thus better correlate with random noise, on average.

3 We assume implicitly that the supremum over the family G in this definition is measurable and
in general will adopt the same assumption throughout this book for other suprema over a class
of functions. This assumption does not hold for arbitrary function classes but it is valid for the
hypotheses sets typically considered in practice in machine learning, and the instances discussed
in this book.
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Definition 3.2 (Rademacher complexity) Let D denote the distribution according to
which samples are drawn. For any integer m > 1, the Rademacher complexity
of G is the expectation of the empirical Rademacher complexity over all samples of
size m drawn according to D:

Rm(§) = E Ps(9)]. (3-2)

We are now ready to present our first generalization bounds based on Rademacher
complexity.

Theorem 3.3 Let G be a family of functions mapping from Z to [0,1]. Then, for any
& > 0, with probability at least 1 — § over the draw of an i.i.d. sample S of size m,
each of the following holds for all g € G:

Elg(z)] < % Zg(Zi) +2R,,,(9) + h;if (3.3)
and Elg(z)] < % 3 g(z) + 2Rs () + 3 IZif . (3.4)

i=1

Proof: For any sample S = (z1,...,2,) and any g € G, we denote by Eg [g] the em-
pirical average of g over S: Eglg] = = > g(z;). The proof consists of applying
McDiarmid’s inequality to function ® defined for any sample S by
o(S) = sup ( Elg] - Eslg])- (3.5)
geSs
Let S and S’ be two samples differing by exactly one point, say z,, in S and z/,

in S’. Then, since the difference of suprema does not exceed the supremum of the
difference, we have

~ ~ zm) — 9(zl, 1
a(s") - 0(5) < sup (Bslg] - Bolo]) =sup Lm) —9Cu) < L (g
9€S 9g€S m
Similarly, we can obtain ®(S) — ®(S’) < 1/m, thus |®(S) — ®(5")| < 1/m. Then,
by McDiarmid’s inequality, for any ¢ > 0, with probability at least 1 — 6/2, the
following holds:

a(5) < E[(3)] + (3.7)
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We next bound the expectation of the right-hand side as follows:
E[2(S)] = E [ sup (Elg] - Es(9))]
S S g€S

=B [swp E [Es (9) ~ Bs(o)]] (3.8)
< E, [sup (Bs:(9) - Es(o)] (3.9)
= 5, [sup = §;<g<zz> ~4(z0)] (3.10)
= E s oilg(1) — g())] (3.11)
<E [E‘é‘g’ L i o) + B, [i‘éé’ < i ~ig(z)] (3.12)
2 E {Zggéiaig(zi)} — 2%, (S). (3.13)

Equation (3.8) uses the fact that points in S’ are sampled in an i.i.d. fashion and
thus E[g] = Eg [IES/ (9)], as in (2.3). Inequality 3.9 holds due to the sub-additivity
of the supremum function.

In equation (3.11), we introduce Rademacher variables o;, which are uniformly
distributed independent random variables taking values in {—1,+1} as in defini-
tion 3.2. This does not change the expectation appearing in (3.10): when o; = 1,
the associated summand remains unchanged; when o; = —1, the associated sum-
mand flips signs, which is equivalent to swapping z; and z] between S and S’. Since
we are taking the expectation over all possible S and S’, this swap does not affect
the overall expectation; we are simply changing the order of the summands within
the expectation.

Equation (3.12) holds by the sub-additivity of the supremum function, that is
the inequality sup(U + V) < sup(U) + sup(V). Finally, (3.13) stems from the
definition of Rademacher complexity and the fact that the variables o; and —o; are
distributed in the same way.

The reduction to R,,(9) in equation (3.13) yields the bound in equation (3.3),
using ¢ instead of §/2. To derive a bound in terms of MRs(G), we observe that, by
definition 3.1, changing one point in S changes Rg(G) by at most 1/m. Then, using
again McDiarmid’s inequality, with probability 1 — §/2 the following holds:

R (G) < Rs(S) +

(3.14)
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Finally, we use the union bound to combine inequalities 3.7 and 3.14, which yields
with probability at least 1 — §:

log %
2m
which matches (3.4). O

The following result relates the empirical Rademacher complexities of a hypothesis
set H and to the family of loss functions G associated to H in the case of binary
loss (zero-one loss).

B(S) < 2%5(9) +3

, (3.15)

Lemma 3.4 Let 3 be a family of functions taking values in {—1,4+1} and let G be
the family of loss functions associated to J for the zero-one loss: § = {(z,y) —
Lh@)y: h € 9—(}. For any sample S = ((x1,91),--., (@m,Ym)) of elements in
X x {—1,+1}, let Sy denote its projection over X: Sx = (x1,...,Zm). Then,
the following relation holds between the empirical Rademacher complexities of G
and H: R 1.

R (9) = 20, (90). (3.16)

Proof: For any sample S = ((z1,91),-- -, (Zm,Ym)) of elements in X x {—1,+1},
by definition, the empirical Rademacher complexity of § can be written as:

R (9) = [bup—ZUllh 75%]

hedc M

= [sup—z:m1 yih T’)}

heH M
m

]};3 [ sup = Z _Uiyih(mi)}

hedt T =7

DN =

1 14

- 5[ ZUZ (@] = 35 (20),

where we used the fact that 15,(,,)»,, = (1 —y;h(2;))/2 and the fact that for a fixed
yi € {—1,41}, 0; and —y;0; are distributed in the same way. O

Note that the lemma implies, by taking expectations, that for any m > 1, R,,,(9) =
%iﬁm (3). These connections between the empirical and average Rademacher com-
plexities can be used to derive generalization bounds for binary classification in
terms of the Rademacher complexity of the hypothesis set H.

Theorem 3.5 (Rademacher complexity bounds — binary classification ) Let H be a family
of functions taking values in {—1,+1} and let D be the distribution over the input
space X. Then, for any § > 0, with probability at least 1 — & over a sample S of
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size m drawn according to D, each of the following holds for any h € H:

~ log &
R(h) < Rs(h) + R (30) + (;g 5 (3.17)
m
~ -~ log %
and R(h) < Rg(h)+Rs(H)+3 om (3.18)
Proof: The result follows immediately by theorem 3.3 and lemma 3.4. |

The theorem provides two generalization bounds for binary classification based on
the Rademacher complexity. Note that the second bound, (3.18), is data-dependent:
the empirical Rademacher complexity DA‘is(fH) is a function of the specific sample
S drawn. Thus, this bound could be particularly informative if we could compute
5\%5(3{). But, how can we compute the empirical Rademacher complexity? Using
again the fact that o; and —o; are distributed in the same way, we can write

m
55000 =5 [ 103 -ouhe] =<2 [ o, 7S]
Now, for a fixed value of o, computing infjcq¢ % S oih(z;) is equivalent to an
empirical risk minimization problem, which is known to be computationally hard
for some hypothesis sets. Thus, in some cases, computing 9?{5(3-() could be compu-
tationally hard. In the next sections, we will relate the Rademacher complexity to
combinatorial measures that are easier to compute and also of independent interest
for their usefulness in the analysis of learning in many contexts.

3.2 Growth function

Here we will show how the Rademacher complexity can be bounded in terms of the
growth function.

Definition 3.6 (Growth function) The growth function Ils: N — N for a hypothesis
set H is defined by:

vmeN, Hge(m) =  max ‘{(h(xl), (@) he CH}’. (3.19)

{z1,....2m }CX

In other words, II5¢(m) is the maximum number of distinct ways in which m points
can be classified using hypotheses in H. Each one of these distinct classifications is
called a dichotomy and, thus, the growth function counts the number of dichotomies
that are realized by the hypothesis. This provides another measure of the richness
of the hypothesis set H. However, unlike the Rademacher complexity, this measure
does not depend on the distribution, it is purely combinatorial.
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To relate the Rademacher complexity to the growth function, we will use Mas-
sart’s lemma.

Theorem 3.7 (Massart’s lemma) Let A C R™ be a finite set, with 1 = maxxea ||X]|2,
then the following holds:

1 Ui 2log |A
) } < TV2log Al (3.20)

o m

where o;s are independent uniform random variables taking values in {—1,+1} and
T1,...,Tm are the components of vector x.

Proof: The result follows immediately from the bound on the expectation of a
maximum given by Corollary D.11 since the random variables o;z; are independent
and each o;z; takes values in [—|z;|,|z;]] with /> ., 22 <12 0
Using this result, we can now bound the Rademacher complexity in terms of the
growth function.

Corollary 3.8 Let G be a family of functions taking values in {—1,+1}. Then the
following holds:

2logII
R () < 1 210eTls(m), (3.21)

m
Proof: For a fixed sample S = (x1,...,7,,), we denote by G5 the set of vectors
of function values (g(x1),...,9(%,))T where g is in §. Since g € G takes values

in {—1,+1}, the norm of these vectors is bounded by /m. We can then apply
Massart’s lemma as follows:

S 21
@) = & [ [sup =S| | < [VIV2I0RIG |
S |o “Eg\smizl S m

By definition, |S;s| is bounded by the growth function, thus,

mﬁlogm(m)] _ wogHg(m)

b

which concludes the proof. ([l

Combining the generalization bound (3.17) of theorem 3.5 with corollary 3.8 yields
immediately the following generalization bound in terms of the growth function.

Corollary 3.9 (Growth function generalization bound) Let H be a family of functions
taking values in {—1,4+1}. Then, for any 6 > 0, with probability at least 1 — 4,

for any h € H,
~ 2log g¢(m) log 3
< . .
R(h) < Rg(h) +4/ — +\ oo (3.22)
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+-+
— —— —e o~ o

(a) (b)

Figure 3.1
VC-dimension of intervals on the real line. (a) Any two points can be shattered. (b) No sample
of three points can be shattered as the (4, —, +) labeling cannot be realized.

Growth function bounds can be also derived directly (without using Rademacher
complexity bounds first). The resulting bound is then the following:

2
P HR(h) - }?S(h)’ > e} < 45 (2m) exp (—";6) , (3.23)
which only differs from (3.22) by constants.

The computation of the growth function may not be always convenient since, by
definition, it requires computing ITg¢(m) for all m > 1. The next section introduces
an alternative measure of the complexity of a hypothesis set H that is based instead
on a single scalar, which will turn out to be in fact deeply related to the behavior
of the growth function.

3.3 VC-dimension

Here, we introduce the notion of VC-dimension (Vapnik-Chervonenkis dimension).
The VC-dimension is also a purely combinatorial notion but it is often easier to
compute than the growth function (or the Rademacher Complexity). As we shall
see, the VC-dimension is a key quantity in learning and is directly related to the
growth function.

To define the VC-dimension of a hypothesis set H, we first introduce the concept
of shattering. Recall from the previous section, that given a hypothesis set H, a
dichotomy of a set S is one of the possible ways of labeling the points of .S using a
hypothesis in H. A set S of m > 1 points is said to be shattered by a hypothesis
set H when H realizes all possible dichotomies of S, that is when Il5¢(m) = 2™.

Definition 3.10 (VC-dimension) The VC-dimension of a hypothesis set H is the size of
the largest set that can be shattered by JH:

VCdim(H) = max{m: g (m) = 2™}. (3.24)

Note that, by definition, if VCdim(¥H) = d, there exists a set of size d that can be
shattered. However, this does not imply that all sets of size d or less are shattered
and, in fact, this is typically not the case.
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(a) (b)

Figure 3.2
Unrealizable dichotomies for four points using hyperplanes in R2. (a) All four points lie on the
convex hull. (b) Three points lie on the convex hull while the remaining point is interior.

To further illustrate this notion, we will examine a series of examples of hy-

pothesis sets and will determine the VC-dimension in each case. To compute the
VC-dimension we will typically show a lower bound for its value and then a match-
ing upper bound. To give a lower bound d for VCdim(XK), it suffices to show that a
set S of cardinality d can be shattered by H. To give an upper bound, we need to
prove that no set S of cardinality d + 1 can be shattered by 3, which is typically
more difficult.
Example 3.11 (Intervals on the real line) Our first example involves the hypothesis class
of intervals on the real line. It is clear that the VC-dimension is at least two,
since all four dichotomies (+,4+),(—,—),(+,—),(—,+) can be realized, as illus-
trated in figure 3.1(a). In contrast, by the definition of intervals, no set of three
points can be shattered since the (+,—,4) labeling cannot be realized. Hence,
VCdim(intervals in R) = 2.

Example 3.12 (Hyperplanes) Consider the set of hyperplanes in R?. We first observe
that any three non-collinear points in R? can be shattered. To obtain the first three
dichotomies, we choose a hyperplane that has two points on one side and the third
point on the opposite side. To obtain the fourth dichotomy we have all three points
on the same side of the hyperplane. The remaining four dichotomies are realized
by simply switching signs. Next, we show that four points cannot be shattered by
considering two cases: (i) the four points lie on the convex hull defined by the four
points, and (ii) three of the four points lie on the convex hull and the remaining
point is internal. In the first case, a positive labeling for one diagonal pair and a
negative labeling for the other diagonal pair cannot be realized, as illustrated in
figure 3.2(a). In the second case, a labeling which is positive for the points on the
convex hull and negative for the interior point cannot be realized, as illustrated in
figure 3.2(b). Hence, VCdim(hyperplanes in R?) = 3.

More generally in R, we derive a lower bound by starting with a set of d+1 points
in R?, setting x¢ to be the origin and defining x;, for i € {1,...,d}, as the point
whose ith coordinate is 1 and all others are 0. Let yo,y1,...,yq € {—1,+1} be an
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arbitrary set of labels for xg, X1, ...,x4. Let w be the vector whose ith coordinate
is y;. Then the classifier defined by the hyperplane of equation w -x + £ = 0
shatters xg,x1,...,Xq since for any ¢ € {0,...,d},

sgn (w X + y—;) =sgn (y, + y—;) =Y. (3.25)

To obtain an upper bound, it suffices to show that no set of d + 2 points can be
shattered by halfspaces. To prove this, we will use the following general theorem.

Theorem 3.13 (Radon’s theorem) Any set X of d + 2 points in R? can be partitioned
into two subsets X; and X9 such that the convex hulls of X; and X, intersect.

Proof: Let X = {x1,...,Xq42} C R The following is a system of d + 1 linear
equations in aq, ..., Qq+9:
d+2 d+2

Z a;x; =0 and Z a; =0, (3.26)
i=1 i=1

since the first equality leads to d equations, one for each component. The number
of unknowns, d + 2, is larger than the number of equations, d + 1, therefore the
system admits a non-zero solution f1,...,84+2. Since Zd+2 B; = 0, both J; =
{i € [d+2]: 5; >0} and Jo = {i € [d+ 2]: 5; < 0} are non-empty sets and
X1 = {x;:1 € 51} and Xy = {x;: 7 € Iy} form a partition of X. By the last
equation of (3.26), > ,cq, Bi = — > _;cq, Bi- Let 8= 3,5 Bi- Then, the first part

of (3.26) implies
Z Bi, = Z —ﬁz

2651 i€J2
with Zzejl 5= Zlejz =1, and 6’ >0 for i € J; and ﬁl >0 for ¢ € J5. By
definition of the convex hulls (B.6), thlS implies that Zzeﬂl Zx; belongs both to
the convex hull of X; and to that of Xs. O

Now, let X be a set of d + 2 points. By Radon’s theorem, it can be partitioned
into two sets X; and Xs such that their convex hulls intersect. Observe that when
two sets of points Xy and Xy are separated by a hyperplane, their convex hulls
are also separated by that hyperplane. Thus, X; and X5 cannot be separated by
a hyperplane and X is not shattered. Combining our lower and upper bounds, we
have proven that VCdim(hyperplanes in R%) = d + 1.

Example 3.14 (Axis-aligned Rectangles) We first show that the VC-dimension is at
least four, by considering four points in a diamond pattern. Then, it is clear that
all 16 dichotomies can be realized, some of which are illustrated in figure 3.3(a).
In contrast, for any set of five distinct points, if we construct the minimal axis-
aligned rectangle containing these points, one of the five points is in the interior of
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Figure 3.3

VC-dimension of axis-aligned rectangles. (a) Examples of realizable dichotomies for four points
in a diamond pattern. (b) No sample of five points can be realized if the interior point and the
remaining points have opposite labels.

this rectangle. Imagine that we assign a negative label to this interior point and a
positive label to each of the remaining four points, as illustrated in figure 3.3(b).
There is no axis-aligned rectangle that can realize this labeling. Hence, no set of
five distinct points can be shattered and VCdim (axis-aligned rectangles) = 4.

Example 3.15 (Convex Polygons) We focus on the class of convex d-gons in the plane.
To get a lower bound, we show that any set of 2d+ 1 points can be shattered. To do
this, we select 2d+ 1 points that lie on a circle, and for a particular labeling, if there
are more negative than positive labels, then the points with the positive labels are
used as the polygon’s vertices, as in figure 3.4(a). Otherwise, the tangents of the
negative points serve as the edges of the polygon, as shown in (3.4)(b). To derive
an upper bound, it can be shown that choosing points on the circle maximizes the
number of possible dichotomies, and thus VCdim(convex d-gons) = 2d + 1. Note
also that VCdim(convex polygons) = +o0.

Example 3.16 (Sine Functions) The previous examples could suggest that the VC-
dimension of H coincides with the number of free parameters defining H. For ex-
ample, the number of parameters defining hyperplanes matches their VC-dimension.
However, this does not hold in general. Several of the exercises in this chapter il-
lustrate this fact. The following provides a striking example from this point of
view. Consider the following family of sine functions: {t — sin(wt): w € R}. One
instance of this function class is shown in figure 3.5. These sine functions can be
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|positive points| < |negative points| |positive points| > |negative points|

(a) (b)

Figure 3.4
Convex d-gons in the plane can shatter 2d + 1 points. (a) d-gon construction when there are more
negative labels. (b) d-gon construction when there are more positive labels.

1.0

0.0 (] ojele o] |®

sin(50x)

-0.5

-1.0

0.0 0.2 0.4 0.6 0.8 1.0

Figure 3.5
An example of a sine function (with w = 50) used for classification.

used to classify the points on the real line: a point is labeled positively if it is
above the curve, negatively otherwise. Although this family of sine functions is de-
fined via a single parameter, w, it can be shown that VCdim(sine functions) = +oo

(exercise 3.20).

The VC-dimension of many other hypothesis sets can be determined or upper-
bounded in a similar way (see this chapter’s exercises). In particular, the VC-
dimension of any vector space of dimension r < oo can be shown to be at most r
(exercise 3.19). The next result, known as Sauer’s lemma, clarifies the connection
between the notions of growth function and VC-dimension.
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51=9s G2={dC8:(d €A U{zn} €9}
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Figure 3.6
Illustration of how §; and Ga are constructed in the proof of Sauer’s lemma.

Theorem 3.17 (Sauer’s lemma) Let H be a hypothesis set with VCdim(H) = d. Then,
for all m € N, the following inequality holds:

Isc(m) < Zz; (”;) (3.27)

Proof: The proof is by induction on m + d. The statement clearly holds for m =1
and d = 0 or d = 1. Now, assume that it holds for (m —1,d — 1) and (m — 1,d).
Fix a set 8 = {z1,..., 2y} with IIs¢(m) dichotomies and let § = H|g be the set of
concepts H induced by restriction to 8.

Now consider the following families over 8’ = {x1,..., 2, _1}. We define §; = Gjs/
as the set of concepts H induced by restriction to S’. Next, by identifying each
concept as the set of points (in 8 or 8) for which it is non-zero, we can define 5 as

So={g' €8 (¢ €9 (g U{am} €9}

Since ¢’ C 8, ¢’ € § means that without adding z,, it is a concept of §. Further,
the constraint ¢’ U {x,,} € § means that adding z,, to ¢’ also makes it a concept
of §. The construction of §; and Gs is illustrated pictorially in figure 3.6. Given
our definitions of §; and Go, observe that |G1| + |S2] = |G].

Since VCdim(G1) < VCdim(§) < d, then by definition of the growth function and
using the induction hypothesis,

d 1
|G1] < TIg,(m —1) SZ(mi )
i=0

Further, by definition of Go, if a set Z C 8’ is shattered by Ga, then the set ZU{z,,}
is shattered by G. Hence,

VCdim(§2) < VCdim(§) —1=d — 1,



42 Chapter 3 Rademacher Complexity and VC-Dimension

and by definition of the growth function and using the induction hypothesis,

= m—
92|SH92(m—1)§;< ; )

Thus,
d d—1 d d
SI= 1911+ 1Sl <D (") + 2 (") =2 (") + (75 =2 (7,
i=0 i=0 i=0 i=0
which completes the inductive proof. O

The significance of Sauer’s lemma can be seen by corollary 3.18, which remarkably
shows that growth function only exhibits two types of behavior: either VCdim(H) =
d < 400, in which case Iy (m) = O(m?), or VCdim(H) = +oo, in which case
Iy (m) = 2™.

Corollary 3.18 Let H be a hypothesis set with VCdim(H) = d. Then for all m > d,

T (m) < (%)d = O(m%). (3.28)

Proof: The proof begins by using Sauer’s lemma. The first inequality multiplies
each summand by a factor that is greater than or equal to one since m > d, while
the second inequality adds non-negative summands to the summation.

<3 (7)

After simplifying the expression using the binomial theorem, the final inequality
follows using the general inequality (1 —z) < e™%. |

The explicit relationship just formulated between VC-dimension and the growth
function combined with corollary 3.9 leads immediately to the following generaliza-
tion bounds based on the VC-dimension.

Corollary 3.19 (VC-dimension generalization bounds) Let H be a family of functions
taking values in {—1,+1} with VC-dimension d. Then, for any § > 0, with proba-
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bility at least 1 — 3, the following holds for all h € H:

~ 2dlog <7 log &
R(h) < Rg(h d o 3.29
(h) < Rs(h) + 1/ - 1/ 9, (3.29)

Thus, the form of this generalization bound is

5 log(m/d)
R(h) < Rg(h)+ O < (m/d) ) , (3.30)
which emphasizes the importance of the ratio m/d for generalization. The theorem
provides another instance of Occam’s razor principle where simplicity is measured
in terms of smaller VC-dimension.

VC-dimension bounds can be derived directly without using an intermediate
Rademacher complexity bound, as for (3.23): combining Sauer’s lemma with (3.23)
leads to the following high-probability bound

~ 8dlog 2¢™ 4 8]og 4
R(h)<Rs(h)+\/ 0674 *0085

m

which has the general form of (3.30). The log factor plays only a minor role in
these bounds. A finer analysis can be used in fact to eliminate that factor.

3.4 Lower bounds

In the previous section, we presented several upper bounds on the generalization
error. In contrast, this section provides lower bounds on the generalization error of
any learning algorithm in terms of the VC-dimension of the hypothesis set used.
These lower bounds are shown by finding for any algorithm a ‘bad’ distribution.
Since the learning algorithm is arbitrary, it will be difficult to specify that particular
distribution. Instead, it suffices to prove its existence non-constructively. At a high
level, the proof technique used to achieve this is the probabilistic method of Paul
Erdés. In the context of the following proofs, first a lower bound is given on the
expected error over the parameters defining the distributions. From that, the lower
bound is shown to hold for at least one set of parameters, that is one distribution.

Theorem 3.20 (Lower bound, realizable case) Let H be a hypothesis set with VC-

dimension d > 1. Then, for any m > 1 and any learning algorithm A, there
exist a distribution D over X and a target function f € H such that

d—1

P |Rp(hg,f) > ——1| > 1/100. 3.31

G B |Bolhs, f) > o1 21/ (3.31)

Proof: Let X = {xg,21,...,74-1} C X be a set that is shattered by H. For any

€ > 0, we choose D such that its support is reduced to X and so that one point (z()
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has very high probability (1 — 8¢), with the rest of the probability mass distributed
uniformly among the other points:

8e
d—1"
With this definition, most samples would contain zy and, since X is shattered, A
can essentially do no better than tossing a coin when determining the label of a
point z; not falling in the training set.

We assume without loss of generality that A makes no error on zy. For a sample
S, we let S denote the set of its elements falling in {x1,...,24_1}, and let 8 be the
set of samples S of size m such that |S| < (d —1)/2. Now, fix a sample S € 8, and
consider the uniform distribution U over all labelings f: X — {0, 1}, which are all
in 3 since the set is shattered. Then, the following lower bound holds:

E [Bo(hs, )l = 0D Ins@)#s) Pla] PL]

]g[xo] =1-8¢ and Vield— 1},1!9;’[11-] = (3.32)

f mey
>3 > lng(e)2s() Pla) Plf)

I z¢gS
=2 (Zlhs(w VAL w)PfD Pl]

zgS
—1 8e¢

:721[» 232 a-1_ (3.33)

xS

The first lower bound holds because we remove non-negative terms from the sum-
mation when we only consider z ¢ S instead of all  in X. After rearranging terms,
the subsequent equality holds since we are taking an expectation over f € H with
uniform weight on each f and 3 shatters X. The final lower bound holds due to
the definitions of D and S, the latter which implies that |X — S| > (d — 1)/2.

Since (3.33) holds for all S € 8, it also holds in expectation over all S € 8:
Eses [EfNu[RD (hs, f)]] > 2¢. By Fubini’s theorem, the expectations can be per-
muted, thus,

E [ B [Ro(hs, )] > 2. (3.34)

This implies that Eges[Rp (hs, fo)] > 2¢ for at least one labeling fy € H. Decom-
posing this expectation into two parts and using R (hs, fo) < Pp[X — {z0}], we
obtain:
E [Rop(hs; fo)l = Y Ro(hs, fo) P[Ro(hs, fo)l + Y Rn(hs, fo) P[Ro (hs, fo)]
S:Ryp(hs,fo)>e S:Ryp(hs,fo)<e
<PX- {wo}] B [Ro(hs, fo) = €] + ¢ P [Rp(hs, fo) <]

< 8¢ S]IEDS[R’D(hS’ fo) > 6} + 6(1 — SHEDS[RfD(hs,fo) > 6])
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Collecting terms in Pges[Rop (hs, fo) > € yields
1

E[Rohs, fo) 2 d > %(26 ~9=z. (3.35)

Thus, the probability over all samples S (not necessarily in 8§) can be lower
bounded as

1
= P[8]. (3.36)
This leads us to find a lower bound for P[8]. By the multiplicative Chernoff bound
(Theorem D.4), for any v > 0, the probability that more than (d — 1)/2 points are
drawn in a sample of size m verifies:

P[Rn(hs, fo) 2 €] > SIES[R'D(hs, fo) > €] P[§] >

2
1—P[S] = P[S,, > 8em(1l 4 7)] < e 3m7F (3.37)
Therefore, for e = (d —1)/(32m) and v =1,
P[S,, > 452] < e (D12 < e 1/12 <1 75, (3.38)

for 6 < .01. Thus P[8] > 7 and Ps[Rp (hs, fo) > € > 6. O

The theorem shows that for any algorithm A, there exists a ‘bad’ distribution over
X and a target function f for which the error of the hypothesis returned by A is
a constant times % with some constant probability. This further demonstrates the
key role played by the VC-dimension in learning. The result implies in particular
that PAC-learning in the realizable case is not possible when the VC-dimension is
infinite.

Note that the proof shows a stronger result than the statement of the theorem:
the distribution D is selected independently of the algorithm A. We now present a
theorem giving a lower bound in the non-realizable case. The following two lemmas
will be needed for the proof.

Lemma 3.21 Let o be a uniformly distributed random wvariable taking values in
{a_,ai}, where am = 3 — £ and oy = L + £,
random variables X1, ..., X, taking values in {0,1} and drawn i.i.d. according to
the distribution D, defined by Pp_[X = 1] = a. Let h be a function from X™ to
{a_,ay}, then the following holds:

E[ B h(S)#a]] > #(2fm/2).0) (3:39)

and let S be a sample of m > 1

€2

where ®(m, €) = %(1 - \/1 —exp(— 1”162)> for all m and e.

Proof: The lemma can be interpreted in terms of an experiment with two coins
with biases a_ and ay. It implies that for a discriminant rule h(S) based on a

sample S drawn from D,_ or D, , to determine which coin was tossed, the sample

[e ]
size m must be at least Q(1/€e?). The proof is left as an exercise (exercise D.3). O
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We will make use of the fact that for any fixed e the function m — ®(m,z) is
convex, which is not hard to establish.

Lemma 3.22 Let Z be a random variable taking values in [0,1]. Then, for any
v €10,1),

Plz > 4] > 11«:[12]_—77 > E[Z] — 7. (3.40)

Proof: Since the values taken by Z are in [0, 1],

E[Z] =) PlZ=zz+Y P|Z =z

z<~y 2>y
< Z]P’[Z =zlv+ Z]P’[Z = 7]
z<vy z>7

=vP[Z <A +P[Z > 9]
=71 =P[Z >1]) +P[Z > 7]
=A=-7PZ>]+7,

which concludes the proof. O

Theorem 3.23 (Lower bound, non-realizable case) Let H be a hypothesis set with VC-
dimension d > 1. Then, for any m > 1 and any learning algorithm A, there exists
a distribution D over X x {0,1} such that:

[ d
SNH;M Rop(hs) hlél;'{ Rp(h) > 320m:| >1/64 (3.41)

Equivalently, for any learning algorithm, the sample complexity verifies

> —. A2

"= 320e2 (3.42)

Proof: Let X = {x1,...,24} C X be a set shattered by H. For any a € [0,1]

and any vector o = (01,...,04)" € {—1,+1}¢, we define a distribution D, with
support X x {0,1} as follows:

1/1 o«
e, Pzl :7(7 ) 4
vield, Pz )l=-{5+ (3.43)

Thus, the label of each point z;, ¢ € [d], follows the distribution Pp_ [-|z;], that of
a biased coin where the bias is determined by the sign of ¢; and the magnitude of
«. To determine the most likely label of each point x;, the learning algorithm will
therefore need to estimate Pp_[1|z;] with an accuracy better than «. To make this
further difficult, @ and o will be selected based on the algorithm, requiring, as in
lemma 3.21, (1/a?) instances of each point z; in the training sample.
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Clearly, the Bayes classifier h3, is defined by h, (z;) = argmax,¢ o 1y Plylz:] =
lg,;>0 for all i € [d]. h3,_is in 3 since X is shattered. For all h € I,

y 1 o« o
Ry, (h) = Ro, (hp,) = 5 > (5 + 5) Lh@y#hy, () = 5 D ln@yzns_ @) (3:44)
z€X z€X

Let hg denote the hypothesis returned by the learning algorithm A after receiving
a labeled sample S drawn according to D,. We will denote by |S|, the number of
occurrences of a point z in S. Let U denote the uniform distribution over {—1, +1}4.
Then, in view of (3.44), the following holds:

o~U
S~DT
1
=22 K {lhs(gg#h%‘,@}
zeX S~D
1 *
=32 E, {SJE;? [hs (@) # W, (2)]]
z€X
1 < .
=322 B[ B [hs(@) # hb, (@) |S]. = n] PlIS]. =]
zex n=0
1 m
> > @(n+1,0)P[S], =7 (lemma 3.21)
zeX =0
1
> p d(m/d+1,a) (convexity of ®(-, ) and Jensen’s ineq.)
z€X
=d(m/d+1,a)

Since the expectation over o is lower-bounded by ®(m/d + 1, «), there must exist
some o € {—1,+1}¢ for which

(1
SE S [Rop, (hs) — RDG(h*@U)]] > d(m/d+1,a). (3.45)

Then, by lemma 3.22, for that o, for any v € [0, 1],

SNIP;D? ; [Rp, (hs) — Ro, (h%_)] > Wu} > (1 —7)u, (3.46)

where u = ®(m/d + 1,«). Selecting § and e such that 6 < (1 —v)u and € < yau
gives
P [Ro,(hs) — Ro, (b5 ) > €] > 6. (3.47)
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To satisfy the inequalities defining € and ¢, let v =1 — 8J. Then,

1
0<(l—y)u = uzg (3.48)
1 (m/d+1)a? 1
L LA o Kl ) [ 4
<:>4< \/ exp( a2 23 (3.49)
(m/d+ 1)a? 4
——— <log = .
— S <oy (3.50)
m 1 4
(= - S .
= =< (02 1) log 5 —1 (3.51)
Selecting o = 8¢/(1 — 84) gives € = va/8 and the condition
m [ (1—86)? 4
—<|———-1]log=-—1. .52
d—< G4c? 83 (8:52)

Let f(1/€?) denote the right-hand side. We are seeking a sufficient condition of the
form m/d < w/e?. Since € < 1/64, to ensure that w/e? < f(1/€%), it suffices to
impose (1/“g4)2 = f((1/é4)2)' This condition gives

w = (7/64)%log(4/3) — (1/64)%(log(4/3) + 1) ~ .003127 > 1/320 = .003125.

Thus, € < m is sufficient to ensure the inequalities. O

The theorem shows that for any algorithm .4, in the non-realizable case, there
exists a ‘bad’ distribution over X x {0,1} such that the error of the hypothesis

returned by A is a constant times 1/% with some constant probability. The VC-
dimension appears as a critical quantity in learning in this general setting as well.
In particular, with an infinite VC-dimension, agnostic PAC-learning is not possible.

3.5 Chapter notes

The use of Rademacher complexity for deriving generalization bounds in learn-
ing was first advocated by Koltchinskii [2001], Koltchinskii and Panchenko [2000],
and Bartlett, Boucheron, and Lugosi [2002a], see also [Koltchinskii and Panchenko,
2002, Bartlett and Mendelson, 2002]. Bartlett, Bousquet, and Mendelson [2002b]
introduced the notion of local Rademacher complexity, that is the Rademacher
complexity restricted to a subset of the hypothesis set limited by a bound on the
variance. This can be used to derive better guarantees under some regularity as-
sumptions about the noise.

Theorem 3.7 is due to Massart [2000]. The notion of VC-dimension was introduced
by Vapnik and Chervonenkis [1971] and has been since extensively studied [Vapnik,
2006, Vapnik and Chervonenkis, 1974, Blumer et al., 1989, Assouad, 1983, Dudley,
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1999]. In addition to the key role it plays in machine learning, the VC-dimension
is also widely used in a variety of other areas of computer science and mathematics
(e.g., see Shelah [1972], Chazelle [2000]). Theorem 3.17 is known as Sauer’s lemma
in the learning community, however the result was first given by Vapnik and Cher-
vonenkis [1971] (in a somewhat different version) and later independently by Sauer
[1972] and Shelah [1972].

In the realizable case, lower bounds for the expected error in terms of the VC-
dimension were given by Vapnik and Chervonenkis [1974] and Haussler et al. [1988].
Later, a lower bound for the probability of error such as that of theorem 3.20 was
given by Blumer et al. [1989]. Theorem 3.20 and its proof, which improves upon
this previous result, are due to Ehrenfeucht, Haussler, Kearns, and Valiant [1988].
Devroye and Lugosi [1995] gave slightly tighter bounds for the same problem with a
more complex expression. Theorem 3.23 giving a lower bound in the non-realizable
case and the proof presented are due to Anthony and Bartlett [1999]. For other
examples of application of the probabilistic method demonstrating its full power,
consult the reference book of Alon and Spencer [1992].

There are several other measures of the complexity of a family of functions used
in machine learning, including covering numbers, packing numbers, and some other
complexity measures discussed in chapter 11. A covering number N,(G,€) is the
minimal number of L, balls of radius € > 0 needed to cover a family of loss func-
tions §. A packing number M,(G,€) is the maximum number of non-overlapping
L, balls of radius € centered in §. The two notions are closely related, in partic-
ular it can be shown straightforwardly that M, (G,2¢) < N,(G,€) < M,(9G,€) for
G and € > 0. Each complexity measure naturally induces a different reduction of
infinite hypothesis sets to finite ones, thereby resulting in generalization bounds for
infinite hypothesis sets. Exercise 3.31 illustrates the use of covering numbers for
deriving generalization bounds using a very simple proof. There are also close re-
lationships between these complexity measures: for example, by Dudley’s theorem,
the empirical Rademacher complexity can be bounded in terms of M2 (G, €) [Dudley,
1967, 1987] and the covering and packing numbers can be bounded in terms of the
VC-dimension [Haussler, 1995]. See also [Ledoux and Talagrand, 1991, Alon et al.,
1997, Anthony and Bartlett, 1999, Cucker and Smale, 2001, Vidyasagar, 1997] for
a number of upper bounds on the covering number in terms of other complexity
measures.
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3.6 Exercises

3.1 Growth function of intervals in R. Let H be the set of intervals in R. The
VC-dimension of H is 2. Compute its shattering coefficient Ig¢(m), m > 0.
Compare your result with the general bound for growth functions.

3.2 Growth function and Rademacher complexity of thresholds in R. Let H be the
family of threshold functions over the real line: H = {z — 1,<¢: 0 e R}U{x —
1,>9: 0 € R}. Give an upper bound on the growth function II,,(H). Use that
to derive an upper bound on R, (H).

3.3 Growth function of linear combinations. A linearly separable labeling of a set
X of vectors in R? is a classification of X into two sets X+ and X~ with X+ =
{xeX:w-x>0}and X~ = {x € X: w-x <0} for some w € RY.

Let X = {x1,...,%,,} be a subset of R%.

(a) Let {XT, X~} be a dichotomy of X and let x,,,4; € R? Show that {X*+ U
{Xm+1}, X~} and {X T, X~ U{x;,+1}} are linearly separable by a hyperplane
going through the origin if and only if {XT,X~} is linearly separable by a
hyperplane going through the origin and x,,+1.

(b) Let X = {x1,...,%X,,} be a subset of R? such that any k-element subset
of X with k& < d is linearly independent. Then, show that the number of
linearly separable labelings of X is C(m,d) = 2ZZ;é (mk_l) (Hint: prove
by induction that C'(m + 1,d) = C(m,d) + C(m,d — 1).

(c) Let fi,..., fp be p functions mapping R? to R. Define F as the family of
classifiers based on linear combinations of these functions:

p
F= {stgn(Za;JMx)):al,...,apeR}.
k=1

Define ¥ by ¥(z) = (f1(x),..., fp(x)). Assume that there exists x1, ...,z €
R? such that every p-subset of {U(zy),...,¥(x,,)} is linearly independent.

Then, show that
= m—1
I =2 .
stm =23 (")

3.4 Lower bound on growth function. Prove that Sauer’s lemma (theorem 3.17) is
tight, i.e., for any set X of m > d elements, show that there exists a hypothesis
class H of VC-dimension d such that IIgc(m) = Zj:o (™).

%
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3.5 Finer Rademacher upper bound. Show that a finer upper bound on the
Rademacher complexity of the family G can be given in terms of Eg[II(G, S)],
where II(G, S) is the number of ways to label the points in sample S.

3.6 Singleton hypothesis class. Consider the trivial hypothesis set H = {hq}.

(a) Show that R,,(H) = 0 for any m > 0.

(b) Use a similar construction to show that Massart’s lemma (theorem 3.7) is
tight.

3.7 Two function hypothesis class. Let H be a hypothesis set reduced to two func-
tions: H = {h_1,h41} and let S = (z1,...,2m) C X be a sample of size m.

(a) Assume that h_; is the constant function taking value —1 and h4q the
constant function taking the value +1. What is the VC-dimension d of H?
Upper bound the empirical Rademacher complexity 9/%3(9{) (Hint: express
5{5(9{) in terms of the absolute value of a sum of Rademacher variables and
apply Jensen’s inequality) and compare your bound with \/d/m.

(b) Assume that h_; is the constant function taking value —1 and hy; the
function taking value —1 everywhere except at x; where it takes the value
+1. What is the VC-dimension d of H? Compute the empirical Rademacher
complexity 9?{5(}().

3.8 Rademacher identities. Fix m > 1. Prove the following identities for any o € R
and any two hypothesis sets H and H' of functions mapping from X to R:

(a) Ry (@) = [|Rn (30).
(b) R (H + H') = Ry (H) + R (H).
(c) Ry ({max(h,h'): h € H,h' € H'}) <R (H) + R (H),
where max(h, ') denotes the function x — maxgex(h(z), ' (x)) (Hint: you

could use the identity max(a,b) = 3[a+ b+ |a — b|] valid for all a,b € R and
Talagrand’s contraction lemma (see lemma 5.7)).

3.9 Rademacher complexity of intersection of concepts. Let H; and Hs be two
families of functions mapping X to {0,1} and let H = {hiha: hy € Hy, hg €
Ho}. Show that the empirical Rademacher complexity of 3 for any sample S
of size m can be bounded as follows:

Re(H) < Rg(Hy) + Re(Hy).
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Hint: use the Lipschitz function x — max (0,2 — 1) and Talagrand’s contraction

lemma.

Use that to bound the Rademacher complexity MR, (U) of the family U of in-
tersections of two concepts ¢; and ¢y with ¢; € €y and ¢y € Gy in terms of the
Rademacher complexities of €; and Cs.

3.10 Rademacher complexity of prediction vector. Let S = (x1,...,2,,) be a sample
of size m and fix h: X — R.

(a)

h(z
Denote by u the vector of predictions of h for S: u = [ (51) ] Give
h(zm)
an upper bound on the empirical Rademacher complexity 5\%5(3{) of H =
{h,—h} in terms of ||ul|2 (Hint: express 9?13(9{) in terms of the expectation
of an absolute value and apply Jensen’s inequality). Suppose that h(z;) €
{0,—1,+1} for all i € [m]. Express the bound on the Rademacher complexity
in terms of the sparsity measure n = |[{i | h(z;) # 0}|. What is that upper
bound for the extreme values of the sparsity measure?

Let F be a family of functions mapping X to R. Give an upper bound on
the empirical Rademacher complexity of ¥4+ h = {f + h: f € F} and that
of F+h=(F+h)U(F—h)in terms of Rg(F) and ||ulz.

3.11 Rademacher complexity of regularized neural networks. Let the input space be

X —

R™ . In this problem, we consider the family of regularized neural networks

defined by the following set of functions mapping X to R:

= waJ o(u;-x): [wli <A, [luylla < AV € [na] ¢,

where o is an L-Lipschitz function. As an example, o could be the sigmoid

function which is 1-Lipschitz.

(a) Show that 5’)\%5(9{) = % E. [supHquSA > oio(a- x2)|}

(b) Use the following form of Talagrand’s lemma valid for all hypothesis sets 3

and L-Lipschitz function &:

ZO’Z Do h)(z;) ZO’Z x;)

1 L
—E | sup < —E |sup ,
m o |her

m o |heX
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to upper bound Rg(H) in terms of the empirical Rademacher complexity of
H', where H' is defined by

H ={xr—s(u-x): ||lulla <A,se{-1,+1}}.

J

(d) Use the inequality Ey[||v]l2] < \/Ey[||v]|3], which holds by Jensen’s inequal-
ity to upper bound Rg(H').

(c) Use the Cauchy-Schwarz inequality to show that

m
§ 0iXg
i=1

~ A
Rs(3) = mg@l

(e) Assume that for all x € S, ||x|l2 < r for some r > 0. Use the previous
questions to derive an upper bound on the Rademacher complexity of H in
terms of 7.

3.12 Rademacher complexity. Professor Jesetoo claims to have found a better bound
on the Rademacher complexity of any hypothesis set H of functions taking
values in {—1,41}, in terms of its VC-dimension VCdim(J). His bound is of
the form R,, (H) < O(Vc%m(%)). Can you show that Professor Jesetoo’s claim
cannot be correct? (Hint: counsider a hypothesis set H reduced to just two
simple functions.)

3.13 VC-dimension of union of k intervals. What is the VC-dimension of subsets of
the real line formed by the union of k intervals?

3.14 VC-dimension of finite hypothesis sets. Show that the VC-dimension of a finite
hypothesis set H is at most log, |H|.

3.15 VC-dimension of subsets. What is the VC-dimension of the set of subsets I, of
the real line parameterized by a single parameter a: I, = [a, a+1]U[a+2, +00)?

3.16 VC-dimension of axis-aligned squares and triangles.

(a) What is the VC-dimension of axis-aligned squares in the plane?

(b) Cousider right triangles in the plane with the sides adjacent to the right
angle both parallel to the axes and with the right angle in the lower left
corner. What is the VC-dimension of this family?
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3.17 VC-dimension of closed balls in R™. Show that the VC-dimension of the set of
all closed balls in R™, i.e., sets of the form {z € R": ||z — z¢||?> < r} for some
xo € R™ and r > 0, is less than or equal to n + 2.

3.18 VC-dimension of ellipsoids. What is the VC-dimension of the set of all ellipsoids
in R™?

3.19 VC-dimension of a vector space of real functions. Let F' be a finite-dimensional
vector space of real functions on R", dim(F) = r < co. Let H be the set of
hypotheses:

H={{z: f(x) 2 0}: f € F}.
Show that d, the VC-dimension of H, is finite and that d < r. (Hint: select
an arbitrary set of m = r + 1 points and consider linear mapping u: F — R™

defined by: U(f) = (f(xl)v LR f(:rm»)

3.20 VC-dimension of sine functions. Consider the hypothesis family of sine functions
(Example 3.16): {z — sin(wz): w € R}.

(a) Show that for any = € R the points z, 2z, 3z and 4z cannot be shattered by
this family of sine functions.

(b) Show that the VC-dimension of the family of sine functions is infinite. (Hint:
show that {27¢: i < m} can be shattered for any m > 0.)

3.21 VC-dimension of union of halfspaces. Provide an upper bound on the VC-
dimension of the class of hypotheses described by the unions of k£ halfspaces.

3.22 VC-dimension of intersection of halfspaces. Consider the class Cj of convex in-
tersections of k halfspaces. Give lower and upper bound estimates for VCdim(Cg).

3.23 VC-dimension of intersection concepts.

(a) Let €; and @Gy be two concept classes. Show that for any concept class
C= {Cl Necg: ey € Cp,c0 € 62},

He(m) § H@l (m) H@2 (’ITL) (353)

(b) Let € be a concept class with VC-dimension d and let €, be the concept
class formed by all intersections of s concepts from C, s > 1. Show that the
VC-dimension of Cy is bounded by 2dslog,(3s). (Hint: show that log,(3z) <
9z/(2e) for any = > 2.)
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3.24 VC-dimension of union of concepts. Let A and B be two sets of functions
mapping from X into {0,1}, and assume that both A and B have finite VC-
dimension, with VCdim(A) = d4 and VCdim(B) = dg. Let € = AU B be the
union of A and B.

(a) Prove that for all m, le(m) < 4(m) + g (m).

(b) Use Sauer’s lemma to show that for m > dg + dg + 2, lle(m) < 2™, and
give a bound on the VC-dimension of C.

3.25 VC-dimension of symmetric difference of concepts. For two sets A and B, let
AAB denote the symmetric difference of A and B, i.e., AAB = (AUB)—(ANB).
Let H be a non-empty family of subsets of X with finite VC-dimension. Let A
be an element of H and define HAA = {XAA: X € H}. Show that

VCdim(HAA) = VCdim(H).

3.26 Symmetric functions. A function h: {0,1}" — {0,1} is symmetric if its value is
uniquely determined by the number of 1’s in the input. Let € denote the set of
all symmetric functions.

(a) Determine the VC-dimension of C.

(b) Give lower and upper bounds on the sample complexity of any consistent
PAC learning algorithm for C.

(c¢) Note that any hypothesis h € € can be represented by a vector (yo,y1, .- -, Yn)
€ {0,1}"*! where y; is the value of h on examples having precisely i 1’s.
Devise a consistent learning algorithm for € based on this representation.

3.27 VC-dimension of neural networks.

Let € be a concept class over R” with VC-dimension d. A C-neural network with
one intermediate layer is a concept defined over R™ that can be represented by
a directed acyclic graph such as that of Figure 3.7, in which the input nodes
are those at the bottom and in which each other node is labeled with a concept
ceC.

The output of the neural network for a given input vector (z1,...,z,) is ob-
tained as follows. First, each of the n input nodes is labeled with the correspond-
ing value xz; € R. Next, the value at a node u in the higher layer and labeled
with ¢ is obtained by applying ¢ to the values of the input nodes admitting an
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Figure 3.7
A neural network with one intermediate layer.

edge ending in u. Note that since ¢ takes values in {0,1}, the value at u is in
{0,1}. The value at the top or output node is obtained similarly by applying
the corresponding concept to the values of the nodes admitting an edge to the
output node.

(a) Let H denote the set of all neural networks defined as above with k > 2
internal nodes. Show that the growth function Ils¢(m) can be upper bounded
in terms of the product of the growth functions of the hypothesis sets defined
at each intermediate layer.

(b) Use that to upper bound the VC-dimension of the C-neural networks (Hint:
you can use the implication m = 2zlogy(zy) = m > xlogy(ym) valid for
m > 1, and z,y > 0 with 2y > 4).

(¢) Let € be the family of concept classes defined by threshold functions € =
{sen(3"_, wjz;): w € R"}. Give an upper bound on the VC-dimension of
H in terms of k and r.

3.28 V(C-dimension of convex combinations. Let H be a family of functions mapping
from an input space X to {—1,4+1} and let T' be a positive integer. Give an
upper bound on the VC-dimension of the family of functions Fr defined by

T T
fr"{sgn(Zatht>:htef}{,atZO,Zatgl},
t=1

t=1

(Hint: you can use exercise 3.27 and its solution).

3.29 Infinite VC-dimension.



3.6 Exercises 57

(a) Show that if a concept class € has infinite VC-dimension, then it is not
PAC-learnable.

(b) In the standard PAC-learning scenario, the learning algorithm receives all
examples first and then computes its hypothesis. Within that setting, PAC-
learning of concept classes with infinite VC-dimension is not possible as seen
in the previous question.

Imagine now a different scenario where the learning algorithm can alternate
between drawing more examples and computation. The objective of this
problem is to prove that PAC-learning can then be possible for some concept
classes with infinite VC-dimension.

Consider for example the special case of the concept class € of all subsets of
natural numbers. Professor Vitres has an idea for the first stage of a learning
algorithm L PAC-learning C. In the first stage, L draws a sufficient number of
points m such that the probability of drawing a point beyond the maximum
value M observed be small with high confidence. Can you complete Professor
Vitres’ idea by describing the second stage of the algorithm so that it PAC-
learns €7 The description should be augmented with the proof that L can
PAC-learn C.

3.30 VC-dimension generalization bound — realizable case. In this exercise we show
that the bound given in corollary 3.19 can be improved to O(M) in the
realizable setting. Assume we are in the realizable scenario, i.e. the target
concept is included in our hypothesis class H. We will show that if a hypothesis
h is consistent with a sample S ~ D™ then for any € > 0 such that me > 8

P[R(h) > ¢ < 2[2€Tm}d2—m6/2. (3.54)

(a) Let Hg C H be the subset of hypotheses consistent with the sample S, let
ﬁg(h) denote the empirical error with respect to the sample S and define
S’ as another independent sample drawn from D™. Show that the following
inequality holds for any hg € Hg:
P[ sup |Rs(h) = Rer ()] > 5] = P [Bm,e) > =] PIR(ho) > ],
heHs 2 2

where B(m, €) is a binomial random variable with parameters (m,€). (Hint:
prove and use the fact that P[Rg(h) > 51> P[Rs(h) > & SAR(h) > €].)
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(b) Prove that P [B(m, €) > %} > 1. Use this inequality along with the result
from (a) to show that for any hg € Hg
P [R(ho) > e} < 21@[ sup |Rs(h) — Rs:(h)| > f} .
heXs 2
(c) Instead of drawing two samples, we can draw one sample T of size 2m then
uniformly at random split it into S and S’. The right hand side of part (b)
can then be rewritten as:
P sup |Rs(h)—Rs (h)| > %} = P [HheiH: Rs(h) = 0A R (h) > 5] .
TrD2™

heHsg : 2
T—[S,9]

Let ho be a hypothesis such that Ry (hg) > 5 and let [ > %° be the total
number of errors hg makes on 7. Show that the probability of all [ errors

falling into S’ is upper bounded by 2.
(d) Part (b) implies that for any h € H

P, [Rs(h)=0 A Ro(h)> % ‘ Br(ho) > 5] <27
TeD2m. 2 2
T—(S,S")

Use this bound to show that for any h € H

i [ﬁs(h) —0 A Rs(h) > f} <o F
TNDQWL:

T—(S,8")
(e) Complete the proof of inequality (3.54) by using the union bound to up-

per bound P _pom, [3h € H: Rg(h) = 0 A Rgi(h) > %} Show that
T—(S,S")

we can achieve a high probability generalization bound that is of the order

O(dlog(m/d) )

m

3.31 Generalization bound based on covering numbers. Let H be a family of functions
mapping X to a subset of real numbers Y C R. For any € > 0, the covering
number N'(H, €) of K for the Ly, norm is the minimal k& € N such that H can be
covered with k balls of radius €, that is, there exists {hi, ..., ht} C H such that,
for all h € 3, there exists i < k with [|[h — h;|lcc = maxzex |h(x) — hi(z)] < e
In particular, when X is a compact set, a finite covering can be extracted from
a covering of H with balls of radius € and thus N (X, ¢) is finite.

Covering numbers provide a measure of the complexity of a class of functions:
the larger the covering number, the richer is the family of functions. The objec-
tive of this problem is to illustrate this by proving a learning bound in the case
of the squared loss. Let D denote a distribution over X x Y according to which
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labeled examples are drawn. Then, the generalization error of h € H for the
squared loss is defined by R(h) = E(, ,)~n[(h(z)—y)?] and its empirical error for
a labeled sample S = ((z1,y1), .-, (Tm, Ym)) by Es(h) = i S (h(zg) — yi)2
We will assume that H is bounded, that is there exists M > 0 such that
|h(z) —y| < M for all (z,y) € X x Y. The following is the generalization

bound proven in this problem:
2

B [ s () - Rs(h)] > e} < ./\/(9{, &)Qexp (i) . (3.55)

The proof is based on the following steps.

(a) Let Lg = R(h) — Rg(h), then show that for all hy, hy € I and any labeled
sample S, the following inequality holds:

|Ls(h1) — Ls(h2)| < 4M||h1 — hallco -

(b) Assume that H can be covered by k subsets By, ..., By, that is H = B; U
... UBg. Then, show that, for any € > 0, the following upper bound holds:

k
P {suLhze]g P [su LhZe}.
. hefr})fl s(h)| ;swyn he{gﬂ s(h)|

(c) Finally, let k = N(J, g57) and let By,..., By be balls of radius €/(8M)
centered at hy,...,h; covering . Use part (a) to show that for all ¢ € [k],

€
IP’{ L >}<]P’[Li>f}7
oo | S50 [Es 2 €| < (B {[Es(hi)] 2 3

and apply Hoeffding’s inequality (theorem D.2) to prove (3.55).






4 Model Selection

A key problem in the design of learning algorithms is the choice of the hypothesis
set H. This is known as the model selection problem. How should the hypothesis
set H be chosen? A rich or complex enough hypothesis set could contain the ideal
Bayes classifier. On the other hand, learning with such a complex family becomes
a very difficult task. More generally, the choice of H is subject to a trade-off that
can be analyzed in terms of the estimation and approximation errors.

Our discussion will focus on the particular case of binary classification but much
of what is discussed can be straightforwardly extended to different tasks and loss
functions.

4.1 Estimation and approximation errors

Let H be a family of functions mapping X to {—1,+1}. The excess error of a
hypothesis h chosen from F, that is the difference between its error R(h) and the
Bayes error R*, can be decomposed as follows:

R(h) — R* = (R(h) ~ inf R(h)) n ( inf R(h) - R*) . (4.1)

estimation approximation

The first term is called the estimation error, the second term the approximation
error. The estimation error depends on the hypothesis h selected. It measures the
error of h with respect to the infimum of the errors achieved by hypotheses in I,
or that of the best-in-class hypothesis h* when that infimum is reached. Note that
the definition of agnostic PAC-learning is precisely based on the estimation error.

The approximation error measures how well the Bayes error can be approximated
using H. It is a property of the hypothesis set H, a measure of its richness. For a
more complex or richer hypothesis H, the approximation error tends to be smaller
at the price of a larger estimation error. This is illustrated by Figure 4.1.
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hBa es
H ®

Figure 4.1
Illustration of the estimation error (in green) and approximation error (in orange). Here, it is
assumed that there exists a best-in-class hypothesis, that is h* such that R(h*) = infj,cq9¢ R(h).

Model selection consists of choosing H with a favorable trade-off between the ap-
proximation and estimation errors. Note, however, that the approximation error is
not accessible, since in general the underlying distribution D needed to determine
R* is not known. Even with various noise assumptions, estimating the approxima-
tion error is difficult. In contrast, the estimation error of an algorithm A, that is,
the estimation error of the hypothesis hg returned after training on a sample S, can
sometimes be bounded using generalization bounds as shown in the next section.

4.2 Empirical risk minimization (ERM)

A standard algorithm for which the estimation error can be bounded is Empiri-
cal Risk Minimization (ERM). ERM seeks to minimize the error on the training
sample:*

RERM — arhgn;{in Rs(h). (4.2)
€

Proposition 4.1 For any sample S, the following inequality holds for the hypothesis
returned by ERM:

€

P [R(hlgRM) ~ inf R(h) > e] <P [sup IR(h) — Rs(h)| > (4.3)

heX 2

Proof: By definition of infecqc R(h), for any ¢ > 0, there exists h. such that
R(h.) < infpeqc R(h) 4+ €. Thus, using RS(hERM) < Rg(h.), which holds by the

4 Note that, if there exists multiple hypotheses with minimal error on the training sample, then
ERM returns an arbitrary one.
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increasing y

hBayes

Figure 4.2
Ilustration of the decomposition of a rich family H = . cp Hy

definition of the algorithm, we can write

R(hERM)—,jg;R(h) = R(hg™) — R(he) + R(h ¢) = imf R(h)
< R(h™) — R(he) +
= R(RERM) — ES(hERM) + Rg(hERM) — R(h.) + €
< R(h§™M) — Es(hERM> + Rg(he) — R(he) + €
< 2535|R(h) s(h)| + e

Since the inequality holds for all € > 0, it implies the following;:
R(hERM) — inf R(h) < 2 sup |R(h) — Rg(h)],
hedt heX

which concludes the proof. (I

The right-hand side of (4.3) can be upper-bounded using the generalization bounds
presented in the previous chapter in terms of the Rademacher complexity, the
growth function, or the VC-dimension of H. In particular, it can be bounded by
2e=2mle=Rm (F)* Thus, when H admits a favorable Rademacher complexity, for
example a finite VC-dimension, for a sufficiently large sample, with high probability,
the estimation error is guaranteed to be small. Nevertheless, the performance of
ERM is typically very poor. This is because the algorithm disregards the complexity
of the hypothesis set H: in practice, either H is not complex enough, in which case
the approximation error can be very large, or H is very rich, in which case the
bound on the estimation error becomes very loose. Additionally, in many cases,
determining the ERM solution is computationally intractable. For example, finding
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S
o — estimation
= approximation
upper bound

Figure 4.3
Choice of v* with the most favorable trade-off between estimation and approximation errors.

a linear hypothesis with the smallest error on the training sample is NP-hard, as a
function of the dimension of the space.

4.3 Structural risk minimization (SRM)

In the previous section, we showed that the estimation error can be sometimes
bounded or estimated. But, since the approximation error cannot be estimated, how
should we choose H? One way to proceed is to choose a very complex family H with
no approximation error or a very small one. H{ may be too rich for generalization
bounds to hold for H, but suppose we can decompose H as a union of increasingly
complex hypothesis sets J(,, that is H = Uwer H,, with the complexity of H,
increasing with ~, for some set I'. Figure 4.2 illustrates this decomposition. The
problem then consists of selecting the parameter v* € I' and thus the hypothesis
set H,- with the most favorable trade-off between estimation and approximation
errors. Since these quantities are not known, instead, as illustrated by Figure 4.3,
a uniform upper bound on their sum, the excess error (also called excess risk), can
be used.

This is precisely the idea behind the Structural Risk Minimization (SRM) method.
For SRM, H is assumed to be decomposable into a countable set, thus, we will
write its decomposition as H = (J,~, Hr. Additionally, the hypothesis sets H}, are
assumed to be nested: H; C fH;H__l for all £ > 1. However, many of the results
presented in this section also hold for non-nested hypothesis sets. Thus, we will not
make use of that assumption, unless explicitly specified. SRM consists of choosing
the index £* > 1 and the ERM hypothesis h in Hy+ that minimize an upper bound
on the excess error.
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error

e—e generalization bound
s—e penalty term
e—e empirical error

Figure 4.4

IMustration of structural risk minimization. The plots of three errors are shown as a function of
the index k. Clearly, as k, or equivalently the complexity the hypothesis set Hj, increases, the
training error decreases, while the penalty term increases. SRM selects the hypothesis minimizing
a bound on the generalization error, which is a sum of the empirical error and the penalty term.

As we shall see, the following learning bound holds for all A € H: for any 6 > 0,
with probability at least 1 — ¢ over the draw of a sample S of size m from D™, for
all h € Hy and k > 1,

- 1
R(R) < B(h) + B (9uy) + 1/ 22 \/Ogé

Thus, to minimize the resulting bound on the excess error (R(h) — R*), the index

k and the hypothesis h € H}, should be chosen to minimize the following objective

function:

Fr(h) = Bs(h) + R (300 + 1/ 2%

This is precisely the definition of the SRM solution hZFM:

~ log k
RIRM — argmin Fj(h) = argmin Rg(h) + R (3) + 8%
k>1,heF,, k>1,heF,

(4.4)

Thus, SRM identifies an optimal index k£* and therefore hypothesis set Hy~, and re-
turns the ERM solution based on that hypothesis set. Figure 4.4 further illustrates
the selection of the index k* and hypothesis set Hy~ by SRM by minimizing an upper
bound on the sum of the training error and the penalty term R,,(Hy)+ +/logk/m.
The following theorem shows that the SRM solution benefits from a strong learning
guarantee. For any h € J{, we will denote by Hy () the least complex hypothesis
set among the Hjs that contain h.
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Theorem 4.2 (SRM Learning guarantee) For any § > 0, with probability at least 1 — ¢
over the draw of an i.i.d. sample S of size m from D™, the generalization error of
the hypothesis h3*™M returned by the SRM method is bounded as follows:

) log k(h) 21og 2
RIRMY < inf h) + 2R, (H —/ \ —2.
R(hg )}112%<R()+9%( k(h)) + m >+ m

Proof: Observe first that, by the union bound, the following general inequality
holds:
P | sup R(h) — Fyny(h) > 6:|
heXH

=P [sup sup R(h) — Fy(h) > e]
k>1 hed,

< gjp [hseujgk R(h) — Fi(h) > e]

g [hseuﬂgk R(h) = Rs(h) = R (3) > €+ \/?]
oo T

_ 2 )
e 2me e 2logk

M

B
Il

' (4.5)

b
Il

1

o

=

00 1 2
_ e—2m62 § ﬁ _ le—2me2 < 26—277162.
k=1

—

6

Next, for any two random variables X; and Xs, if X7 + X5 > €, then either X; or
X9 must be larger than €/2. In view of that, by the union bound, P[X; + Xs > €] <
P[X; > §] +P[Xy > §]. Using this inequality, inequality (4.5), and the inequality
Fk(thM)(thM) < Fyny(h), which holds for all h € H, by definition of AZ*M, we
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can write, for any h € J,

P [R(AS™) = R(R) = 2R (Fy)) — /20 > ]

€
< P [R(E™M) = Fygony (h5™) > 7]
€
o+ P [Fiugnony (b = R(R) — 200 (Hiqny) — /2550 > £]
711.62 O
<2 72 +P {Fk(h)(h) — R(h) = 2R, (Hyn)) — kb ;}

= 2e7" + P [Rs(h) = R(h) = R (Iar) > 5]

2 77162 m€2

= 26_% +e 2 =3¢ 2 .

Setting the right-hand side to be equal to § completes the proof. O

The learning guarantee just proven for SRM is remarkable. To simplify its discus-
sion, let us assume that there exists h* such that R(h*) = infreqc R(h), that is,
that there exists a best-in-class classifier h* € H. Then, the theorem implies in
particular that, with probability at least 1 — 4, the following inequality holds for all

heH:
log k(" 21log 3
R(WEM) < R(A*) + 280 (Hygney) + 1/ Ogm( i ﬁ. (4.6)

Observe that, remarkably, this bound is similar to the estimation error bound for

Hp(p=y: it differs from it only by the term y/log k(h*)/m. Thus, modulo that term,
the guarantee for SRM is as favorable as the one we would have obtained, had an
oracle informed us of the index k(h*) of the best-in-class classifier’s hypothesis set.

Furthermore, observe that when 3 is rich enough that R(h*) is close to the Bayes
error, the learning bound (4.6) is approximately a bound on the excess error of the
SRM solution. Note that, if for some kg, the empirical error of the ERM solution
for Iy, is zero, which holds in particular if g, contains the Bayes error, then,
we have minpegc, Fi,(h) < minpege, Fi(h) for all & > kg and only finitely many
indices need to be considered in SRM.

Assume more generally that if minpese, Fr(h) < minges,,, Fr(h) for some F,
then indices beyond k£ 4+ 1 need not be inspected. This property may hold for
example if the empirical error cannot be further improved after some index k. In
that case, the minimizing index k* can be determined via a binary search in the
interval [1, kmax], given some maximum value Kpmax. Kkmax itself can be found by
inspecting minpegc,. Fi(h) for exponentially growing indices 2", n > 1, and setting
kmax = 2™ for n such that minpegc,. Fi(h) < Mminpesc,, Fy(h). The number of
ERM computations needed to find kpax is in O(n) = O(log kmax) and similarly the
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number of ERM computations due to the binary search is in O(log kmax). Thus, if n
is the smallest integer such that k* < 2™, the overall number of ERM computations
is in O(log k™).

While it benefits from a very favorable guarantee, SRM admits several drawbacks.
First, the decomposability of H into countably many hypothesis sets, each with a
converging Rademacher complexity, remains a strong assumption. As an example,
the family of all measurable functions cannot be written as a union of countably
many hypothesis sets with finite VC-dimension. Thus, the choice of J{ or that
of the hypothesis sets Hy is a key component of SRM. Second, and this is the
main disadvantage of SRM, the method is typically computationally intractable:
for most hypothesis sets, finding the solution of ERM is NP-hard and in general
SRM requires determining that solution for a large number of indices k.

4.4 Cross-validation

An alternative method for model selection, cross-validation, consists of using some
fraction of the training sample as a walidation set to select a hypothesis set Hy.
This is in contrast with the SRM model which relies on a theoretical learning bound
assigning a penalty to each hypothesis set. In this section, we analyze the cross-
validation method and compare its performance to that of SRM.

As in the previous section, let (Hy)r>1 be a countable sequence of hypothesis
sets with increasing complexities. The cross-validation (CV) solution is obtained
as follows. Let S be an i.i.d. labeled sample of size m. S is divided into a sample
Sy of size (1 — a)m and a sample Sy of size am, with « € (0, 1) typically chosen to
be relatively small. Sy is reserved for training, So for validation. For any k € N,
let hERM denote the solution of ERM run on S; using the hypothesis set H;. The
hypotheslb RSV returned by cross-validation is the ERM solution hERM with the
best performance on Ss:

hSY = argmin  Rg,(h). (4.7)
he{hgﬁgg : k:Zl}
The following general result will help us derive learning guarantees for cross-validation.

Proposition 4.3 For any a > 0 and any sample size m > 1, the following general
inequality holds:

log k

sup | R(RERM) — RS2(hERM)‘ > e+

k>1 am

] S 46720(’”’7,62 )
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Proof: By the union bound, we can write

sup | R(hERM) — RSQ(hERM)’ > e+
k>1
log k&
< P ‘ ERM ERM ‘
E R(hg R52 (h ) > €+ om

/1
- Z]E ‘R (hSRM — Rsz(hERM > L ‘ S,
=1 am

The hypothesis hgf‘gl is fixed conditioned on S;. Furthermore, the sample S
is independent from S;. Therefore, by Hoeffding’s inequality, we can bound the
conditional probability as follows:

I
P | [ROEW) — R, ()] > ¢ Jm/og ‘Sl

am

log k]

< % —2am(e+ logk) )

26—2ame —2log k

2

2

—2ame
R
Plugging in the right-hand side of this bound in (4.8) and summing over k yields
log k 2
sup R(hERM) RS2 (hERM)‘ > e+ ) < 16*201177/6 <4 2()(177,627
E>1 am 3
which completes the proof. O

Let R(RZ™) be the generalization error of the SRM solution using a sample S
of size (1 — am) and R(h§Y,S) the generalization error of the cross-validation
solution using a sample S of size m. Then, using Proposition 4.3, the following
learning guarantee can be derived which compares the error of the CV method to
that of SRM.

Theorem 4.4 (Cross-validation versus SRM) For any 6 > 0, with probability at least
1 =6, the following holds:

1 k(RSV), k(RSRM log 4
R(hSY) — R(hSM) §2\/ comax(kilts ). K(hs, 7)) +2\/ ek

am 2am’

where, for any h, k(h) denotes the smallest index of a hypothesis set containing h.

Proof: By Proposition 4.3 and Theorem 4.2, using the property of hSY as a min-
imizer, for any § > 0, with probability at least 1 — §, the following inequalities
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hold:
N log(k(hS")) | [log?
CVy « cv \/75 5
R(hg") < Rs,(hg") + o + e
~ cv log 4
< RSQ(}L%RM) + IOg(k(hS )) + 0g 3
1 am 2am
log(k(hEY log(k(hSRM log 4
Ry 4 (f1BECST) | Jlog (s, 7)) Jlog
am am 2am
1 k hCV k hSRM 1 4
SR(hE?M)—f—Q\/ og(max(k(hg"), k(hg ™)) 4o 0g57
am 2am
which completes the proof. O

The learning guarantee just proven shows that, with high probability, the gener-
alization error of the CV solution for a sample of size m is close to that of the
SRM solution for a sample of size (1 — a)m. For « relatively small, this suggests
a guarantee similar to that of SRM, which, as previously discussed, is very favor-
able. However, in some unfavorable regimes, an algorithm (here SRM) trained on
(1 — @)m points may have a significantly worse performance than when trained
on m points (avoiding this phase transition issue is one of the main motivations
behind the use of the n-fold cross-validation method in practice, see section 4.5).
Thus, the bound suggests in fact a trade-off: « should be chosen sufficiently small
to avoid the unfavorable regimes just mentioned and yet sufficiently large for the
right-hand side of the bound to be small and thus informative.

The learning bound for CV can be made more explicit in some cases in practice.
Assume for example that the hypothesis sets Hj, are nested and that the empirical

errors of the ERM solutions hEEkM are decreasing before reaching zero: for any k,
Rs, (h5RYL 1) < Rs, (hGRY) for all k such that Rg, (hgF") > 0 and R, (RS ) <
R\sl(hgf"}y) otherwise. Observe that ﬁsl(hgfko) > 0 implies at least one error for

hER, therefore Rs, (hgRh > L Inview of that, we must then have Rs, (hERM) =

0 for all n > m 4+ 1. Thus, we have h%ﬁ% = Ef%ﬂ for all n > m + 1 and we
can assume that k(foy) < m + 1. Since the complexity of Hy, increases with k we
also have k(fsgra) < m+ 1. In view of that, we obtain the following more explicit
learning bound for cross-validation:

log(%) Lo log(m + 1).

— <2
R(fev,S) — R(fsrm,S1) < - o
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4.5 mn-Fold cross-validation

In practice, the amount of labeled data available is often too small to set aside a
validation sample since that would leave an insufficient amount of training data.
Instead, a widely adopted method known as n-fold cross-validation is used to exploit
the labeled data both for model selection and for training.

Let @ denote the vector of free parameters of the algorithm. For a fixed value
of 8, the method consists of first randomly partitioning a given sample S of m
labeled examples into n subsamples, or folds. The ith fold is thus a labeled sample
(i1, Yi1)s - - - (Timy, Yim, )) of size m;. Then, for any i € [n], the learning algorithm
is trained on all but the ith fold to generate a hypothesis h;, and the performance
of h; is tested on the ith fold, as illustrated in figure 4.5a. The parameter value
0 is evaluated based on the average error of the hypotheses h;, which is called the
cross-validation error. This quantity is denoted by ﬁcv(@) and defined by

- 1 n 1 mg
Rcov(0) = - Z ooy ZL(hi(xij)yyij) .
i=1 "t j=1

error of h; on the ith fold

The folds are generally chosen to have equal size, that is m; = m/n for all i € [n].
How should n be chosen? The appropriate choice is subject to a trade-off. For a
large n, each training sample used in n-fold cross-validation has size m — m/n =
m(1 —1/n) (illustrated by the right vertical red line in figure 4.5b), which is close
to m, the size of the full sample, and also implies all training samples are quite
similar. At the same time, the ith fold used to measure the error is relatively small
and thus the cross-validation error tends to have a small bias but a large variance.
In contrast, smaller values of n lead to more diverse training samples but their size
(shown by the left vertical red line in figure 4.5b) is significantly less than m. In
this regime, the ith fold is relatively large and thus the cross-validation error tends
to have a smaller variance but a larger bias.

In applications, n is typically chosen to be 5 or 10. n-fold cross-validation is used
as follows in model selection. The full labeled data is first split into a training
and a test sample. The training sample of size m is then used to compute the n-
fold cross-validation error ECV(O) for a small number of possible values of 8. The
free parameter @ is next set to the value 8y for which ECV(O) is smallest and the
algorithm is trained with the parameter setting 6y over the full training sample of
size m. Its performance is evaluated on the test sample as already described in the
previous section.

The special case of n-fold cross-validation where n = m is called leave-one-out
cross-validation, since at each iteration exactly one instance is left out of the train-
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train  train train  train  test

train  train  train  test  train

test train train  train train

error

(a) (b)

Figure 4.5

n-fold cross-validation. (a) Illustration of the partitioning of the training data into 5 folds. (b)
Typical plot of a classifier’s prediction error as a function of the size of the training sample m:
the error decreases as a function of the number of training points. The red line on the left side
marks the region for small values of n, while the red line on the right side marks the region for
large values of n.

ing sample. As shown in chapter 5, the average leave-one-out error is an approxi-
mately unbiased estimate of the average error of an algorithm and can be used to
derive simple guarantees for some algorithms. In general, the leave-one-out error is
very costly to compute, since it requires training m times on samples of size m — 1,
but for some algorithms it admits a very efficient computation (see exercise 11.9).

In addition to model selection, n-fold cross-validation is also commonly used for
performance evaluation. In that case, for a fixed parameter setting @, the full
labeled sample is divided into n random folds with no distinction between training
and test samples. The performance reported is the n-fold cross-validation error on
the full sample as well as the standard deviation of the errors measured on each
fold.

4.6 Regularization-based algorithms

A broad family of algorithms inspired by the SRM method is that of regularization-
based algorithm. This consists of selecting a very complex family H that is an
uncountable union of nested hypothesis sets H.,: H = U’y>0 J,. J is often chosen
to be dense in the space of continuous functions over X. For example, H may
be chosen to be the set of all linear functions in some high-dimensional space and
H, the subset of those functions whose norm is bounded by v: H, = {z —
w-®(x): ||w|| <~v}. For some choices of ® and the high-dimensional space, it can
be shown that H is indeed dense in the space of continuous functions over X.
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Given a labeled sample S, the extension of the SRM method to an uncountable
union would then suggest selecting i based on the following optimization problem:

~ 1
argmin Rg(h) + R (H,) + og’y’

v>0,h€H, m

where other penalty terms pen(y,m) can be chosen in lieu of the specific choice
pen(y,m) = R, (H,) + \/1"%. Often, there exists a function R: H — R such

that, for any v > 0, the constrained optimization problem argmin. - ncp. ﬁs(h) +
pen(vy, m) can be equivalently written as the unconstrained optimization problem

argmin Rg(h) + AR (h),
heX

for some A > 0. R(h) is called a regularization term and A > 0 is treated as a
hyperparameter since its optimal value is often not known. For most algorithms,
the regularization term R(h) is chosen to be an increasing function of ||h|| for some
choice of the norm || - ||, when J is the subset of a Hilbert space. The variable A
is often called a regularization parameter. Larger values of A\ further penalize more
complex hypotheses, while, for A close or equal to zero, the regularization term has
no effect and the algorithm coincides with ERM. In practice, A is typically selected
via cross-validation or using n-fold cross-validation.

When the regularization term is chosen to be ||k, for some choice of the norm
and p > 1, then it is a convex function of h, since any norm is convex. How-
ever, for the zero-one loss, the first term of the objective function is non-convex,
thereby making the optimization problem computationally hard. In practice, most
regularization-based algorithms instead use a convex upper bound on the zero-one
loss and replace the empirical zero-one term with the empirical value of that convex
surrogate. The resulting optimization problem is then convex and therefore admits
more efficient solutions than SRM. The next section studies the properties of such
convex surrogate losses.

4.7 Convex surrogate losses

The guarantees for the estimation error that we presented in previous sections hold
either for ERM or for SRM, which itself is defined in terms of ERM. However,
as already mentioned, for many choices of the hypothesis set H, including that of
linear functions, solving the ERM optimization problem is NP-hard mainly because
the zero-one loss function is not convex. One common method for addressing this
problem consists of using a convex surrogate loss function that upper bounds the
zero-one loss. This section analyzes learning guarantees for such surrogate losses in
terms of the original loss.
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The hypotheses we consider are real-valued functions h: X — R. The sign of h
defines a binary classifier fj,: X — {—1,+1} defined for all x € X by

C[+1 it h(z) >0
fh(x)_{—1 if h(z) < 0.

The loss or error of h at point (z,y) € X x {—1,+1} is defined as the binary
classification error of f:
L )2y = Lyn(@)<o + In@)=ony=—1 < lyn(a)<o

We will denote by R(h) the expected error of h: R(h) = E(y ) [1f, (2)2y]- For
any € X, let n(x) denote n(x) = Ply = +1|z] and let Dy denote the marginal
distribution over X. Then, for any h, we can write

R(h)= E [1fh(w)#y]

(2.4)~D
=5 [1(2)1n(zy<o + (1 = 0(@)Lng)>o0 + (1 = n(2))1ng)=o]
=5, [1(2)Ln(zy<o + (1 = 0(2))Lng)>o)-

In view of that, the Bayes classifier can be defined as assigning label +1 to x when
n(z) > %, —1 otherwise. It can therefore be induced by the function h* defined by

h*(z) = n(z) - 3. (4.9)

We will refer to h*: X — R as the Bayes scoring function and will denote by R*
the error of the Bayes classifier or Bayes scoring function: R* = R(h*).

Lemma 4.5 The excess error of any hypothesis h: X — R can be expressed as follows
in terms of n and the Bayes scoring function h*:

R =R =2 E ||h"@)|lun-@=)-
Proof: For any h, we can write

R(h) = xw]% {n(m)lh(m)<0 +(1 - n(x))lh(z)zo}

N ny<o + (1= n(@)(1 = Tny<o)|

INDx

(e
= E[2n() ~ Uaiyeo + (0~ n(a)]
20

xw’Dx
20" (2) L (z)<o + (1 = n(x ))},

:L’N'Dx
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where we used for the last step equation (4.9). In view of that, for any h, the
following holds:

R(h) = R(h) = E |20 (@)](Inw<o = Lnw(wy<o)]

INDX

E [Q[h*(x)] s (™ (7)) 1 (h(a)h* (2)<O)A((h(),h* () £(0,0))

z~D oy
=2 B [lh*(w)\ 1h(w)h*(m)30}a
which completes the proof, since R(h*) = R*. O

Let ®: R — R be a convex and non-decreasing function so that for any u € R,
lu<o < ®(—u). The ®-loss of a function h: X — R at point (z,y) € X x {—1,+1}
is defined as ®(—yh(x)) and its expected loss given by

Lo(W) = E [®(-yh(x)]

= E_[n@)®(~h(z)) + (1 - (@) @(h(2))]. (4.10)

CEND:)(

Notice that since 1,5,z)<0 < ®(—yh(x)), we have R(h) < Lg(h). For any x € X,
let w +— Lg(z,u) be the function defined for all u € R by

Lo (z,u) = n(z)®(—u) + (1 = n(x))®(u).

Then, Lo(h) = Eywp [La(z, h(x))]. Since ® is convex, u — Lg(z,u) is convex as
a sum of two convex functions. Define hj}: X — [—o0, +0o0] as the Bayes solution
for the loss function Lg. That is, for any z, hj(x) is a solution of the following
convex optimization problem:
hy(x) = argmin Le(x,u)
u€[—00,+00]
= argmin 7(z)®(—u) + (1 — n(z))@(u).

wE[—00,400]
The solution of this optimization is in general not unique. When n(x) = 0, hj(x)isa
minimizer of u — ®(u) and since ® is non-decreasing, we can choose h} () = —oo in
that case. Similarly, when 7(z) = 1, we can choose hj(z) = +oo. When n(z) = 1,
Lo(z,u) = £[®(—u) + ®(u)], thus, by convexity, Lo(z,u) > ®(—% + %) = &(0).
Thus, we can choose hj(z) = 0 in that case. For all other values of n(x), in case of
non-uniqueness, an arbitrary minimizer is chosen in this definition. We will denote
by L3 the ®-loss of hj: Ly = E(yn [®(—yhi(2))].

Proposition 4.6 Let ® be a convexr and non-decreasing function that is differentiable
at 0 with ®'(0) > 0. Then, the minimizer of ® defines the Bayes classifier: for
any x € X, hi(z) > 0 iff h*(xz) > 0 and h*(z) = 0 iff h}(x) = 0, which implies
Ly =R*.
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Proof: Fix z € X. If n(z) = 0, then h*(z) = —3 and hj(z) = —oo, thus h*(z)
and hj(x) admit the same sign. Similarly, if (z) = 1, then h*(z) = +3 and
h§(z) = 400, and h*(z) and h}(z) admit the same sign.

Let u* denote the minimizer defining hj(z). u ,
iff the subdifferential of that function at u* contains 0, that is, since OLg (2, u*) =
—1n(x)0P(—u*) + (1 — n(x))0P(u*), iff there exist v; € IP(—u*) and vy € IP(u*)
such that

* is a minimizer of u — Lg(x,u)

n(z)vy = (1 — n(x))ve. (4.11)

If u* = 0, by the differentiability of ® at 0 we have v; = vo = ®’(0) > 0 and thus
n(z) = 1, that is h*(z) = 0. Conversely, If h*(z) = 0, that is (z) = %, then, by
definition, we have hj(z) = 0. Thus, *(z) = 0 iff h}(z) = 0 iff n(z) = 1.

We can assume now that n(z) is not in {0, 1, %} We first show that for any
u1,uz € R with u; < ug, and any two choices of the subgradients at u; and wus,
v) € 0P(uy) and vy € 0P (uy), we have v1 < vy. By definition of the subgradients

at u; and ueo, the following inequalities hold:
@(’U,g) — (I)(ul) Z ’U1(U2 — Ul) @(ul) — (I)(UQ) Z ’l)g(ul — Ug).

Summing up these inequalities yields vo(u2 — u1) > v1(u2 — u1) and thus vy > vy,
since u; < us.

Now, if u* > 0, then we have —u* < u*. By the property shown above, this
implies v; < vy. We cannot have v; = v # 0 since (4.11) would then imply
n(x) = % We also cannot have v; = v = 0 since by the property shown above, we
must have ®(0) < vy and thus vy > 0. Thus, we must have v; < vg with vy > 0,
which, by (4.11), implies n(x) > 1 — n(x), that is h*(z) > 0.

Conversely, if h*(z) > 0 then n(z) > 1 — n(xz). We cannot have v; = va = 0
or v; = vg # 0 as already shown. Thus, since n(z) # 1, by (4.11), this implies
v1 < v3. We cannot have u* < —u™* since, by the property shown above, this would
imply v < v1. Thus, we must have —u* < u*, that is u* > 0, and more specifically
u* > 0 since, as already shown above, u* = 0 implies h*(x) = 0. O

Theorem 4.7 Let & be a conver and non-decreasing function. Assume that there
exists s > 1 and ¢ > 0 such that the following holds for all x € X:

[ (@)* = |n(z) = 5|" < ¢*[La(2,0) = La(x, hg(x))].
Then, for any hypothesis h, the excess error of h is bounded as follows:

R(h) — R* < 2¢ [La(h) — £3]°
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Proof: We will use the following inequality which holds by the convexity of ®:

@ (—2h*(2)h(z)) = ®((1 - 2n(z))h(z))
= ®(n(z)(~h(z)) + (1 —n(x))h(z))

(
< n(@)®((=h(z))) + (1 = n(2))@(h(2)) = Le(z,h(z)). (4.12)
) -

By Lemma 4.5, Jensen’s inequality, and h*(z) = n(x % we can write
R(h) — R(h7)
= E [120(@) = 1 Lo oo
1
< E _[20() - 1 Tupne@y<o] (Jensen’s ineq.)
z~Dx
1

< 2c IE;]D UCI)(O) — Lo(z, hy(z))] 1h(z)h*(x)§0} : (assumption)

z~Dyx
<2 E “@(—2h*(:c)h(:c)) — Lo(z, hy(x))] 1h($)h*(w)go} : (® non-decreasing)

z~Dx

1

< 2c IF;)D [[I@(x, h(z)) — Lo (x, h}(z))] 1h(z)h*(z)§0] ’ (convexity ineq. (4.12))

z~Dx

1

<2 E [Lo(,h(x) - Lo(z, k()]
which completes the proof, since Eywp. [La(x, bk (x))] = L. O

The theorem shows that, when the assumption holds, the excess error of h can
be upper bounded in terms of the excess ®-loss. The assumption of the theorem
holds in particular for the following convex loss functions:

- Hinge loss, where ®(u) = max(0,1+ u), with s =1 and ¢ = 1.
« Exponential loss, where ®(u) = exp(u), with s =2 and ¢ = %
« Logistic loss, where ®(u) = log,(1 + e*), with s =2 and ¢ = %

They also hold for the square loss and the squared Hinge loss (see Exercises 4.2 and
4.3).

4.8 Chapter notes

The structural risk minimization (SRM) technique is due to Vapnik [1998]. The
original penalty term used by Vapnik [1998] is based on the VC-dimension of the
hypothesis set. The version of SRM with Rademacher complexity-based penalties
that we present here leads to finer data-dependent learning guarantees. Penalties
based on alternative complexity measures can be used similarly leading to learning
bounds in terms of the corresponding complexity measure [Bartlett et al., 2002a].
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An alternative model selection theory of Voted Risk Minimization (VRM) has
been recently developed by Cortes, Mohri, and Syed [2014] and other related pub-
lications [Kuznetsov et al., 2014, DeSalvo et al., 2015, Cortes et al., 2015].

Theorem 4.7 is due to Zhang [2003a]. The proof given here is somewhat different
and simpler.

4.9 Exercises

4.1 For any hypothesis set H, show that the following inequalities hold:

LE | [Bs (nE™)] < jof R(h) < E |7 (RERM) |. (4.13)

4.2 Show that for the squared loss, ®(u) = (1 + u)?, the statement of Theorem 4.7
holds with s = 2 and ¢ = % and therefore that the excess error can be upper
bounded as follows:

R(h)— R* < [Ca(h) — £3]2.

4.3 Show that for the squared Hinge loss, ®(u) = max(0,1 + u)?, the statement of
Theorem 4.7 holds with s = 2 and ¢ = % and therefore that the excess error can
be upper bounded as follows:

R(h) = R* < [Lo(h) — L]

1
2

4.4 In this problem, the loss of h: X — R at point (z,y) € X x {—1,+1} is defined
to be lyh(a:)gO-

(a) Define the Bayes classifier and a Bayes scoring function h* for this loss.

(b) Express the excess error of h in terms of h* (counterpart of Lemma 4.5, for
loss considered here).

(c) Give a counterpart of the result of Theorem 4.7 for this loss.

4.5 Same questions as in Exercise 4.5 with the loss of h: X — R at point (z,y) €
X x {—1,+1} defined instead to be 1,(4)<o-



5 Support Vector Machines

This chapter presents one of the most theoretically well motivated and practically
most effective classification algorithms in modern machine learning: Support Vector
Machines (SVMs). We first introduce the algorithm for separable datasets, then
present its general version designed for non-separable datasets, and finally provide
a theoretical foundation for SVMs based on the notion of margin. We start with
the description of the problem of linear classification.

5.1 Linear classification

Consider an input space X that is a subset of RY with N > 1, and the output
or target space Y = {—1,41}, and let f: X — Y be the target function. Given
a hypothesis set H of functions mapping X to Y, the binary classification task is
formulated as follows. The learner receives a training sample S of size m drawn i.i.d.
from X according to some unknown distribution D, S = ((z1,41),-- -, (Tm,Ym)) €
(X x Y™, with y; = f(z;) for all i € [m]. The problem consists of determining a
hypothesis h € H, a binary classifier, with small generalization error:

Ro(h) = P Th(z) # f(2)]. (5.1)

Different hypothesis sets H can be selected for this task. In view of the results pre-
sented in chapter 3, which formalized Occam’s razor principle, hypothesis sets with
smaller complexity — e.g., smaller VC-dimension or Rademacher complexity —
provide better learning guarantees, everything else being equal. A natural hypoth-
esis set with relatively small complexity is that of linear classifiers, or hyperplanes,
which can be defined as follows:

H = {x > sign(w-x+b): we RV beR}. (5.2)

The learning problem is then referred to as a linear classification problem. The
general equation of a hyperplane in RY is w-x +b = 0, where w € R" is a
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Figure 5.1
Two possible separating hyperplanes. The right-hand side figure shows a hyperplane that maxi-
mizes the margin.

non-zero vector normal to the hyperplane and b € R a scalar. A hypothesis of the
form x +— sign(w - x + b) thus labels positively all points falling on one side of the
hyperplane w - x + b = 0 and negatively all others.

5.2 Separable case

In this section, we assume that the training sample S can be linearly separated,
that is, we assume the existence of a hyperplane that perfectly separates the train-
ing sample into two populations of positively and negatively labeled points, as
illustrated by the left panel of figure 5.1. This is equivalent to the existence of
(w,b) € (RN —{0}) x R such that

Vi e m], wyi(w-x;4+b)>0. (5.3)

But, as can be seen from figure 5.1, there are then infinitely many such separating
hyperplanes. Which hyperplane should a learning algorithm select? The definition
of the SVM solution is based on the notion of geometric margin.

Definition 5.1 (Geometric margin) The geometric margin py(x) of a linear classifier
h: x— w-xX+b at a point X is its Fuclidean distance to the hyperplane w-x+b = 0:

|w - x+ b
pnlw) = X0 (5.4)
L [[wll2
The geometric margin py, of a linear classifier h for a sample S = (X1,...,Xm) 18

the minimum geometric margin over the points in the sample, py, = min;cpy, pn(;),
that is the distance of the hyperplane defining h to the closest sample points.

The SVM solution is the separating hyperplane with the maximum geometric
margin and is thus known as the maximum-margin hyperplane. The right panel
of figure 5.1 illustrates the maximum-margin hyperplane returned by the SVM
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w-x=0
w-x+b=0

Figure 5.2
An illustration of the geometric margin of a point x in the case w-x > 0 and b > 0.

algorithm in the separable case. We will present later in this chapter a theory that
provides a strong justification for this solution. We can observe already, however,
that the SVM solution can also be viewed as the “safest” choice in the following
sense: a test point is classified correctly by a separating hyperplane with geometric
margin p even when it falls within a distance p of the training samples sharing the
same label; for the SVM solution, p is the maximum geometric margin and thus
the “safest” value.

5.2.1 Primal optimization problem

We now derive the equations and optimization problem that define the SVM so-
lution. By definition of the geometric margin (see also figure 5.2), the maximum
margin p of a separating hyperplane is given by

. wex; 40 . yi(w-xi—kb)
—  — —max min ——~

max min (5.5)
w,b: y;(w-x;+b)>0 i€[m] ||W|| w,b i€[m] ||W||

p =
The second equality follows from the fact that, since the sample is linearly separable,
for the maximizing pair (w,b), y;(w - x; + b) must be non-negative for all i € [m].
Now, observe that the last expression is invariant to multiplication of (w,b) by
a positive scalar. Thus, we can restrict ourselves to pairs (w,b) scaled such that
Min; e ¥i(W - x; +0) = 1:

_ 1 _ 1 (5 6)
a Wb Twl ~ Wb Iwll '
ming ¢ () ¥i (W-x;+b)=1 Vi€[m],y; (w-x;+b)>1

The second equality results from the fact that for the maximizing pair (w,b), the
minimum of y;(w - x; +b) is 1.

Figure 5.3 illustrates the solution (w, b) of the maximization (5.6). In addition to
the maximum-margin hyperplane, it also shows the marginal hyperplanes, which are
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Figure 5.3
Maximum-margin hyperplane solution of (5.6). The marginal hyperplanes are represented by
dashed lines on the figure.

the hyperplanes parallel to the separating hyperplane and passing through the clos-
est points on the negative or positive sides. Since they are parallel to the separating
hyperplane, they admit the same normal vector w. Furthermore, since |w-x+b| = 1
for the closest points, the equations of the marginal hyperplanes are w-x+b = +1.

Since maximizing 1/|/w|| is equivalent to minimizing | w]?, in view of (5.6), the
pair (w,b) returned by SVM in the separable case is the solution of the following
convex optimization problem:

1 2
min o f|w (5.7)
subject to: y;(w-x; +b) > 1, Vi € [m].

The objective function F: w — |lw||? is infinitely differentiable. Its gradient is
VF(w) = w and its Hessian is the identity matrix V2F(w) = I, whose eigenval-
ues are strictly positive. Therefore, V2F(w) = 0 and F is strictly convex. The
constraints are all defined by affine functions g;: (w,b) — 1 — y;(w - x; + b) and
are therefore qualified. Thus, in view of the results known for convex optimization
(see appendix B for details), the optimization problem of (5.7) admits a unique
solution, an important and favorable property that does not hold for all learning
algorithms.

Moreover, since the objective function is quadratic and the constraints are affine,
the optimization problem of (5.7) is in fact a specific instance of quadratic program-
ming (QP), a family of problems extensively studied in optimization. A variety of
commercial and open-source solvers are available for solving convex QP problems.
Additionally, motivated by the empirical success of SVMs along with its rich theo-
retical underpinnings, specialized methods have been developed to more efficiently
solve this particular convex QP problem, notably the block coordinate descent al-
gorithms with blocks of just two coordinates.



5.2 Separable case 83

5.2.2 Support vectors

Returning to the optimization problem (5.7), we note that the constraints are affine
and thus qualified. The objective function as well as the affine constraints are convex
and differentiable. Thus, the requirements of theorem B.30 hold and the KKT
conditions apply at the optimum. We shall use these conditions to both analyze
the algorithm and demonstrate several of its crucial properties, and subsequently
derive the dual optimization problem associated to SVMs in section 5.2.3.

We introduce Lagrange variables «; > 0, i € [m], associated to the m constraints
and denote by a the vector (ay,...,a,,) . The Lagrangian can then be defined
for all w € RV, b € R, and a € R, by

1, 5 s
L(w,b,a) = |w] ;al[yz(w x4 0)—1]. (5.8)
The KKT conditions are obtained by setting the gradient of the Lagrangian with
respect to the primal variables w and b to zero and by writing the complementarity

conditions:
Vol =w— Z a;yix; =0 — w = Z QY X (5.9)
i=1 i=1
Vbﬁ = — Z oY = 0 — Z ;Y = 0 (510)
i=1 i=1
Vi, a;lyi(w-x; +b) —1] =0 = a;=0Vy(w-x;,+b) =1. (5.11)

By equation (5.9), the weight vector w at the solution of the SVM problem is
a linear combination of the training set vectors xi,...,X,,. A vector x; appears
in that expansion iff o; # 0. Such vectors are called support vectors. By the
complementarity conditions (5.11), if a;; # 0, then y;(w-x; 4+b) = 1. Thus, support
vectors lie on the marginal hyperplanes w - x; + b = £1.

Support vectors fully define the maximum-margin hyperplane or SVM solution,
which justifies the name of the algorithm. By definition, vectors not lying on the
marginal hyperplanes do not affect the definition of these hyperplanes — in their
absence, the solution to the SVM problem remains unchanged. Note that while
the solution w of the SVM problem is unique, the support vectors are not. In
dimension N, N + 1 points are sufficient to define a hyperplane. Thus, when more
than NV + 1 points lie on a marginal hyperplane, different choices are possible for
the N + 1 support vectors.

5.2.3 Dual optimization problem
To derive the dual form of the constrained optimization problem (5.7), we plug into
the Lagrangian the definition of w in terms of the dual variables as expressed in
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(5.9) and apply the constraint (5.10). This yields

1 m m m m
L= 5“ Zaiyixinz - Z oGy Y (X - X5) — ZaiyibJr ZO@, (5.12)
=1 i,7=1 i=1 i=1
—_——
0

=5 7o iy (xiex;)

which simplifies to

m m

1
L=D ai- 3 Y gy (xi - x;) - (5.13)
i=1 ij=1
This leads to the following dual optimization problem for SVMs in the separable
case:

m 1 m
max Zai ~3 Z ;05 Y5 (X - X;) (5.14)
i=1

i.j=1

m
subject to: a; > 0 A Zaiyi =0, Vi € [m].

i=1
The objective function G: a — Y37 o — § 20"y aieyyiy;(xi - ;) is infinitely
differentiable. Its Hessian is given by V2G = —A, with A = (yixi 'ijj)ij' Ais
the Gram matrix associated to the vectors y1X1, ..., YmXm and is therefore positive
semidefinite (see section A.2.3), which shows that V2@ < 0 and that G is a concave
function. Since the constraints are affine and convex, the maximization problem
(5.14) is a convex optimization problem. Since G is a quadratic function of a,
this dual optimization problem is also a QP problem, as in the case of the primal
optimization and once again both general-purpose and specialized QP solvers can
be used to obtain the solution (see exercise 5.4 for details on the SMO algorithm,
which is often used to solve the dual form of the SVM problem in the more general
non-separable setting).

Moreover, since the constraints are affine, they are qualified and strong duality
holds (see appendix B). Thus, the primal and dual problems are equivalent, i.e.,
the solution « of the dual problem (5.14) can be used directly to determine the
hypothesis returned by SVMs, using equation (5.9):

h(x) = sgn(w - x4+ b) = sgn (Z ;Y (% - x) + b). (5.15)

i=1
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Since support vectors lie on the marginal hyperplanes, for any support vector x;,
w - X; + b =y;, and thus b can be obtained via

b=yi— Y ajyi(x;-x;). (5.16)
=1

The dual optimization problem (5.14) and the expressions (5.15) and (5.16) reveal
an important property of SVMs: the hypothesis solution depends only on inner
products between vectors and not directly on the vectors themselves. This obser-
vation is key and its importance will become clear in Chapter 6 where we introduce
kernel methods.

Equation (5.16) can now be used to derive a simple expression of the geometric
margin p in terms of a. Since (5.16) holds for all ¢ with «; # 0, multiplying both
sides by «;y; and taking the sum leads to

Z a;yib = Z oziyiz - Z a0y (X - X5) (5.17)
i=1 i=1 1,5=1

Using the fact that y? = 1 along with equation (5.9) then yields
0=> ai—|w]> (5.18)
i=1

Noting that a; > 0, we obtain the following expression of the margin p in terms of

the L1 norm of o:
9 1 1 1

p = = = .
Wiz XZiew llalh

(5.19)

5.2.4 Leave-one-out analysis
We now use the notion of leave-one-out error to derive a first learning guarantee
for SVMs based on the fraction of support vectors in the training set.

Definition 5.2 (Leave-one-out error) Let hg denote the hypothesis returned by a learn-
ing algorithm A, when trained on a fized sample S. Then, the leave-one-out error
of A on a sample S of size m is defined by

~ 1 &
Ruoo(A) = — D he oy o
1=1

Thus, for each i € [m], A is trained on all the points in S except for z;, i.e., S—{x;},
and its error is then computed using z;. The leave-one-out error is the average of
these errors. We will use an important property of the leave-one-out error stated
in the following lemma.
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Lemma 5.3 The average leave-one-out error for samples of size m > 2 is an unbiased
estimate of the average generalization error for samples of size m — 1:

GE [Roo()] = | E  [R(hs)], (5.20)

where D denotes the distribution according to which points are drawn.

Proof: By the linearity of expectation, we can write

m

~ 1
B [Rroo(A)] = — > GE [hs o @iu]

=1

= SNEDm[lhs—{ml}(ml)#yl]

= E
S/N‘D"'L717{L‘1N’D

= S/Ngmfl [IIED[th/ (w1)75y1]]

= E hs')].
S/NDm—I[R( s )]

[Lhg (21) 01

For the second equality, we used the fact that, since the points of S are drawn in
an i.i.d. fashion, the expectation ESN’Dm[lhs_{m,}(m)#yi] does not depend on the
choice of i € [m] and is thus equal to Es~om[Lng_(, | (a1)0]- O

In general, computing the leave-one-out error may be costly since it requires training
m times on samples of size m—1. In some situations however, it is possible to derive
the expression of Rroo(A) much more efficiently (see exercise 11.9).

Theorem 5.4 Let hg be the hypothesis returned by SVMs for a sample S, and let
Ngv (S) be the number of support vectors that define hg. Then,

E [R(hs)]< E [NSV(S)}

S~Dm T S~Dmtl | m+1

Proof: Let S be a linearly separable sample of m + 1. If x is not a support vector
for hg, removing it does not change the SVM solution. Thus, hg_g;; = hs and
hs_ () correctly classifies z. By contraposition, if hg_(,} misclassifies z, r must
be a support vector, which implies

= Ngv (S)
M) < —/—7Z 21
RrLoo(SVM) < T (5.21)

Taking the expectation of both sides and using lemma 5.3 yields the result. O

Theorem 5.4 gives a sparsity argument in favor of SVMs: the average error of
the algorithm is upper bounded by the average fraction of support vectors. One
may hope that for many distributions seen in practice, a relatively small number
of the training points will lie on the marginal hyperplanes. The solution will then
be sparse in the sense that a small fraction of the dual variables «; will be non-
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w-x+b=—1

Figure 5.4
A separating hyperplane with point x; classified incorrectly and point x; correctly classified, but
with margin less than 1.

zero. Note, however, that this bound is relatively weak since it applies only to the
average generalization error of the algorithm over all samples of size m. It provides
no information about the variance of the generalization error. In section 5.4, we
present stronger high-probability bounds using a different argument based on the
notion of margin.

5.3 Non-separable case

In most practical settings, the training data is not linearly separable, which implies
that for any hyperplane w - x + b = 0, there exists x; € S such that

yi[w-x; +b] 2 1. (5.22)

Thus, the constraints imposed in the linearly separable case discussed in section 5.2
cannot all hold simultaneously. However, a relaxed version of these constraints can
indeed hold, that is, for each ¢ € [m], there exist & > 0 such that

Yi[wex; +0] >1-¢;. (5.23)

The variables &; are known as slack variables and are commonly used in optimization
to define relaxed versions of constraints. Here, a slack variable & measures the
distance by which vector x; violates the desired inequality, y;(w - x; +b) > 1.
Figure 5.4 illustrates the situation. For a hyperplane w - x + b = 0, a vector x;
with & > 0 can be viewed as an outlier. Each x; must be positioned on the correct
side of the appropriate marginal hyperplane to not be considered an outlier. As
a consequence, a vector x; with 0 < y;(w - x; +b) < 1 is correctly classified by
the hyperplane w - x + b = 0 but is nonetheless considered to be an outlier, that
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is, & > 0. If we omit the outliers, the training data is correctly separated by
w - x + b = 0 with a margin p = 1/||w|| that we refer to as the soft margin, as
opposed to the hard margin in the separable case.

How should we select the hyperplane in the non-separable case? One idea consists
of selecting the hyperplane that minimizes the empirical error. But, that solution
will not benefit from the large-margin guarantees we will present in section 5.4.
Furthermore, the problem of determining a hyperplane with the smallest zero-one
loss, that is the smallest number of misclassifications, is NP-hard as a function of
the dimension N of the space.

Here, there are two conflicting objectives: on one hand, we wish to limit the
total amount of slack due to outliers, which can be measured by > ., &, or, more
generally by >, €7 for some p > 1; on the other hand, we seek a hyperplane with
a large margin, though a larger margin can lead to more outliers and thus larger
amounts of slack.

5.3.1 Primal optimization problem

This leads to the following general optimization problem defining SVMs in the
non-separable case where the parameter C' > 0 determines the trade-off between
margin-maximization (or minimization of |[w||?) and the minimization of the slack

penalty > 1", &

1 ) m
min - [w|?+C Y€ 5.24
min o fwl|” + i=1§ (5.24)

subject to y;(w-x;+b)>1—-& A & >0,i € [m],

where € = (&1,...,&n) . The parameter C is typically determined via n-fold cross-
validation (see section 4.5).

As in the separable case, (5.24) is a convex optimization problem since the con-
straints are affine and thus convex and since the objective function is convex for
any p > 1. In particular, £ — > 1", & = [€]|5 is convex in view of the convexity of
the norm || - ||,.

There are many possible choices for p leading to more or less aggressive penaliza-
tions of the slack terms (see exercise 5.1). The choices p =1 and p = 2 lead to the
most straightforward solutions and analyses. The loss functions associated with
p =1 and p = 2 are called the hinge loss and the quadratic hinge loss, respectively.
Figure 5.5 shows the plots of these loss functions as well as that of the standard
zero-one loss function. Both hinge losses are convex upper bounds on the zero-one
loss, thus making them well suited for optimization. In what follows, the analysis
is presented in the case of the hinge loss (p = 1), which is the most widely used loss
function for SVMs.
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Zero-one

T 1,29
3 Hinge
x> max(0,1—2x)
Quadratic hinge

7 2 x> max(0,1 —z)?
o
1 \
0 L
-2 -1 0 1
x

Figure 5.5
Both the hinge loss and the quadratic hinge loss provide convex upper bounds on the binary
zero-one loss.

5.3.2 Support vectors

As in the separable case, the constraints are affine and thus qualified. The objective
function as well as the affine constraints are convex and differentiable. Thus, the
hypotheses of theorem B.30 hold and the KKT conditions apply at the optimum.
We use these conditions to both analyze the algorithm and demonstrate several
of its crucial properties, and subsequently derive the dual optimization problem
associated to SVMs in section 5.3.3.

We introduce Lagrange variables a; > 0, ¢ € [m], associated to the first m
constraints and 3; > 0, @ € [m] associated to the non-negativity constraints of the
slack variables. We denote by « the vector (aq,.. .,am)T and by B3 the vector
(B1,.--,Bm)". The Lagrangian can then be defined for all w € RV, b € R, and

§ a,BeRY, by

L(w, b€ a,8) = %||W||2+CZ§Z‘—Zai[yi(w-xi—i—b)—l—i—fi]—Zﬂi&. (5.25)

i=1 i=1 i=1
The KKT conditions are obtained by setting the gradient of the Lagrangian with
respect to the primal variables w, b, and &;s to zero and by writing the complemen-
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tarity conditions:

Vwl =W — Z a;yix; =0 o W = Z QY X (5.26)
i=1 i=1
Vb£ = — Z oY = 0 - Z oY = 0 (527)
i=1 i=1
V§i£=O—ai—ﬁi=O - a;+ p; =C (528)
Vi,oiys(w-x;+0) —14+&]=0 = o=0Vy(w-x;+b0)=1-¢ (5.29)
Vi, Bi& = 0 =  Bi=0VE&=0. (5.30)

By equation (5.26), as in the separable case, the weight vector w at the solution
of the SVM problem is a linear combination of the training set vectors x1, ..., X;,.
A vector x; appears in that expansion iff a; # 0. Such vectors are called support
vectors. Here, there are two types of support vectors. By the complementarity
condition (5.29), if a; # 0, then y;(w-x;+b) = 1-¢;. If & = 0, then y;(w-x;4+b) =1
and x; lies on a marginal hyperplane, as in the separable case. Otherwise, &; # 0
and x; is an outlier. In this case, (5.30) implies 8; = 0 and (5.28) then requires
«a; = C. Thus, support vectors x; are either outliers, in which case a; = C, or
vectors lying on the marginal hyperplanes. As in the separable case, note that
while the weight vector w solution is unique, the support vectors are not.

5.3.3 Dual optimization problem

To derive the dual form of the constrained optimization problem (5.24), we plug
into the Lagrangian the definition of w in terms of the dual variables (5.26) and
apply the constraint (5.27). This yields

1. m m m
L= 5” Z Oziini”Q - Z Q0 Y3Y 5 (Xi . Xj) — Z a;yib+ Z Q; . (531)
i=1 i,j=1 i=1 i=1
—_——
0

=3 X1 iy yiy (Xixy)

Remarkably, we find that the objective function is no different than in the separable
case: " -
L= Zai - % Z CkiOéjyiyj(Xi . X]’) . (532)
i=1 i,j=1
However, here, in addition to «; > 0, we must impose the constraint on the Lagrange
variables $; > 0. In view of (5.28), this is equivalent to a; < C. This leads to the
following dual optimization problem for SVMs in the non-separable case, which
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only differs from that of the separable case (5.14) by the constraints a; < C:

m 1 m
ngX ZO@ — 5 Z Q05 Y Y4 (Xi . Xj) (533)
i=1

ij=1

subject to: 0 < a; < C A Zaiyi =0,i € [m].
i=1

Thus, our previous comments about the optimization problem (5.14) apply to (5.33)
as well. In particular, the objective function is concave and infinitely differentiable
and (5.33) is equivalent to a convex QP. The problem is equivalent to the primal
problem (5.24).

The solution a of the dual problem (5.33) can be used directly to determine the
hypothesis returned by SVMs; using equation (5.26):

h(x) = sgn(w - x + b) = sgn (Z 0y (% - x) + b). (5.34)

Moreover, b can be obtained from any support vector x; lying on a marginal hyper-
plane, that is any vector x; with 0 < a; < C. For such support vectors, w-x;+b = y;
and thus

b=1y; — Zajyj(xj X)) (5.35)
j=1

As in the separable case, the dual optimization problem (5.33) and the expressions
(5.34) and (5.35) show an important property of SVMs: the hypothesis solution
depends only on inner products between vectors and not directly on the vectors
themselves. This fact can be used to extend SVMs to define non-linear decision
boundaries, as we shall see in chapter 6.

5.4 Margin theory

This section presents generalization bounds which provide a strong theoretical jus-
tification for the SVM algorithm.

Recall that the VC-dimension of the family of hyperplanes or linear hypotheses
in RY is N + 1. Thus, the application of the VC-dimension bound (3.29) of corol-
lary 3.19 to this hypothesis set yields the following: for any § > 0, with probability
at least 1 — 4, for any h € H,

~ 2(N +1) log 22 log 1
R(h)SRs(h)Jr\/ ( ;Og“w\/ 265 (5.36)

om
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When the dimension of the feature space N is large compared to the sample size m,
this bound is uninformative. Remarkably, the learning guarantees presented in this
section are independent of the dimension N and thus hold regardless of its value.

The guarantees we will present hold for real-valued functions such as the function
X — W - X + b returned by SVMs, as opposed to classification functions returning
+1 or —1, such as x — sgn(w - x + b). They are based on the notion of confidence
margin. The confidence margin of a real-valued function h at a point x labeled
with y is the quantity yh(x). Thus, when yh(z) > 0, h classifies = correctly but
we interpret the magnitude of |h(x)| as the confidence of the prediction made by
h. The notion of confidence margin is distinct from that of geometric margin and
does not require a linear separability assumption. But, the two notions are related
as follows in the separable case: for h: x = W - x + b with geometric margin pgeom,
the confidence margin at any point x of the training sample with label y is at least
preomlIWll, L. [yh(x)] > pgeom W]l

In view of the definition of the confidence margin, for any parameter p > 0, we
will define a p-margin loss function that, as with the zero-one loss, penalizes h with
the cost of 1 when it misclassifies point 2 (yh(z) < 0), but also penalizes h (linearly)
when it correctly classifies 2 with confidence less than or equal to p (yh(z) < p).
The main margin-based generalization bounds of this section are presented in terms
of this loss function, which is formally defined as follows.

Definition 5.5 (Margin loss function) For any p > 0, the p-margin loss is the function
L,: Rx R — Ry defined for all y,y' € R by L,(y,y') = ®,(yy') with,

1 ifx <0
. X - x .
Qp(x)—m1n<1,max<0,1—p)>— 1—; fo<z<p
0 if p <.

This loss function is illustrated by figure 5.6. The parameter p > 0 can be in-
terpreted as the confidence margin demanded from a hypothesis h. The empirical
margin loss is similarly defined as the margin loss over the training sample.

Definition 5.6 (Empirical margin loss) Given a sample S = (z1,...,T;,) and a hypoth-
esis h, the empirical margin loss is defined by

Rsplh) = - > @p(uih(a1) (537)

Note that, for any i € [m], ®,(y;h(z;)) < 1y,n(2:)<p- Thus, the empirical margin
loss can be upper-bounded as follows:

~ 1 &
Rop(h) < — > Lyno<p- (5.38)
i=1
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Figure 5.6
The margin loss illustrated in red, defined with respect to margin parameter p = 0.7.

In all the results that follow, the empirical margin loss can be replaced by this
upper bound, which admits a simple interpretation: it is the fraction of the points
in the training sample S that have been misclassified or classified with confidence
less than p. In other words, the upper bound is then the fraction of the points in
the training data with margin less than p. This corresponds to the loss function
indicated by the blue dotted line in figure 5.6.

A key benefit of using a loss function based on ®, as opposed to the zero-one loss
or the loss defined by the blue dotted line of figure 5.6 is that ®, is 1/p-Lipschitz,
since the absolute value of the slope of the function is at most 1/p. The following
lemma bounds the empirical Rademacher complexity of a hypothesis set H after
composition with such a Lipschitz function in terms of the empirical Rademacher
complexity of H. It will be needed for the proof of the margin-based generalization
bound.

Lemma 5.7 (Talagrand’s lemma) Let O, ..., D, be [-Lipschitz functions from R to R
and o1, ...,0, be Rademacher random variables. Then, for any hypothesis set H
of real-valued functions, the following inequality holds:

—E{supZU, )):|<LE|:bupZUz xl}—lms( )

he m o Lhegc
In particular, if ®; = ® for all i € [m], then the following holds:
5{3(@ o j‘f) < l{ﬁs(g‘f) .

Proof: First we fix a sample S = , Tm), then, by definition,

(21
7[}3 {sup Zgz moh)(z;)| = % E []E {sup um,l(h)—l—am(@moh)(xm)ﬂ,

O15-0m—1L0m L e
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where u,,—1(h) = Z:’:ll 0;(®; o h)(x;). By definition of the supremum, for any
€ > 0, there exist hi, ho € H such that

a1 (1) + (@ © h1) (@) = (1= ) SUD 1 () + (@ 0 ) ()]

hedt

and w1 (he) — (B 0 ha)(@m) > (1 — €) [53{ tm—1(h) — (@ © h)(xm)]

Thus, for any € > 0, by definition of E,,_,

1-9E [sg{ U1 () + T (B © h)(xm)]

=(1—¢) B sgg)f [um,l(h) + (P 0 h)(acm)} + % [Sg}})c Um—1(h) — (P, © h)(sr:m)H

1 1
< i[umfl(hl) + (P 0 b)) (zm)] + §[um,1(h2) — (Pm 0 h2)(zm)].
Let s = sgn(hy () — ha(zm)). Then, the previous inequality implies

(1—¢) E [ Sup Um—1(h) + om (P 0 h)(mm)}

Im LheH
1
< 5 [m—1(h1) + tm—1(h2) + sl(h1(2m) — ha(Tm))] (Lipschitz property)
1 1
=3 [Um—1(h1) + slhi(zm)] + §[um_1(h2) — slha(zp,)] (rearranging)
< 1 sup [tm—1(h) + sth(z,;,)] + 1 sup [um—1(h) — sth(z,)] (definition of sup)
2 heXH 2 he
=E { sup um,—1(h) + amlh(:cm)]. (definition of E)
Im LheH

Om

Since the inequality holds for all € > 0, we have
E [ Sup Um—1(h) + 0 (P, 0 h)(mm)} < E [ Sup Upm,—1(h) + amlh(ﬂcm)]
om Lhedc om LheH

Proceeding in the same way for all other o; (i # m) proves the lemma. ]
The following is a general margin-based generalization bound that will be used
in the analysis of several algorithms.

Theorem 5.8 (Margin bound for binary classification) Let H be a set of real-valued func-

tions. Fiz p > 0, then, for any 6 > 0, with probability at least 1 — J, each of the
following holds for all h € H:

~ 2 log 1

R(h) < Rs,p(h) + =R (H) + ;if (5.39)
= 2 = log%

R(h) < Rs,p(h) + ~Rs () +31[ 5= (5.40)
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Proof: Let H = {z = (z,y) — yh(x): h € H}. Consider the family of functions
taking values in [0, 1]: N _
F={®,0f: fei.

By theorem 3.3, with probability at least 1 — ¢, for all g € 9~{,

Blg(2)] < L 3 g(e0) + 208 (50) + | L2
gZ —mi:lgzl m 2m7
and thus, for all h € H,
~ ~ log%

E[®,(yh(x))] < Rg,p(h) + 2R, (P, 0 H) +

Since 1y<o < ®,(u) for all u € R, we have R(h) = E[1y5(2)<0] < E[®,(yh(x))], thus

R(h) < Rs,p(h) + 2R, (P, 0 ﬁ—vc) +

Since @, is 1/p-Lipschitz, by lemma 5.7, we have R, (®, o ﬂtf) < %%m(ﬂff) and
%m(ﬂtf) can be rewritten as follows:

~ 1 1
iRmiH:—]E{su alle}:—E[su o;h xl}: R (H).
( ) m S,o hegz Y m S,o heﬂI-)CZ ( )
This proves (5.39). The second inequality, (5.40), can be derived in the same way
by using the second inequality of theorem 3.3, (3.4), instead of (3.3). O

The generalization bounds of theorem 5.8 suggest a trade-off: a larger value of p
decreases the complexity term (second term), but tends to increase the empirical
margin-loss ES’ p(h) (first term) by requiring from a hypothesis % a higher confidence
margin. Thus, if for a relatively large value of p the empirical margin loss of h
remains relatively small, then h benefits from a very favorable guarantee on its
generalization error. For theorem 5.8, the margin parameter p must be selected

beforehand. But, the bounds of the theorem can be generalized to hold uniformly
loglog, %

for all p € (0, 1] at the cost of a modest additional term , as shown in the
following theorem (a version of this theorem with better constants can be derived,
see exercise 5.2).
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Theorem 5.9 Let H{ be a set of real-valued functions. Fix r > 0. Then, for any
6 > 0, with probability at least 1 — &, each of the following holds for all h € H and
€ (0,7]:

~ 4 IOgIOgQQ 10g2
R(h) < Rg ,(h) + =R (H p o )
(h) < s,p()+p ( )+\/ - \ 2 (5.41)
= 4 4 log log, 2 log 4
R(h) < Rg ,(h) + ~Rg(H L 43 J 42
(h) < s,p()+p s( )+\/ 3 5 (5.42)

Proof: Consider two sequences (px)x>1 and (ex)g>1, with €, € (0,1]. By theo-
rem 5.8, for any fixed k > 1,

~ 2
P [sup R(h) — Rs,p, (h) > —%R,(H) + ek} < exp(—2me?). (5.43)
heH Pk
Choose €, = €+ 107%1 k then, by the union bound, the following holds:
~ 2
P | sup R(h) — Rs,p, (h) — —Rn(H) — e >0
heH Pk

k>1

< Z exp(—2me?)

E>1

= ;lexp [ = 2m(e + v/ (log k) /m)?]
< ;exp(—2m62) exp(—2log k)

- (kzx 1/k?) exp(—2me?)

— %2 exp(—2me?) < 2exp(—2me?).

We can choose pj, = 7/2F. For any p € (0,r], there exists k > 1 such that p €
(P, Pr—1], with po = r. For that k, p < px—1 = 2px, thus 1/pr < 2/p and /logk =

y/loglog, (r/pr) < +/loglog,(2r/p). Furthermore, for any h € I, Rsl,k(h) <

Rs ,(h). Thus, the following inequality holds:

) 4 logl 2
P | sup R(h) — Rs,,(h) — =R, (H) — loglog,(2r/p)
heH p m
pe(0,r]

—e>0| <2exp(—2me?),

which proves the first statement. The second statement can be proven in a similar
way. |
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The Rademacher complexity of linear hypotheses with bounded weight vector can
be bounded as follows.

Theorem 5.10 Let S C {x: ||x|| < r} be a sample of size m and let H = {x —
w-x: |w| < A}. Then, the empirical Rademacher complexity of H can be bounded
as follows:

N 272
Fe(3) < |2
m

Proof: The proof follows through a series of inequalities:

S)AQS(}C) = %Ig { sup Zaiw . xz} iE [ bI\TEAW ;lel}
A A
m U\;Uixi } < m[@[”;“ixi

ik
A m 3 m 3 AVmr? 272
m|:1§ [Mzz:laiaj(xi.x] H < |:Z|| X; :| < T:LTM” = Tm ,

The first inequality makes use of the Cauchy-Schwarz inequality and the bound on
||lw||, the second follows by Jensen’s inequality, the third by E[o;0;] = E[o;] E[o;] =
0 for ¢ # j, and the last one by ||x;|| < r. O

Combining theorem 5.10 and theorem 5.8 gives directly the following general
margin bound for linear hypotheses with bounded weight vectors, presented in
corollary 5.11.

IN

Corollary 5.11 Let H = {x — w - x: [|[w| < A} and assume that X C {x: ||x|| < r}.
Fix p > 0, then, for any 6 > 0, with probability at least 1 — § over the choice of a
sample S of size m, the following holds for any h € H:

~ [r2A2/p? /log
< . 44
R(h) < Rg,(h)+2 o + 2 (5.44)

As with theorem 5.8, the bound of this corollary can be generalized to hold uni-
loglog, %

formly for all p € (0, 1] at the cost of an additional term
theorems 5.10 and 5.9.

This generalization bound for linear hypotheses is remarkable, since it does not
depend directly on the dimension of the feature space, but only on the margin.
It suggests that a small generalization error can be achieved when p/(rA) is large
(small second term) while the empirical margin loss is relatively small (first term).
The latter occurs when few points are either classified incorrectly or correctly, but
with margin less than p. When the training sample is linearly separable, for a linear
hypothesis with geometric margin pgeom and the choice of the confidence margin

by combining
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parameter p = pgeom, the empirical margin loss term is zero. Thus, if pgeom is
relatively large, this provides a strong guarantee for the generalization error of the
corresponding linear hypothesis.

The fact that the guarantee does not explicitly depend on the dimension of the
feature space may seem surprising and appears to contradict the VC-dimension
lower bounds of theorems 3.20 and 3.23. Those lower bounds show that for any
learning algorithm A there exists a bad distribution for which the error of the
hypothesis returned by the algorithm is Q(y/d/m) with a non-zero probability.
The bound of the corollary does not rule out such bad cases, however: for such bad
distributions, the empirical margin loss would be large even for a relatively small
margin p, and thus the bound of the corollary would be loose in that case.

Thus, in some sense, the learning guarantee of the corollary hinges upon the
hope of a good margin value p: if there exists a relatively large margin value
p > 0 for which the empirical margin loss is small, then a small generalization error
is guaranteed by the corollary. This favorable margin situation depends on the
distribution: while the learning bound is distribution-independent, the existence
of a good margin is in fact distribution-dependent. A favorable margin seems to
appear relatively often in applications.

The bound of the corollary gives a strong justification for margin-maximization
algorithms such as SVMs. Choosing A = 1, by the generalization of corollary 5.11
to a uniform bound over p € (0,7], for any § > 0, with probability at least 1 — 4,
the following holds for all h € {x +— w-x: ||[w| <1} and p € (0,r]:

~ r2/p2 log log, 2- log 2
h) < h) +4 . 2
R() < R (1) + 41 L M e~

The inequality also trivially holds for p larger than r since in that case, by the
Cauchy-Schwarz inequality, for any w with ||w| < 1, we have y;(w - x;) < r < p
and ﬁs,p(h) is equal to one for all h.

Now, for any p > 0, the p-margin loss function is upper bounded by the p-hinge
loss:

Yu € R, ®,(u) = min <1,max <0,1 - “>> < max (0, 1- “) . (5.45)
p p

Thus, with probability at least 1 — §, the following holds for all A € {x — W
x: |w| <1} and all p > 0:

1 - (W - X 2 /92 loglog, 2 log 2
R(h)gzm(m_wmwﬁw glogs % floa?
mia P m m 2m
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Since for any p > 0, h/p admits the same generalization error as h, with probability
at least 1 —§, the following holds for all h € {x > w-x: [|[w| < 1/p} and all p > 0:

1 & r2/p? loglogz%" 10g%
R(h)SE;maX(O,l—yi(w-xi))H\/ - +\/ — 5 (5.46)

This inequality can be used to derive an algorithm that selects w and p > 0 to
minimize the right-hand side. The minimization with respect to p does not lead
to a convex optimization and depends on theoretical constant factors affecting the
second and third terms, which may not be optimal. Thus, instead, p is left as a
free parameter of the algorithm, typically determined via cross-validation.

Now, since only the first term of the right-hand side depends on w, for any
p > 0, the bound suggests selecting w as the solution of the following optimization
problem:

1 m
min  — » max (0,1 —y;(w-x;)). (5.47)
Iwl2< L m Z; ( ' 0)

Introducing a Lagrange variable A > 0, the optimization problem can be written
equivalently as

: s 1

min Alw||® + E;max (0,1 —yi(w-xi)) ) (5.48)
Since for any choice of p in the constraint of (5.47) there exists an equivalent dual
variable A in the formulation of (5.48) that achieves the same optimal w, A can
be freely selected via cross-validation.® The resulting algorithm precisely coincides
with SVMs. Note that an alternative objective function and thus algorithm would
be based on the empirical margin loss instead of the hinge loss. However, the
advantage of the hinge loss is that it is convex, while the margin loss is not.

As already pointed out, the bounds just discussed do not directly depend on the
dimension of the feature space but guarantee good generalization when given a
favorable margin. Thus, they suggest seeking large-margin separating hyperplanes
in a very high-dimensional space. In view of the form of the dual optimization
problems for SVMs, determining the solution of the optimization and using it for
prediction both require computing many inner products in that space. For very
high-dimensional spaces, the computation of these inner products could become
very costly. The next chapter provides a solution to this problem which further
provides a generalization of SVMs to non-vectorial input spaces.

5 An equivalent analysis consists of choosing p = 1/||w|| in (5.46).
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5.5 Chapter notes

The maximum-margin or optimal hyperplane solution described in section 5.2 was
introduced by Vapnik and Chervonenkis [1964]. The algorithm had limited applica-
tions since in most tasks in practice the data is not linearly separable. In contrast,
the SVM algorithm of section 5.3 for the general non-separable case, introduced
by Cortes and Vapnik [1995] under the name support-vector networks, has been
widely adopted and been shown to be effective in practice. The algorithm and its
theory have had a profound impact on theoretical and applied machine learning and
inspired research on a variety of topics. Several specialized algorithms have been
suggested for solving the specific QP that arises when solving the SVM problem,
for example the SMO algorithm of Platt [1999] (see exercise 5.4) and a variety of
other decomposition methods such as those used in the LibLinear software library
[Hsieh et al., 2008], and [Allauzen et al., 2010] for solving the problem when using
rational kernels (see chapter 6).

Much of the theory supporting the SVM algorithm ([Cortes and Vapnik, 1995,
Vapnik, 1998]), in particular the margin theory presented in section 5.4, has been
adopted in the learning theory and statistics communities and applied to a variety
of other problems. The margin bound on the VC-dimension of canonical hyper-
planes (exercise 5.7) is by Vapnik [1998], the proof is very similar to Novikoff’s
margin bound on the number of updates made by the Perceptron algorithm in the
separable case. Our presentation of margin guarantees based on the Rademacher
complexity follows the elegant analysis of Koltchinskii and Panchenko [2002] (see
also Bartlett and Mendelson [2002], Shawe-Taylor et al. [1998]). Our proof of Ta-
lagrand’s lemma 5.7 is a simpler and more concise version of a more general result
given by Ledoux and Talagrand [1991, pp. 112-114]. See Hoffgen et al. [1995] for
hardness results related to the problem of finding a hyperplane with the minimal
number of errors on a training sample.

5.6 Exercises

5.1 Soft margin hyperplanes. The function of the slack variables used in the op-
timization problem for soft margin hyperplanes has the form: £ — Z:’;l ;.
Instead, we could use £ — > 1", &P, with p > 1.

(a) Give the dual formulation of the problem in this general case.

(b) How does this more general formulation (p > 1) compare to the standard
setting (p = 1)? In the case p = 2 is the optimization still convex?
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5.2 Tighter Rademacher Bound. Derive the following tighter version of the bound
of theorem 5.9: for any § > 0, with probability at least 1 — 4, for all h € H and
p € (0,1] the following holds:

N 9 loglog,, X log 2
R(h) < Rg,,(h) + %mm(%) - \/ L4 \/ ) (5.49)

m 2m

for any v > 1.

5.3 Importance weighted SVM. Suppose you wish to use SVMs to solve a learning
problem where some training data points are more important than others. More
formally, assume that each training point consists of a triplet (z;,y;, p;), where
0 < p; <1 is the importance of the ¢th point. Rewrite the primal SVM con-
strained optimization problem so that the penalty for mis-labeling a point x; is
scaled by the priority p;. Then carry this modification through the derivation
of the dual solution.

5.4 Sequential minimal optimization (SMO). The SMO algorithm is an optimiza-
tion algorithm introduced to speed up the training of SVMs. SMO reduces a
(potentially) large quadratic programming (QP) optimization problem into a
series of small optimizations involving only two Lagrange multipliers. SMO re-
duces memory requirements, bypasses the need for numerical QP optimization
and is easy to implement. In this question, we will derive the update rule for
the SMO algorithm in the context of the dual formulation of the SVM problem.

(a) Assume that we want to optimize equation (5.33) only over a; and ag. Show
that the optimization problem reduces to

1 1

2 2

max ap +ag — §K11041 - 5[(22042 — sKioa1an — Y1001 — Yoz
1,62

Wy (ag,02)

subject to: 0 < ag,as < C Aag + sas =7,

where v = y1 > s yicy, s = 1y € {—1,+1}, K;j = (x; - x;) and v; =
doimg gy Ky for i =1,2.

(b) Substitute the linear constraint a; = v — sag into ¥; to obtain a new objec-
tive function W5 that depends only on ay. Show that the as that maximizes

U, (without the constraints 0 < oy, as < C) can be expressed as
_ S(K11 — Klg)’}/ -+ yg(’l)l — ’UQ) —s+1

(%) )
n

where n = K11 + Koo — 2K15.
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(¢) Show that
vy —ve = f(x1) — f(X2) + azyan — sy27 (K11 — Ki2)

where f(x) = YI", afyi(x; - x) + b* and o] are values for the Lagrange
multipliers prior to optimization over «; and as (similarly, b* is the previous
value for the offset).

(d) Show that
(y2 — f(x2)) — (51 — fx1))

ES
Qo = 0 + Y2

n
(e) For s = 41, define L = max{0,y — C} and H = min{C,~} as the lower
and upper bounds on ay. Similarly, for s = —1, define L = max{0, —y} and
H = min{C, C — v}. The update rule for SMO involves “clipping” the value
of as, i.e.,
ar fL<ag< H
af? =S L ifan<L
H ifay>H

We subsequently solve for a; such that we satisfy the equality constraint,
resulting in oy = of + s(ab — aglw ). Why is “clipping” is required? How are
L and H derived for the case s = +17

5.5 SVMs hands-on.

(a) Download and install the 1ibsvm software library from:
http://www.csie.ntu.edu.tw/"cjlin/libsvm/.
(b) Download the satimage data set found at:
http://www.csie.ntu.edu.tw/"cjlin/libsvmtools/datasets/.

Merge the training and validation sets into one. We will refer to the resulting
set as the training set from now on. Normalize both the training and test
vectors.

(c¢) Consider the binary classification that consists of distinguishing class 6 from
the rest of the data points. Use SVMs combined with polynomial kernels
(see chapter 6) to solve this classification problem. To do so, randomly split
the training data into ten equal-sized disjoint sets. For each value of the
polynomial degree, d = 1,2, 3,4, plot the average cross-validation error plus
or minus one standard deviation as a function of C' (let the other parameters
of polynomial kernels in 1ibsvm, v and ¢, be equal to their default values 1).



5.6 Exercises 103

Report the best value of the trade-off constant C' measured on the validation
set.

(d) Let (C*,d*) be the best pair found previously. Fix C' to be C*. Plot the
ten-fold cross-validation training and test errors for the hypotheses obtained
as a function of d. Plot the average number of support vectors obtained as
a function of d.

(e) How many of the support vectors lie on the margin hyperplanes?

(f) In the standard two-group classification, errors on positive or negative points
are treated in the same manner. Suppose, however, that we wish to penalize
an error on a negative point (false positive error) k > 0 times more than an
error on a positive point. Give the dual optimization problem corresponding
to SVMs modified in this way.

(g) Assume that k is an integer. Show how you can use 1libsvm without writing
any additional code to find the solution of the modified SVMs just described.

(h) Apply the modified SVMs to the classification task previously examined and
compare with your previous SVMs results for & = 2,4, 8, 16.

5.6 Sparse SVM. One can give two types of arguments in favor of the SVM algo-
rithm: one based on the sparsity of the support vectors, another based on the
notion of margin. Suppose that instead of maximizing the margin, we choose
instead to maximize sparsity by minimizing the L, norm of the vector o that
defines the weight vector w, for some p > 1. First, consider the case p = 2.
This gives the following optimization problem:

) 1 m ) m
min 5 Zl a; + 02 & (5.50)

m
subject to yi(Zajiji * Xy + b) > 1-— 6“2 S [m}
j=1

fi,ai > O,i S [m]

(a) Show that modulo the non-negativity constraint on e, the problem coincides
with an instance of the primal optimization problem of SVM.

(b) Derive the dual optimization of problem of (5.50).

(c) Setting p = 1 will induce a more sparse a. Derive the dual optimization in
this case.

5.7 VC-dimension of canonical hyperplanes. The objective of this problem is derive
a bound on the VC-dimension of canonical hyperplanes that does not depend on
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the dimension of feature space. Let S C {x: ||x]| < r}. We will show that the
VC-dimension d of the set of canonical hyperplanes { — sgn(w-x): mingecg |w-

x| =1A||w| < A} verifies
d<riA?. (5.51)

(a) Let {x1,...,%x4} be a set that can be shattered. Show that for all y =
d
(yla PR yd) € {_L +1}d7 d < A” Zi:l iniH.
(b) Use randomization over the labels y and Jensen’s inequality to show that

[ ~d
d<A Zi:l [lx|2.

(c) Conclude that d < r2A2.



6 Kernel Methods

Kernel methods are widely used in machine learning. They are flexible techniques
that can be used to extend algorithms such as SVMs to define non-linear decision
boundaries. Other algorithms that only depend on inner products between sample
points can be extended similarly, many of which will be studied in future chapters.

The main idea behind these methods is based on so-called kernels or kernel func-
tions, which, under some technical conditions of symmetry and positive-definiteness,
implicitly define an inner product in a high-dimensional space. Replacing the orig-
inal inner product in the input space with positive definite kernels immediately
extends algorithms such as SVMs to a linear separation in that high-dimensional
space, or, equivalently, to a non-linear separation in the input space.

In this chapter, we present the main definitions and key properties of positive
definite symmetric kernels, including the proof of the fact that they define an inner
product in a Hilbert space, as well as their closure properties. We then extend the
SVM algorithm using these kernels and present several theoretical results including
general margin-based learning guarantees for hypothesis sets based on kernels. We
also introduce negative definite symmetric kernels and point out their relevance to
the construction of positive definite kernels, in particular from distances or metrics.
Finally, we illustrate the design of kernels for non-vectorial discrete structures by
introducing a general family of kernels for sequences, rational kernels. We describe
an efficient algorithm for the computation of these kernels and illustrate them with
several examples.

6.1 Introduction

In the previous chapter, we presented an algorithm for linear classification, SVMs,
which is both effective in applications and benefits from a strong theoretical jus-
tification. In practice, linear separation is often not possible. Figure 6.1a shows
an example where any hyperplane crosses both populations. However, one can use
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Figure 6.1

Non-linearly separable case. The classification task consists of discriminating between blue and
red points. (a) No hyperplane can separate the two populations. (b) A non-linear mapping can
be used instead.

more complex functions to separate the two sets as in figure 6.1b. One way to de-
fine such a non-linear decision boundary is to use a non-linear mapping ® from the
input space X to a higher-dimensional space H, where linear separation is possible
(see figure 6.2).

The dimension of H can truly be very large in practice. For example, in the
case of document classification, one may wish to use as features sequences of three
consecutive words, i.e., trigrams. Thus, with a vocabulary of just 100,000 words,
the dimension of the feature space H reaches 10'®. On the positive side, the margin
bounds presented in section 5.4 show that, remarkably, the generalization ability of
large-margin classification algorithms such as SVMs do not depend on the dimension
of the feature space, but only on the margin p and the number of training examples
m. Thus, with a favorable margin p, such algorithms could succeed even in very
high-dimensional space. However, determining the hyperplane solution requires
multiple inner product computations in high-dimensional spaces, which can become
be very costly.

A solution to this problem is to use kernel methods, which are based on kernels
or kernel functions.

Definition 6.1 (Kernels) A function K: X x X — R is called a kernel over X.

The idea is to define a kernel K such that for any two points z,z’ € X, K(z,z’) be
equal to an inner product of vectors ®(z) and ®(y):°

Vo, o' € X, K(z,2') = (®(x), ®(z")), (6.1)

6 To differentiate that inner product from the one of the input space, we will typically denote it
by <'a >
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Figure 6.2
An example of a non-linear mapping from 2-dimensions to 3-dimensions, where the task becomes
linearly seperable.

for some mapping ®: X — H to a Hilbert space H called a feature space. Since an
inner product is a measure of the similarity of two vectors, K is often interpreted
as a similarity measure between elements of the input space X.

An important advantage of such a kernel K is efficiency: K is often significantly
more efficient to compute than ® and an inner product in H. We will see several
common examples where the computation of K(z,z’) can be achieved in O(N)
while that of (®(z), (")) typically requires O(dim(H)) work, with dim(H) > N.
Furthermore, in some cases, the dimension of H is infinite.

Perhaps an even more crucial benefit of such a kernel function K is flexibility:
there is no need to explicitly define or compute a mapping ®. The kernel K can
be arbitrarily chosen so long as the existence of ® is guaranteed, i.e. K satisfies
Mercer’s condition (see theorem 6.2).

Theorem 6.2 (Mercer’s condition) Let X C RN be a compact set and let K: XxX — R
be a continuous and symmetric function. Then, K admits a uniformly convergent
expansion of the form

K(z,2') = Z AP ()P (2),
n=0

with a, > 0 iff for any square integrable function ¢ (¢ € Ly(X)), the following
condition holds:

[ | o)t (oo dzde’ > 0.

This condition is important to guarantee the convexity of the optimization problem
for algorithms such as SVMs, thereby ensuring convergence to a global minimum.
A condition that is equivalent to Mercer’s condition under the assumptions of the
theorem is that the kernel K be positive definite symmetric (PDS). This property
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is in fact more general since in particular it does not require any assumption about
X. In the next section, we give the definition of this property and present several
commonly used examples of PDS kernels, then show that PDS kernels induce an
inner product in a Hilbert space, and prove several general closure properties for
PDS kernels.

6.2 Positive definite symmetric kernels

6.2.1 Definitions

Definition 6.3 (Positive definite symmetric kernels) A kernel K: X x X — R is said to
be positive definite symmetric (PDS) if for any {z1,...,2m} C X, the matriz
K = [K(2;,25)]ij € R™*™ is symmetric positive semidefinite (SPSD).

K is SPSD if it is symmetric and one of the following two equivalent conditions
holds:

« the eigenvalues of K are non-negative;

« for any column vector ¢ = (cy,...,cp,) ! € R™*L
m
CTKC = Z CZ‘CjK([L‘i,[L‘j) > 0. (62)
Q=1

For a sample S = (z1,...,2m), K = [K(z;,z;)];; € R™*™ is called the kernel
matriz or the Gram matriz associated to K and the sample S.

Let us insist on the terminology: the kernel matrix associated to a positive defi-
nite kernel is positive semidefinite . This is the correct mathematical terminology.
Nevertheless, the reader should be aware that in the context of machine learning,
some authors have chosen to use instead the term positive definite kernel to imply
a positive definite kernel matrix or used new terms such as positive semidefinite
kernel.

The following are some standard examples of PDS kernels commonly used in
applications.

Example 6.4 (Polynomial kernels) For any constant ¢ > 0, a polynomial kernel of de-
gree d € N is the kernel K defined over RY by:

vx,x' e RN, K(x,x')=(x-x'+¢) (6.3)

Polynomial kernels map the input space to a higher-dimensional space of dimension
(N;d) (see exercise 6.12). As an example, for an input space of dimension N = 2,
a second-degree polynomial (d = 2) corresponds to the following inner product in
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X2 \/§I1$2
-y ] (1.1 (LL+VE V2, —v21) | (1,1, 4+v2 V2, +v2,1)
° ® ® )
> > 2.I‘1
T
® ® ® ®
(=1,-1) (1,-1) (1,1, =v2,—v2,4+v2,1) | (1,1,-v2,+v2,-V2,1)

(a) (b)

Figure 6.3

Ilustration of the XOR classification problem and the use of polynomial kernels. (a) XOR problem
linearly non-separable in the input space. (b) Linearly separable using second-degree polynomial
kernel.

dimension 6:

_ o 5 -
x? x'y
2
3 'y

V2 z119 . V22l
V2exq V2ex)
V2¢ 1o V2ex

c Cc

vx,x' € R?,  K(x,X) = (212} + xaxh +¢)? = (6.4)

Thus, the features corresponding to a second-degree polynomial are the original
features (z1 and x2), as well as products of these features, and the constant feature.
More generally, the features associated to a polynomial kernel of degree d are all
the monomials of degree at most d based on the original features. The explicit
expression of polynomial kernels as inner products, as in (6.4), proves directly that
they are PDS kernels.

To illustrate the application of polynomial kernels, consider the example of fig-
ure 6.3a which shows a simple data set in dimension two that is not linearly sep-
arable. This is known as the XOR problem due to its interpretation in terms of
the exclusive OR (XOR) function: the label of a point is blue iff exactly one of
its coordinates is 1. However, if we map these points to the six-dimensional space
defined by a second-degree polynomial as described in (6.4), then the problem be-
comes separable by the hyperplane of equation z129 = 0. Figure 6.3b illustrates
that by showing the projection of these points on the two-dimensional space defined
by their third and fourth coordinates.
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Example 6.5 (Gaussian kernels) For any constant o > 0, a Gaussian kernel or radial
basis function (RBF) is the kernel K defined over RY by:

!
Vx,x' e RY, K(x,x') =exp (—HX_X”2> . (6.5)
202
Gaussian kernels are among the most frequently used kernels in applications. We
will prove in section 6.2.3 that they are PDS kernels and that they can be derived by
normalization from the kernels K': (x,x’) — exp (x;;/ ) Using the power series ex-
pansion of the exponential function, we can rewrite the expression of K’ as follows:

+oo L \n
vx,x' e RY, K'(x,x) = Z&

n=0

o2npl’

which shows that the kernels K’, and thus Gaussian kernels, are positive linear
combinations of polynomial kernels of all degrees n > 0.

Example 6.6 (Sigmoid kernels) For any real constants a,b > 0, a sigmoid kernel is the
kernel K defined over RV by:

vx,x' € RY, K(x,x') = tanh (a(x-x') +b). (6.6)

Using sigmoid kernels with SVMs leads to an algorithm that is closely related to
learning algorithms based on simple neural networks, which are also often defined
via a sigmoid function. When a < 0 or b < 0, the kernel is not PDS and the
corresponding neural network does not benefit from the convergence guarantees of
convex optimization (see exercise 6.18).

6.2.2 Reproducing kernel Hilbert space
Here, we prove the crucial property of PDS kernels, which is to induce an inner
product in a Hilbert space. The proof will make use of the following lemma.
Lemma 6.7 (Cauchy-Schwarz inequality for PDS kernels) Let K be a PDS kernel. Then,
for any x, 2’ € X,

K(z,2')? < K(z,2)K(2,2"). (6.7)
Proof: Consider the matrix K = ( g((j,’:)) f((f,’zl/))). By definition, if K is PDS,
then K is SPSD for all 2,2’ € X. In particular, the product of the eigenvalues of
K, det(K), must be non-negative, thus, using K(z',z) = K(z,z’), we have

det(K) = K (z,2)K(2,2') — K(x,2")? >0,
which concludes the proof. O
The following is the main result of this section.

Theorem 6.8 (Reproducing kernel Hilbert space (RKHS) ) Let K: X x X — R be a PDS
kernel. Then, there exists a Hilbert space H (see definition A.2) and a mapping ®
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from X to H such that:
Vo, 2' € X, K(z,2') = (®(z), ®(z")). (6.8)
Furthermore, H has the following property known as the reproducing property:
Vh e H,Ve € X, h(z) = (h,K(z,")). (6.9)

H is called a reproducing kernel Hilbert space (RKHS) associated to K.

Proof: For any = € X, define ®(z): X — R as follows:
Vo' € X, ®(z)(z") = K(z,2').
We define Hy as the set of finite linear combinations of such functions ®(z):
Hy = {Zaié(m): a; Rz, € X, || < oo}
i€l

Now, we introduce an operation (-,-) on Hy x Hy defined for all f,g € Hy with
f=2crai®(x;) and g =3, ; b;®(x]) by
(f,9)= Z aibi K (v, 27) = ijf(fé) = Zaig(l'i)'
iel,jet jeJ iel

By definition, (-,-) is symmetric. The last two equations show that (f, g) does not
depend on the particular representations of f and g, and also show that (-,-) is
bilinear. Further, for any f = Zlel ®(x;) € Hy, since K is PDS, we have

E a;a; K :vl,xj ) >0.
i€l

Thus, (-,-) is positive semidefinite bilinear form. This inequality implies more
generally using the bilinearity of (-,-) that for any fi,..., fi, and ¢1,...,¢m € R,

Z cici(fi, fi) = <Zcszzcﬂfﬂ> 2 0.
ij=1 i=1

Hence, (-,-) is a PDS kernel on Hy. Thus, for any f € Hy and any = € X, by
lemma 6.7, we can write

(f, ®(2))* < (f, )@ (), B(x)).

Further, we observe the reproducing property of (-,-): for any f =3, ;a;®(x;) €
Hy, by definition of (-,-),

VeeX, f(z)=>) aK(r,z)=/(f ). (6.10)

i€l
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Thus, [f(2)]? < (f, f)K(z,z) for all x € X, which shows the definiteness of (-, ).
This implies that (-,-) defines an inner product on Hg, which thereby becomes a
pre-Hilbert space. Hy can be completed to form a Hilbert space H in which it is
dense, following a standard construction. By the Cauchy-Schwarz inequality, for
any ¢ € X, f — (f,®(z)) is Lipschitz, therefore continuous. Thus, since Hy is
dense in H, the reproducing property (6.10) also holds over H. |

The Hilbert space H defined in the proof of the theorem for a PDS kernel K is called
the reproducing kernel Hilbert space (RKHS) associated to K. Any Hilbert space
H such that there exists ®: X — H with K(z,z') = (®(x), ®(a’)) for all z,2" € X
is called a feature space associated to K and ® is called a feature mapping. We
will denote by || - ||m the norm induced by the inner product in feature space H:
Iwlm = /(w,w) for all w € H. Note that the feature spaces associated to K
are in general not unique and may have different dimensions. In practice, when
referring to the dimension of the feature space associated to K, we either refer to
the dimension of the feature space based on a feature mapping described explicitly,
or to that of the RKHS associated to K.

Theorem 6.8 implies that PDS kernels can be used to implicitly define a feature
space or feature vectors. As already underlined in previous chapters, the role played
by the features in the success of learning algorithms is crucial: with poor features,
uncorrelated with the target labels, learning could become very challenging or even
impossible; in contrast, good features could provide invaluable clues to the algo-
rithm. Therefore, in the context of learning with PDS kernels and for a fixed input
space, the problem of seeking useful features is replaced by that of finding useful
PDS kernels. While features represented the user’s prior knowledge about the task
in the standard learning problems, here PDS kernels will play this role. Thus, in
practice, an appropriate choice of PDS kernel for a task will be crucial.

6.2.3 Properties
This section highlights several important properties of PDS kernels. We first show
that PDS kernels can be normalized and that the resulting normalized kernels are
also PDS. We also introduce the definition of empirical kernel maps and describe
their properties and extension. We then prove several important closure properties
of PDS kernels, which can be used to construct complex PDS kernels from simpler
ones.

To any kernel K, we can associate a normalized kernel K’ defined by

: _ A
Ve €. K'(e.al) = 0 o it (K(z,z)=0)V (K(2',2") =0)
K(z,z)K(z',z")

otherwise.

(6.11)
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By definition, for a normalized kernel K’, K'(x,z) = 1 for all x € X such that
K(z,z) # 0. An example of normalized kernel is the Gaussian kernel with param-

’
X ).
5):

eter o > 0, which is the normalized kernel associated to K': (x,x’) — exp (%

x-x/

K ’ =5 ’_ 2
vx,x' e RY, (x, x') - — = exp I =] . (6.12)
\/K'(X,X)K'(X',X/) [E e 202

e 202 ¢ 202
Lemma 6.9 (Normalized PDS kernels) Let K be a PDS kernel. Then, the normalized
kernel K' associated to K is PDS.

Proof: Let {z1,...,2,,} C X and let ¢ be an arbitrary vector in R™. We will show
that the sum ijzl ci¢; K'(z;,z;) is non-negative. By lemma 6.7, if K (z;,2;) =0
then K(z;,z;) = 0 and thus K'(x;,z;) = 0 for all j € [m]. Thus, we can assume
that K(x;,2;) > 0 for all ¢ € [m]. Then, the sum can be rewritten as follows:

m m 2
cic; K(z;, ;) _ cicj (®(x;), ®
> >0,
by VE (@, w)K (), 2;) Py} 1 (3) ||z [| 2 xa ||H
where @ is a feature mapping associated to K, which exists by theorem 6.8. (|

As indicated earlier, PDS kernels can be interpreted as a similarity measure since
they induce an inner product in some Hilbert space H. This is more evident for a
normalized kernel K since K (x, ') is then exactly the cosine of the angle between
the feature vectors ®(x) and ®(z’), provided that none of them is zero: ®(x) and
O (') are then unit vectors since ||®(x)||g = ||P(2')||p = /K (z,z) = 1.

While one of the advantages of PDS kernels is an implicit definition of a fea-
ture mapping, in some instances, it may be desirable to define an explicit feature
mapping based on a PDS kernel. This may be to work in the primal for various
optimization and computational reasons, to derive an approximation based on an
explicit mapping, or as part of a theoretical analysis where an explicit mapping
is more convenient. The empirical kernel map ® associated to a PDS kernel K is
a feature mapping that can be used precisely in such contexts. Given a training
sample containing points x1,...,x, € X, &: X — R™ is defined for all z € X by

K(x,21)
O(z) =
K(z,xm)
Thus, ®(z) is the vector of the K-similarity measures of x with each of the training

points. Let K be the kernel matrix associated to K and e; the ¢th unit vector.
Note that for any i € [m], ®(x;) is the ith column of K, that is ®(z;) = Ke;. In
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particular, for all ¢, 5 € [m],
(®(x:), () = (Ke;) " (Kej) = ¢/ K?e;.

Thus, the kernel matrix K’ associated to ® is K2. It may desirable in some cases
to define a feature mapping whose kernel matrix coincides with K. 1Let K2 denote
the SPSD matrix whose square is KT, the pseudo-inverse of K. K2 can be derive(li
from K' via singular value decomposition and if the matrix K is invertible, K2
coincides with K—1/2 (see appendix A for properties of the pseudo-inverse). Then,
P can be defined as follows using the empirical kernel map ®:

VreX, U(z)=K?2d(z).

Using the identity KKK = K valid for any symmetric matrix K, for all 4, j € [m)],
the following holds:

L1 1
(U(z:), U(z;)) = (K °Ke;) (K *Ke;) = e] KK'Ke; = e/ Ke;.

Thus, the kernel matrix associated to ¥ is K. Finally, note that for the feature
mapping 2: X — R™ defined by

VreX, Q)=Kd),

for all 4,5 € [m], we have (Q(z;),Q(z;)) = e] KKIK/Ke; = e/ KK'e;, using the
identity KITKTK = K1 valid for any symmetric matrix K. Thus, the kernel matrix
associated to Q is KK, which reduces to the identity matrix I € R™*™ when K
is invertible, since Kt = K~ in that case.

As pointed out in the previous section, kernels represent the user’s prior knowl-
edge about a task. In some cases, a user may come up with appropriate similarity
measures or PDS kernels for some subtasks — for example, for different subcate-
gories of proteins or text documents to classify. But how can the user combine these
PDS kernels to form a PDS kernel for the entire class? Is the resulting combined
kernel guaranteed to be PDS? In the following, we will show that PDS kernels are
closed under several useful operations which can be used to design complex PDS
kernels. These operations are the sum and the product of kernels, as well as the
tensor product of two kernels K and K’, denoted by K ® K’ and defined by

Vai,zo, 20,05 € X, (K& K')(x1,2],72,75) = K(x1,22) K’ (2, 7).

They also include the pointwise limit: given a sequence of kernels (K, )nen such
that for all x, 2" € X (K, (x,2’))nen admits a limit, the pointwise limit of (K, )nen is
the kernel K defined for all z, 2" € X by K(z,2") = lim,— 400 (Ky) (2, 2"). Similarly,
if Y07 janz™ is a power series with radius of convergence p > 0 and K a kernel
taking values in (—p, +p), then ZZOZO a, K" is the kernel obtained by composition
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of K with that power series. The following theorem provides closure guarantees for
all of these operations.

Theorem 6.10 (PDS kernels — closure properties) PDS kernels are closed under sum,

product, tensor product, pointwise limit, and composition with a power series
oo g ana™ with an, >0 for alln € N.
Proof: We start with two kernel matrices, K and K’, generated from PDS kernels

K and K’ for an arbitrary set of m points. By assumption, these kernel matrices
are SPSD. Observe that for any ¢ € R™*1,

(c"Kc>0)A(c"K'c>0)=c'(K+K')c>0.

By (6.2), this shows that K 4+ K’ is SPSD and thus that K + K’ is PDS. To show
closure under product, we will use the fact that for any SPSD matrix K there exists
M such that K = MMT. The existence of M is guaranteed as it can be generated
via, for instance, singular value decomposition of K, or by Cholesky decomposition.
The kernel matrix associated to KK" is (K;;Kj;);. For any ¢ € R™*1 expressing
K,; in terms of the entries of M, we can write

Z cicj(Ki;Ki;) = Z Cicj([ZMiijk} K;J)

i,j=1 i,j=1 k=1
m m
=30 | 32 oMK
k=1 Lij=1
m
= Z 2] K'zj, >0,
k=1
c1Miy
with z, = [ : . This shows that PDS kernels are closed under product.
cmMmik

The tensor product of K and K’ is PDS as the product of the two PDS kernels

(21,2}, 29, 25) — K(z1,22) and (21,2}, 2, 2h) — K'(z],24). Next, let (K, )nen

be a sequence of PDS kernels with pointwise limit K. Let K be the kernel matrix

associated to K and K,, the one associated to K, for any n € N. Observe that
(Vn, c'K,c> 0) = lim ¢'K,c=c'Kc>0.

n— oo

This shows the closure under pointwise limit. Finally, assume that K is a PDS
kernel with |K(z,2')| < p for all z,z’ € X and let f: z— > >~ ja,z™, a, > 0be a
power series with radius of convergence p. Then, for any n € N, K™ and thus a,, K™
are PDS by closure under product. For any N € N, 25:0 a, K" is PDS by closure
under sum of a, K™s and f o K is PDS by closure under the limit of Zf?fzo an K™
as N tends to infinity. O
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The theorem implies in particular that for any PDS kernel matrix K, exp(K) is
PDS, since the radius of convergence of exp is infinite. In particular, the kernel
K': (x,x') — exp (’;’2‘/) is PDS since (x,x) — x;,j’ is PDS. Thus, by lemma 6.9,
this shows that a Gaussian kernel, which is the normalized kernel associated to K’,
is PDS.

6.3 Kernel-based algorithms

In this section we discuss how SVMs can be used with kernels and analyze the
impact that kernels have on generalization.

6.3.1 SVMs with PDS kernels

In chapter 5, we noted that the dual optimization problem for SVMs as well as the
form of the solution did not directly depend on the input vectors but only on inner
products. Since a PDS kernel implicitly defines an inner product (theorem 6.8), we
can extend SVMs and combine it with an arbitrary PDS kernel K by replacing each
instance of an inner product x -2’ with K (z,z’). This leads to the following general
form of the SVM optimization problem and solution with PDS kernels extending
(5.33):

m 1 m
max o - 3 > gy K (i, x)) (6.13)
i=1 4,j=1

m
subject to: 0 < a; < C' A Zaiyi =0,i € [m].
i—1

In view of (5.34), the hypothesis h solution can be written as:
h(z) = sgn (Z iy K (2, ) + b), (6.14)
i=1

with b = y; — Z;"’:l o,y K(xj,x;) for any z; with 0 < a; < C. We can rewrite
the optimization problem (6.13) in a vector form, by using the kernel matrix K

associated to K for the training sample (x1,...,Z,,) as follows:
max 21'a - (aoy) K(aoy) (6.15)

subject to: 0 < a < CA aTy =0.

In this formulation, o y is the Hadamard product or entry-wise product of the

R™*! whose ith component

vectors « and y. Thus, it is the column vector in
equals a;y;. The solution in vector form is the same as in (6.14), but with b =

yi — (@ oy) Ke; for any z; with 0 < a; < C.
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This version of SVMs used with PDS kernels is the general form of SVMs we
will consider in all that follows. The extension is important, since it enables an
implicit non-linear mapping of the input points to a high-dimensional space where
large-margin separation is sought.

Many other algorithms in areas including regression, ranking, dimensionality re-
duction or clustering can be extended using PDS kernels following the same scheme
(see in particular chapters 9, 10, 11, 15).

6.3.2 Representer theorem

Observe that modulo the offset b, the hypothesis solution of SVMs can be written
as a linear combination of the functions K(z;,-), where z; is a sample point. The
following theorem known as the representer theorem shows that this is in fact a
general property that holds for a broad class of optimization problems, including
that of SVMs with no offset.

Theorem 6.11 (Representer theorem) Let K: X x X — R be a PDS kernel and H its
corresponding RKHS. Then, for any non-decreasing function G: R — R and any
loss function L: R™ — R U {400}, the optimization problem
argmin F(h) = argmin G(||hllw) + L(h(z1), ..., h(zm))
heH heH
admits a solution of the form h* =Y 1" | a;K(z;,-). If G is further assumed to be
increasing, then any solution has this form.

Proof: Let H; = span({K(x;,-): ¢ € [m]}). Any h € H admits the decomposition
h = hy + h* according to H = H; @ ny where @ is the direct sum. Since G is
non-decreasing, G(||h1|lm) < G(\/||h]|Z + [|hH]1%) = G(||h|lm). By the reproducing
property, for all i € [m], h(z;) = (h, K(24,-)) = (h1,K(24,-)) = hi1(z;). Thus,
L(h(z1),...,h(2m)) = L(h1(z1),...,hi(z)) and F(hy) < F(h). This proves the
first part of the theorem. If G is further increasing, then F'(h;) < F(h) when
|h*|lm > 0 and any solution of the optimization problem must be in H;. O

6.3.3 Learning guarantees
Here, we present general learning guarantees for hypothesis sets based on PDS
kernels, which hold in particular for SVMs combined with PDS kernels.

The following theorem gives a general bound on the empirical Rademacher com-
plexity of kernel-based hypotheses with bounded norm, that is a hypothesis set
of the form H = {h € H: ||h|lmw < A}, for some A > 0, where H is the RKHS
associated to a kernel K. By the reproducing property, any h € H is of the form
x = (h,K(x,-)) = (h,®(x)) with ||h||g < A, where ® is a feature mapping associ-
ated to K, that is of the form z — (w, ®(z)) with ||w|jm < A.



118 Chapter 6 Kernel Methods

Theorem 6.12 (Rademacher complexity of kernel-based hypotheses) Let K: X x X — R
be a PDS kernel and let ®: X — H be a feature mapping associated to K. Let S C
{x: K(z,x) <12} be a sample of sizem, and let H = {z — (w, ®(x)) : ||w|u < A}
for some A > 0. Then

A\/Tr < 7“2A2.

1
Rg(H) < —— <y (6.16)
Proof: The proof steps are as follows:
R (H :—IE sup o ®(x; }
(0= B[ s (w Z )
_Ag H D(z; hy-Schwarz, eq.
—E { ZO’ x;) ] (Cauchy-Schwarz, eq. case)
AT 1/2
s [IS e -
smls] ZO’ x;) ” (Jensen’s ineq.)
AT 1/2
2 g Zn«b Iz | (i # = Eloir;) = 0)
AT ¢ 1/2
=—|E K 1y Lg
| E ; (x5, )H

B A\/Tr[K] < r2A2

= < —
The initial equality holds by definition of the empirical Rademacher complexity
(definition 3.1). The first inequality is due to the Cauchy-Schwarz inequality and
[lw|lm < A. The following inequality results from Jensen’s inequality (theorem B.20)
applied to the concave function /. The subsequent equality is a consequence of

Eoloio;] = Eqloi]Eq[o;] = 0 for i # j, since the Rademacher variables o; and
o; are independent. The statement of the theorem then follows by noting that
Tr[K] < mr?. O

The theorem indicates that the trace of the kernel matrix is an important quantity
for controlling the complexity of hypothesis sets based on kernels. Observe that
by the Khintchine—Kahane inequality (D.24), the empirical Rademacher complexity

Re(H) = L E,[| Yot 0:®(x;)||m] can also be lower bounded by \1[ SVALLS [K which
only differb from the upper bound found by the constant ﬁ' Also, note that if
K(x,z) <r? for all z € X, then the inequalities 6.16 hold for all samples S.

The bound of theorem 6.12 or the inequalities 6.16 can be plugged into any of the
Rademacher complexity generalization bounds presented in the previous chapters.
In particular, in combination with theorem 5.8, they lead directly to the following
margin bound similar to that of corollary 5.11.
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Corollary 6.13 (Margin bounds for kernel-based hypotheses) Let K: X x X — R be a
PDS kernel with r* = sup,cy K(z,z). Let ®: X — H be a feature mapping asso-
ciated to K and let H = {x — w - ®(x): ||w|g < A} for some A > 0. Fiz p > 0.
Then, for any § > 0, each of the following statements holds with probability at least
1—6 for any h € H:

~ 2A2 lo
R(h) < Rsp(h) + 24/ - /p + Qif (6.17)

R() < Ry (1) + 2V TR

log 2
3] 235

= (6.18)

6.4 Negative definite symmetric kernels

Often in practice, a natural distance or metric is available for the learning task
considered. This metric could be used to define a similarity measure. As an ex-
ample, Gaussian kernels have the form exp(—d?), where d is a metric for the input
vector space. Several natural questions arise such as: what other PDS kernels can
we construct from a metric in a Hilbert space? What technical condition should d
satisfy to guarantee that exp(—d?) is PDS? A natural mathematical definition that
helps address these questions is that of negative definite symmetric (NDS) kernels.

Definition 6.14 (Negative definite symmetric (NDS) kernels) A kernel K: X x X — R
is said to be negative-definite symmetric (NDS) if it is symmetric and if for all
{z1,...,2,} CX and c € R™*! with 1Tc = 0, the following holds:

¢ Kc <0.

Clearly, if K is PDS, then —K is NDS, but the converse does not hold in general.
The following gives a standard example of an NDS kernel.

Example 6.15 (Squared distance — NDS kernel) The squared distance (z,z') — ||z’ —
z|? in RY defines an NDS kernel. Indeed, let ¢ € R™*! with 7", ¢; = 0. Then,
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for any {x1,...,zm} C X, we can write
m m
37 il —x512 = Y cies(lxl® + %1% - 2x: - x;)
i,j=1 ij=1
m

> ciei(ball® + l1x41%) —2Zczxz chxj

i,j=1

m

> aiciIxill + 1Ix;1%) —2|\Zczxzy|

i,j=1

m

> eicilllxall* + IIx;01%)

ij=1

_ (f‘;cj) (ici(nxi”?) + (i) (gcjnxﬂ) -

IN

The next theorems show connections between NDS and PDS kernels. These
results provide another series of tools for designing PDS kernels.

Theorem 6.16 Let K' be defined for any x¢ by
K'(z,2') = K(x,20) + K(2',20) — K(z,2") — K(z0,%0)
for all z, 2’ € X. Then K is NDS iff K' is PDS.

Proof: Assume that K’ is PDS and define K such that for any x¢ we have K (x,2’) =
K(x,70)+K (29,2")— K (29, 20)—K'(z,2'). Then for any ¢ € R™ such thatc'1 =0

and any set of points (x1,...,Z;,) € X™ we have
m m m m m
g cici K xl,x] ( E ciK (x;, xo )( E Cj) +( E cl)( E c; K a:o,xj )
i,j=1 j=1 i=1 j=1
m 2
- ( g ci) (20, x0) E cic; K'(wi,5) E cic; K' (@i, z;) <0.
1=1 3,7=1 1,7=1

which proves K is NDS.

Now, assume K is NDS and define K’ for any zg as above. Then, for any ¢ € R™,
we can define ¢y = —c ' 1 and the following holds by the NDS property for any points
(1,...,2m) € X™ as well as z( defined previously: Z?szo cic; K (x;,x;) <0. This
implies that

(S etanno)(50) = () (Sekon)

=0 i=0

m
2
— (ch) K(zg,20) — Z cic; K'(x;,x5) Z cic; K'(x,25) <0,

=0 4,7=0 4,7=0
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which implies 2 Z;nj:l cici K/ (x5, 25) > —2co Y e o i K (i, 20) + K (20, 20) = 0.

,

The equality holds since Vo € X, K'(x, z9) = 0. |

This theorem is useful in showing other connections, such the following theorems,
which are left as exercises (see exercises 6.17 and 6.18).

Theorem 6.17 Let K: X x X — R be a symmetric kernel. Then, K is NDS iff
exp(—tK) is a PDS kernel for all t > 0.

The theorem provides another proof that Gaussian kernels are PDS: as seen earlier
(Example 6.15), the squared distance (z,2') + |z — 2'||?> in RY is NDS, thus
(z,2") = exp(—t||z — 2'||?) is PDS for all ¢ > 0.

Theorem 6.18 Let K: X x X — R be an NDS kernel such that for all z,x’' €
X,K(xz,2') = 0 iff x = a’. Then, there exists a Hilbert space H and a mapping
®: X — H such that for all z,2' € X,

K(z,2") = ||@(x) — @ (=)
Thus, under the hypothesis of the theorem, VK defines a metric.

This theorem can be used to show that the kernel (x,2’) — exp(—|z — 2/|P) in R
is not PDS for p > 2. Otherwise, for any t > 0, {z1,...,2,} € X and ¢ € R™*!
we would have:

m m
Z cicje Il = Z cicje It et el 5
ij=1 ij=1
This would imply that (x,2') — |z — '[P is NDS for p > 2, which can be proven
(via theorem 6.18) not to be valid.

6.5 Sequence kernels

The examples given in the previous sections, including the commonly used poly-
nomial or Gaussian kernels, were all for PDS kernels over vector spaces. In many
learning tasks found in practice, the input space X is not a vector space. The
examples to classify in practice could be protein sequences, images, graphs, parse
trees, finite automata, or other discrete structures which may not be directly given
as vectors. PDS kernels provide a method for extending algorithms such as SVMs
originally designed for a vectorial space to the classification of such objects. But,
how can we define PDS kernels for these structures?

This section will focus on the specific case of sequence kernels, that is, kernels
for sequences or strings. PDS kernels can be defined for other discrete structures
in somewhat similar ways. Sequence kernels are particularly relevant to learning
algorithms applied to computational biology or natural language processing, which
are both important applications.
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How can we define PDS kernels for sequences, which are similarity measures for
sequences? One idea consists of declaring two sequences, e.g., two documents or
two biosequences, as similar when they share common substrings or subsequences.
One example could be the kernel between two sequences defined by the sum of the
product of the counts of their common substrings. But which substrings should
be used in that definition? Most likely, we would need some flexibility in the
definition of the matching substrings. For computational biology applications, for
example, the match could be imperfect. Thus, we may need to consider some
number of mismatches, possibly gaps, or wildcards. More generally, we might need
to allow various substitutions and might wish to assign different weights to common
substrings to emphasize some matching substrings and deemphasize others.

As can be seen from this discussion, there are many different possibilities and
we need a general framework for defining such kernels. In the following, we will
introduce a general framework for sequence kernels, rational kernels, which will
include all the kernels considered in this discussion. We will also describe a general
and efficient algorithm for their computation and will illustrate them with some
examples.

The definition of these kernels relies on that of weighted transducers. Thus, we
start with the definition of these devices as well as some relevant algorithms.

6.5.1 Weighted transducers

Sequence kernels can be effectively represented and computed using weighted trans-
ducers. In the following definition, let X denote a finite input alphabet, A a finite
output alphabet, and e the empty string or null label, whose concatenation with
any string leaves it unchanged.

Definition 6.19 A weighted transducer T is a 7-tuple T = (X, A, Q, I, F, E, p) where
Y is a finite input alphabet, A a finite output alphabet, Q) is a finite set of states,
I C Q the set of initial states, F' C Q the set of final states, E a finite multiset of
transitions elements of Q@ x (XU {e}) x (AU{e}) xRx Q, and p: F = R a final
weight function mapping F' to R. The size of transducer T is the sum of its number
of states and transitions and is denoted by |T)|.”

Thus, weighted transducers are finite automata in which each transition is labeled
with both an input and an output label and carries some real-valued weight. Fig-
ure 6.4 shows an example of a weighted finite-state transducer. In this figure, the
input and output labels of a transition are separated by a colon delimiter, and the
weight is indicated after the slash separator. The initial states are represented by

7 A multiset in the definition of the transitions is used to allow for the presence of several transitions
from a state p to a state ¢ with the same input and output label, and even the same weight, which
may occur as a result of various operations.
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Figure 6.4
Example of weighted transducer.

a bold circle and final states by double circles. The final weight p[g] at a final state
q is displayed after the slash.

The input label of a path 7 is a string element of ¥* obtained by concatenating
input labels along m. Similarly, the output label of a path 7 is obtained by con-
catenating output labels along w. A path from an initial state to a final state is
an accepting path. The weight of an accepting path is obtained by multiplying the
weights of its constituent transitions and the weight of the final state of the path.

A weighted transducer defines a mapping from ¥* x A* to R. The weight associ-
ated by a weighted transducer 7' to a pair of strings (z,y) € ¥* x A* is denoted by
T(z,y) and is obtained by summing the weights of all accepting paths with input
label  and output label y. For example, the transducer of figure 6.4 associates to
the pair (aab,baa) the weight 3 x 1 x 4 x 24+ 3 x 2 X 3 X 2, since there is a path
with input label aab and output label baa and weight 3 x 1 x 4 x 2, and another
one with weight 3 x 2 x 3 x 2.

The sum of the weights of all accepting paths of an acyclic transducer, that is
a transducer T' with no cycle, can be computed in linear time, that is O(|T)),
using a general shortest-distance or forward-backward algorithm. These are simple
algorithms, but a detailed description would require too much of a digression from
the main topic of this chapter.

Composition An important operation for weighted transducers is composition,
which can be used to combine two or more weighted transducers to form more
complex weighted transducers. As we shall see, this operation is useful for the
creation and computation of sequence kernels. Its definition follows that of compo-
sition of relations. Given two weighted transducers T = (X, A, Q1, I1, F1, E1, p1)
and To = (A, Q, Q2, I, Fy, Es, p2), the result of the composition of T} and T5 is a
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weighted transducer denoted by Tj o Ty and defined for all € ¥* and y € Q* by

(TyoTo)(z,y) = > Ti(w,2) Ta(zy), (6.19)
ZEA*
where the sum runs over all strings z over the alphabet A. Thus, composition is
similar to matrix multiplication with infinite matrices.

There exists a general and efficient algorithm to compute the composition of two
weighted transducers. In the absence of es on the input side of T; or the output
side of Ty, the states of Ty o T = (X,A,Q, I, F, E, p) can be identified with pairs
made of a state of 77 and a state of Tp, @ C @1 X (2. Initial states are those
obtained by pairing initial states of the original transducers, I = I x I, and
similarly final states are defined by F' = Q N (F; x F»). The final weight at a state
(q1,92) € F1 X F5 is p(q) = p1(q1)p2(g=2), that is the product of the final weights at
¢q1 and ¢o. Transitions are obtained by matching a transition of 17 with one of T5
from appropriate transitions of 77 and T5:

E= O {((ql,qi),a,cvwl ®wz,(qz,q§)>}'

(q1,a,b,w1,92)€EEL

(q1,b,¢,w2,95) E B2
Here, W denotes the standard join operation of multisets as in {1,2} W {1,3} =
{1,1,2,3}, to preserve the multiplicity of the transitions.

In the worst case, all transitions of 77 leaving a state ¢; match all those of Tb
leaving state ¢}, thus the space and time complexity of composition is quadratic:
O(|T1]|Tz]). In practice, such cases are rare and composition is very efficient. Fig-
ure 6.5 illustrates the algorithm in a particular case.

As illustrated by figure 6.6, when 77 admits output € labels or T» input € labels,
the algorithm just described may create redundant e-paths, which would lead to
an incorrect result. The weight of the matching paths of the original transducers
would be counted p times, where p is the number of redundant paths in the result
of composition. To avoid with this problem, all but one e-path must be filtered out
of the composite transducer. Figure 6.6 indicates in boldface one possible choice for
that path, which in this case is the shortest. Remarkably, that filtering mechanism
itself can be encoded as a finite-state transducer F (figure 6.6b).

To apply that filter, we need to first augment 77 and 7> with auxiliary symbols
that make the semantics of e explicit: let T} (Tg) be the weighted transducer
obtained from T (respectively T5) by replacing the output (respectively input) e
labels with es (respectively €;) as illustrated by figure 6.6. Thus, matching with the
symbol €; corresponds to remaining at the same state of 77 and taking a transition
of Ty with input €. €5 can be described in a symmetric way. The filter transducer
F disallows a matching (es,€2) immediately after (e;,€;) since this can be done
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Figure 6.5

(a) Weighted transducer T;. (b) Weighted transducer T. (c) Result of composition of T and
To, T1 o Th. Some states might be constructed during the execution of the algorithm that are
not co-accessible, that is, they do not admit a path to a final state, e.g., (3,2). Such states and
the related transitions (in red) can be removed by a trimming (or connection) algorithm in linear
time.

instead via (eg, €1). By symmetry, it also disallows a matching (€1, €1) immediately
after (eq, €2). In the same way, a matching (€1, €1) immediately followed by (es, €1)
is not permitted by the filter F' since a path via the matchings (ea,€1)(e1,€1) is
possible. Similarly, (€2, €2)(€a, €1) is ruled out. It is not hard to verify that the filter
transducer F' is precisely a finite automaton over pairs accepting the complement
of the language

L =0"((e1,€1)(€2, €2) + (€2, €2) (€1, €1) + (€1, €1) (€2, €1) + (€2, €2) (€2, €1))0™,

where o = {(e1,€1), (€2, €2), (€2,€1),z}. Thus, the filter F' guarantees that exactly
one e-path is allowed in the composition of each € sequences. To obtain the correct
result of composition, it suffices then to use the e-free composition algorithm already

described and compute
Tl [¢] F o T2. (620)
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(21‘:81)
b b:e 'b:e
’52351):(82:52)
1 : ,

Figure 6.6

Redundant e-paths in composition. All transition and final weights are equal to one. (a) A
straightforward generalization of the e-free case would generate all the paths from (1,1) to (3,2)
when composing 77 and 7> and produce an incorrect results in non-idempotent semirings. (b)
Filter transducer F. The shorthand x is used to represent an element of X.

Indeed, the two compositions in Ty o F o T no longer involve es. Since the size
of the filter transducer F is constant, the complexity of general composition is the
same as that of e-free composition, that is O(]T1]|Tz]). In practice, the augmented
transducers T; and T are not explicitly constructed, instead the presence of the
auxiliary symbols is simulated. Further filter optimizations help limit the number
of non-coaccessible states created, for example, by examining more carefully the
case of states with only outgoing non-e-transitions or only outgoing e-transitions.

6.5.2 Rational kernels
The following establishes a general framework for the definition of sequence kernels.

Definition 6.20 (Rational kernels) A kernel K: ¥* x ¥* — R is said to be rational
if it coincides with the mapping defined by some weighted transducer U: Vx,y €
X K(x,y) =Ulz,y).
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Note that we could have instead adopted a more general definition: instead of us-
ing weighted transducers, we could have used more powerful sequence mappings
such as algebraic transductions, which are the functional counterparts of context-
free languages, or even more powerful ones. However, an essential need for kernels
is an efficient computation, and more complex definitions would lead to substan-
tially more costly computational complexities for kernel computation. For rational
kernels, there exists a general and efficient computation algorithm.

Computation We will assume that the transducer U defining a rational kernel K
does not admit any e-cycle with non-zero weight, otherwise the kernel value is
infinite for all pairs. For any sequence x, let T}, denote a weighted transducer with
just one accepting path whose input and output labels are both x and its weight
equal to one. T}, can be straightforwardly constructed from z in linear time O(|z]).
Then, for any z,y € ¥*, U(z,y) can be computed by the following two steps:

1. Compute V = T, 0UoT, using the composition algorithm in time O(|U||Ty||Ty]).
2. Compute the sum of the weights of all accepting paths of V' using a general
shortest-distance algorithm in time O(|V]).

By definition of composition, V is a weighted transducer whose accepting paths are
precisely those accepting paths of U that have input label x and output label y.
The second step computes the sum of the weights of these paths, that is, exactly
U(z,y). Since U admits no e-cycle, V is acyclic, and this step can be performed in
linear time. The overall complexity of the algorithm for computing U (z,y) is then
in O(|U||T,||Ty]). Since U is fixed for a rational kernel K and |T,| = O(|z|) for any
x, this shows that the kernel values can be obtained in quadratic time O(|z||y]).
For some specific weighted transducers U, the computation can be more efficient,
for example in O(|z| + |y|) (see exercise 6.20).

PDS rational kernels For any transducer T, let T~! denote the inverse of T, that is
the transducer obtained from T by swapping the input and output labels of every
transition. For all z,y, we have T~1(z,y) = T(y,x). The following theorem gives a
general method for constructing a PDS rational kernel from an arbitrary weighted
transducer.

Theorem 6.21 For any weighted transducer T = (3,A,Q, I, F, E,p), the function
K =ToT ! is a PDS rational kernel.

Proof: By definition of composition and the inverse operation, for all x,y € >*,

K(l‘,y) = Z T(xvz) T(yaz)

ZEA*
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b:e/l b:g/1 b:e/1 b:e/A b:g/l

R omey
a:a/l 1 a:a/l

bib/1 bib/1
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Figure 6.7

a) Transducer Thigram defining the bigram kernel Thigram oT ! for ¥ = {a, b}. (b) Transducer
g g bigram

Tgappy-bigram defining the gappy bigram kernel Tgappy_bigram © Tg;Lpr,bigrarrx with gap penalty

A€ (0,1).

K is the pointwise limit of the kernel sequence (K,), >0 defined by:
VneN,Vr,y € ¥, Ky(z,y) = Y T(z,2)T(y,2),

lz|<n

where the sum runs over all sequences in A* of length at most n. K, is PDS
since its corresponding kernel matrix K,, for any sample (z1,...,2,,) is SPSD.
This can be see form the fact that K,, can be written as K,, = AAT with A =
(Kn(i, 25))icim),je[N], Where 21, ..., zy is some arbitrary enumeration of the set of
strings in X* with length at most n. Thus, K is PDS as the pointwise limit of the
sequence of PDS kernels (K},)nen- O

The sequence kernels commonly used in computational biology, natural language
processing, computer vision, and other applications are all special instances of ra-
tional kernels of the form T o T—!. All of these kernels can be computed efficiently
using the same general algorithm for the computational of rational kernels presented
in the previous paragraph. Since the transducer U = T o T~! defining such PDS
rational kernels has a specific form, there are different options for the computation
of the composition T, o U o T};:

« compute U = T o T~ first, then V =T, o U oTy;

« compute Vi =T, oT and Vo =T, o T first, then V =V o V{l;

« compute first Vi =T, o T, then Vo = Vi oT~ 1, then V = V50 Ty, or the similar
series of operations with  and y permuted.

All of these methods lead to the same result after computation of the sum of the
weights of all accepting paths, and they all have the same worst-case complexity.
However, in practice, due to the sparsity of intermediate compositions, there may
be substantial differences between their time and space computational costs. An
alternative method based on an n-way composition can further lead to significantly
more efficient computations.
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Example 6.22 (Bigram and gappy bigram sequence kernels) Figure 6.7a shows a weighted
transducer Thigram defining a common sequence kernel, the bigram sequence kernel,
for the specific case of an alphabet reduced to ¥ = {a,b}. The bigram kernel as-
sociates to any two sequences x and y the sum of the product of the counts of all
bigrams in x and y. For any sequence x € ¥* and any bigram z € {aa, ab, ba, bb},
Thigram (2, 2) is exactly the number of occurrences of the bigram z in x. Thus,
by definition of composition and the inverse operation, Thigram © Tb_iglmm computes
exactly the bigram kernel.

Figure 6.7b shows a weighted transducer Tyappy_bigram defining the so-called gappy
bigram kernel. The gappy bigram kernel associates to any two sequences x and y
the sum of the product of the counts of all gappy bigrams in x and y penalized
by the length of their gaps. Gappy bigrams are sequences of the form aua, aub,
bua, or bub, where u € ¥* is called the gap. The count of a gappy bigram is
multiplied by Al“l for some fixed \ € (0,1) so that gappy bigrams with longer gaps
contribute less to the definition of the similarity measure. While this definition
could appear to be somewhat complex, figure 6.7 shows that Tyappy bigram can be
straightforwardly derived from Tiigram. The graphical representation of rational
kernels helps understanding or modifying their definition.

Counting transducers The definition of most sequence kernels is based on the counts
of some common patterns appearing in the sequences. In the examples just exam-
ined, these were bigrams or gappy bigrams. There exists a simple and general
method for constructing a weighted transducer counting the number of occurrences
of patterns and using them to define PDS rational kernels. Let X be a finite au-
tomaton representing the set of patterns to count. In the case of bigram kernels
with ¥ = {a,b}, X would be an automaton accepting exactly the set of strings
{aa, ab,ba,bb}. Then, the weighted transducer of figure 6.8 can be used to compute
exactly the number of occurrences of each pattern accepted by X.

Theorem 6.23 For any x € X* and any sequence z accepted by X, Teount(2, z) s the
number of occurrences of z in x.

Proof: Let x € ¥* be an arbitrary sequence and let z be a sequence accepted by
X. Since all accepting paths of Tiount have weight one, Teount (2, 2) is equal to the
number of accepting paths in Teount with input label x and output z.

Now, an accepting path 7 in Teount With input x and output z can be decomposed
as m = my mo1 M1, Where g is a path through the loops of state 0 with input label
some prefix g of x and output label €, mp; an accepting path from 0 to 1 with input
and output labels equal to z, and 7 a path through the self-loops of state 1 with
input label a suffix 1 of x and output €. Thus, the number of such paths is exactly
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Figure 6.8

Counting transducer Tcount for ¥ = {a,b}. The “transition” X : X/1 stands for the weighted
transducer created from the automaton X by adding to each transition an output label identical
to the existing label, and by making all transition and final weights equal to one.

the number of distinct ways in which we can write sequence x as x = xgzx1, which
is exactly the number of occurrences of z in x. (Il

The theorem provides a very general method for constructing PDS rational kernels
Teount © Tigl,y that are based on counts of some patterns that can be defined via
a finite automaton, or equivalently a regular expression. Figure 6.8 shows the
transducer for the case of an input alphabet reduced to ¥ = {a,b}. The general
case can be obtained straightforwardly by augmenting states 0 and 1 with other
self-loops using other symbols than a and b. In practice, a lazy evaluation can be
used to avoid the explicit creation of these transitions for all alphabet symbols and
instead creating them on-demand based on the symbols found in the input sequence
x. Finally, one can assign different weights to the patterns counted to emphasize
or deemphasize some, as in the case of gappy bigrams. This can be done simply
by changing the transitions weight or final weights of the automaton X used in the
definition of Tiount-

6.6 Approximate kernel feature maps

In the previous sections, we have seen the benefits that kernel methods can provide
by implicitly and efficiently mapping a learning problem from the input space X to
a richer feature space H. One potential drawback when using kernel methods, is
that the kernel function needs to be evaluated on all pairs of points in the training
set. If this set contains a very large number of instances, then the O(m?) cost
in memory and O(m?Cf) cost in computation, where C is the cost of a single
kernel function evaluation, may be prohibitive. Another consideration is the cost
of making predictions with a trained model. Evaluating the kernelized function
h(z) = >, o K(x;, z) + b requires O(m) storage and O(mCk) computation cost
(the exact amount of storage and number of operations depends on the number of
support vectors).

Note that if we use explicit feature vectors x € RY, then the primal formulation of
the SVM problem can be used for training. The primal formulation incurs only an
O(Nm) storage cost and evaluation requires only O(NN) storage and computation
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Table 6.1

Examples of normalized shift-invariant kernels (defined over x,x’ € RN) and their corresponding
densities (defined over w € RV).

G(x—x') p(w)
2 —D 2
Gaussian exp ( — w) (2m) 72 exp (- L‘é” )
. / N 1
Laplacian | exp ( —|lx —x ||1) L, T(4w?)
N
Cauchy | W exp (= [lwll1)

time: h(x) = w-x+0b. However, these observations are only useful if N < m, which
is likely not the case when considering the explicit feature maps ®(z) induced by
a kernel function. For example, given an input feature space of dimension NV, the
dimension of the kernel feature map for a polynomial kernel of degree d is O(N?). In
the case of Gaussian kernels the explicit feature map dimension is infinite. So clearly
using explicit kernel feature maps in general is not possible and again emphasizes
that using kernel functions to compute inner products implicitly is crucial.

In this section we show that a compromise is possible by constructing approzimate
kernel feature maps. These are feature maps with a user-specified dimension D,
U(z) € RP, which guarantee ¥(z) - ¥(z') ~ K(x,2') when using a sufficiently
large dimension D. To begin, we state a classical result from the field of harmonic
analysis.

Theorem 6.24 (Bochner’s theorem) A continuous kernel of the form K(z,z') = G(x —
a') defined over a locally compact set X is positive definite if and only if G is the
Fourier transform of a non-negative measure. That is,

Glz) = /x plw)e dw,

where p is a non-negative measure.

Kernels of the form K(x,2') = G(x — 2’) are called shift-invariant kernels. Note
that if the kernel is scaled such that G(0) = 1, then p is in fact a probability
distribution. Several examples of such kernels and their corresponding distributions
are displayed in table 6.1. The next proposition provides a simplified expression in
the case of real-valued kernels.

Proposition 6.25 Let K be a continuous real-valued shift-invariant kernel and let p
denote its corresponding non-negative measure as in theorem 6.24. Furthermore,
assume that for all x € X we have K(x,x) =1 so that p is a probability distribution.
Then, the following identity holds:

L, [[cos(w -z),sin(w - z)] ’ [ cos(w - '), sin(w - x')ﬂ = K(z,2).
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Proof: First, since both K and p are real-valued, it suffices to consider only the
real portion of e'* when invoking theorem 6.24. Thus, using Re[e?®] = Re[cos(z) +
isin(x)] = cos(x), we have

K(x,2') = Re[K(z,2')] = /xp(w) cos(w - (x —2')) dw.

Next, by the standard trigonometric identity cos(a—b) = cos(a) cos(b)+sin(a) sin(b),
we have

/xp(w) cos(w - (z —2')) dw
= /xp(w)(cos(w - x) cos(w - &') + sin(w - @) sin(w - ') dw

= E [[cos(w - x),sin(w - z)] T [ cos(w - #'),sin(w - x’)]} ,

which completes the proof of the proposition. O

This proposition provides the motivation for a very simple method for generating
for any D > 1, an approximate kernel map ¥ € R?P, defined for all z € X by

() = % [cos(ewr - ), sin(wi - @), ..., cos(wp - @), sin(wp - )] T e

where w;s, @ = 1,..., D, are sampled i.i.d. according to the measure p over X
corresponding to kernel K considered. Thus,

1 & T
U(z) U(2') = ) Z [cos(wi - x), sin(w; - x)] {cos(wi -2'), sin(w; - x')}

is the empirical analog of the expectation computed in proposition 6.25. The follow-
ing theorem shows that this empirical estimate converges uniformly over all points
in a compact domain X as D grows.

Lemma 6.26 Let K be a continuously differentiable kernel function that satisfies the
conditions of proposition 6.25 and has associated measure p. Furthermore, assume
X is compact and let N denote its dimension, R denote the radius of the Euclidean
ball containing X, and 02 = Bupll|lw]|?] < co. Then, for ¥ € RP as defined in
(6.21), the following holds for any 0 < r < 2R and € > 0:

D762) N droy

P| sup |¥(z) V(') — K(z,2")| > € SQN(2R,r)exp(— S

z,x’€X €

Where the probability is with respect to the draws of w ~ p and N'(R,r) denotes the
minimal number of balls of radius r needed to cover a ball of radius R.

Proof: Define Z = {z: z = x — 2/, x,2’ € X} and note that Z is contained in a ball
of radius at most 2R. Z is a closed set since X is closed and thus Z is a compact
set. For convenience, define B = N'(2R,r) the number of balls of radius r needed
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to cover Z and let z;, for j € [B], denote the center of the covering balls. Thus, for
any z € Z there exists a j such that z = z; + ¢ where || < r.

Next, define S(z) = ¥(z) - ¥(2') — K(x,2'), where z = = — 2/. Since S is
continuously differentiable over the compact set Z, it is L-Lipschitz with L

sup,co [[VS(2)||. Note that if L < 5~ and for all j € [B] we have |S(z;)| < 3,

then the following inequality holds for all z = z; +§ € Z:
15(2)] = 15(2j +9)| < Llzj = (2 +0)| +5(2)| < rL + % <e. (6.22)

The remainder of this proof bounds the probability of the events L > o and

|S(z;)| > §. Note, all following probabilities and expectations are with respect to
the random variables wq, ..., wp.

To bound the probability of the first event, we use proposition 6.25 and the
linearity of expectation, which implies the key fact E[V (¥ (z) ¥ (z'))] = VK (z,z’).
We proceed with the following series of inequalities:

Bl = B | sup [VS(:)|

—B | swp [V00() - 0(a) - VE (o) P

<2E| sup [[V(¥(z)- ¥(a"))|?| +2 sup [[VK(z,a")|
Lxz,x’€X i z,x'€X

=2E| sup [V(¥(z) U()[*| +2 sup [|E[V(¥(x) ¥())]|

Lx,x’€X z,x' €X

<A4E | sup [|[V(¥(z)-T()|?|,

Lz,z’'€X

where the first inequality holds due to the the inequality ||a + b||* < 2|a|* + 2/|b]|?
(which follows from Jensen’s inequality) and the subadditivity of the supremum
function. The second inequality also holds by Jensen’s inequality (applied twice)
and again the subadditivity of supremum function. Furthermore, using a sum-
difference trigonometric identity and computing the gradient with respect to z =
x — ', yield the following for any z,z’ € X:

L 2
V(¥(z) ¥(z')) =V (D Z cos(w; + ) cos(w; - o) + sin(w; - x) sin(w; - x’))

D D
= V(é;cos((ﬂi . (37 — 33/))) = é;wz Sin(wi . (LL' _ {,C/))
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Combining the two previous results gives
E[L%] < 4E [ sup Zw, sin(w; - (x — 2'))
z,x’'€X
1 2
<4 (5 1)
<1,k (5 Z - }
i=

D
1
<1 E_ [D; P = 48 [lol?) = 403,

w1

]

which follows from the triangle inequality, | sin(-)| < 1, Jensen’s inequality and the
fact that the w;s are drawn i.i.d. derive the final expression. Thus, we can bound
the probability of the first event via Markov’s inequality:

P [L > i] < ( (6.23)

4roy, ) 2
2rl — ’

€
To bound the probability of the second event, note that, by definition, S(z) is a
sum of D i.i.d. variables, each bounded in absolute value by % (since, for all x
and 2, we have |K(z,z')| <1 and |¥(z)- ¥(z')| < 1), and E[S(z)] = 0. Thus, by
Hoeffding’s inequality and the union bound, we can write

2

IP[EIje[B]:| (z)| > } ZP[|SZ]|> }ﬁQBeXp(—D%). (6.24)

Finally, combining (6.22), (6.23), (6.24), and the definition of B we have

P [sup 1S(2)] > e} < 2N(2R,r)exp(— D—ez) + (47”%)27

z€Z 8 €
which completes the lemma. O

A key factor in the bound of the lemma is the covering number N (2R, ), which
strongly depends on the dimension of the space N. In the following lemma, we make
this dependency explicit for one especially simple case, although similar arguments
hold for more general scenarios as well.

Lemma 6.27 Let X C RN be a compact and let R denote the radius of the smallest
enclosing ball. Then, the following inequality holds:
3R\N
N(Ra T) S (7>

r

Proof: First, by using the volume of balls in RY we already see that RY /(r/3)N =
(3R/r)N is a trivial upper bound on the number of balls of radius r/3 that can
be packed into a ball of radius R without intersecting. Now, consider a maximal
packing of at most (3R/r)™ balls of radius r/3 into the ball of radius R. Every
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point in the ball of radius R is at distance at most r from the center of at least
one of the packing balls. If this were not true, we would be able to fit another
ball into the packing, thereby contradicting the assumption that it is a maximal
packing. Thus, if we grow the radius of the at most (3R/r)" balls to 7, they will
then provide a (not necessarily minimal) cover of the ball of radius R. O

Finally, by combining the two previous lemmas, we can present an explicit finite
sample approximation bound.

Theorem 6.28 Let K be a continuously differentiable kernel function that satisfies the
conditions of proposition 6.25 and has associated measure p. Furthermore, assume
07 = Eunplllw]|?] < 00 and X C RN. Let R denote the radius of the Euclidean ball
containing X. Then, for ¥ € RP as defined in (6.21) and any 0 < € < 32Ra,, the

following holds

4 2 De?
P | sup, I¥lo) ) K(oa)| 2 < (B2 ) oo (- 95

Proof: We use lemma 6.27 in conjunction with lemma 6.26 with the following choice
of r:

T =

2
2(6R)N exp(—2<) ] ¥

(f2e)? |
which results in the following expression

24Ro,\ ¥+2 De2
P|s > el <4 P __re ).
{:22“”'-%-( : ) eXp( 4<N+2>)

Since 32Ro,/e > 1, the exponent 1\2,—% can be replaced by 2, which completes the

proof. |
The previous theorem provides the guarantee that a good estimate of the kernel
function can be found, with high probability, by sampling a finite number of co-
ordinates D. In particular, for an absolute error of at most € it suffices to sample
D= O(Eﬂ2 log (%)) coordinates.

6.7 Chapter notes

The mathematical theory of PDS kernels in a general setting originated with the
fundamental work of Mercer [1909] who also proved the equivalence of a condition
similar to that of theorem 6.2 for continuous kernels with the PDS property. The
connection between PDS and NDS kernels, in particular theorems 6.18 and 6.17,
are due to Schoenberg [1938]. A systematic treatment of the theory of reproducing
kernel Hilbert spaces was presented in a long and elegant paper by Aronszajn [1950].
For an excellent mathematical presentation of PDS kernels and positive definite
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functions we refer the reader to Berg, Christensen, and Ressel [1984], which is also
the source of several of the exercises given in this chapter.

The fact that SVMs could be extended by using PDS kernels was pointed out
by Boser, Guyon, and Vapnik [1992]. The idea of kernel methods has been since
then widely adopted in machine learning and applied in a variety of different tasks
and settings. The following two books are in fact specifically devoted to the study
of kernel methods: Schélkopf and Smola [2002] and Shawe-Taylor and Cristianini
[2004]. The classical representer theorem is due to Kimeldorf and Wahba [1971].
A generalization to non-quadratic cost functions was stated by Wahba [1990]. The
general form presented in this chapter was given by Schélkopf, Herbrich, Smola,
and Williamson [2000].

Rational kernels were introduced by Cortes, Haffner, and Mohri [2004]. A general
class of kernels, convolution kernels, was earlier introduced by Haussler [1999]. The
convolution kernels for sequences described by Haussler [1999], as well as the pair-
HMM string kernels described by Watkins [1999], are special instances of rational
kernels. Rational kernels can be straightforwardly extended to define kernels for
finite automata and even weighted automata [Cortes et al., 2004]. Cortes, Mohri,
and Rostamizadeh [2008b] study the problem of learning rational kernels such as
those based on counting transducers.

The composition of weighted transducers and the filter transducers in the pres-
ence of e-paths are described in Pereira and Riley [1997], Mohri, Pereira, and Riley
[2005], and Mohri [2009]. Composition can be further generalized to the N-way
composition of weighted transducers [Allauzen and Mohri, 2009]. N-way compo-
sition of three or more transducers can substantially speed up computation, in
particular for PDS rational kernels of the form ToT~!. A generic shortest-distance
algorithm which can be used with a large class of semirings and arbitrary queue
disciplines is described by Mohri [2002]. A specific instance of that algorithm can be
used to compute the sum of the weights of all paths as needed for the computation
of rational kernels after composition. For a study of the class of languages linearly
separable with rational kernels, see Cortes, Kontorovich, and Mohri [2007a].

The use of cosine-based approximate kernel feature maps was introduced by
Rahimi and Recht [2007], as were the corresponding uniform convergence bounds,
though their proofs were not complete. Sriperumbudur and Szabé [2015] gave an
improved approximation bound that reduces the dependence on the radius of the
data from O(R?) to only O(log(R)). Bochner’s theorem, which plays a central role
in deriving an approximate map, is a classical result of harmonic analysis (for ex-
ample, see Rudin [1990]). The general form of the theorem is due to Weil [1965],
while Solomon Bochner recognized its importance to harmonic analysis.
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6.8 Exercises

6.1 Let K: X x X — R be a PDS kernel, and let a: X — R be a positive function.

Show that the kernel K” defined for all z,y € X by K'(z,y) = -4 is a PDS

kernel.

6.2 Show that the following kernels K are PDS:

(x,y) = cos(x — y) over R x R.

a) K
K(x,y) = cos(x? — y?) over R x R.
F

b

(a)
(b)
(c)
)
)

or all integers n > 0, K(x,y) = Zfil cos™ (z? — y?) over RN x RV,

(d) K(z,y) = (x +y)~ ! over (0,400) x (0,+0c0).

K(x,x') = cos Z(x,x’) over R™ x R", where Z(x,x’) is the angle between x

(e
and x'.

(f) YA >0, K(z,z') = exp (— Afsin(z’ — z)]?) over R x R.
(Hint: rewrite [sin(z’ — z)]? as the square of the norm of the difference of

two vectors.)

(g) Vo > 0, K(z,y) = e~ =5 over RV x RV,

(Hint: you could show that K is the normalized kernel of a kernel K’
and show that K’ 1s PDS using the following equality: |x — y||

00 e tlx=yI? ,
gp( ) f+ = t; Y dt valid for all x,y.)

(h) K(z,y) = min(z,y) — xy over [0,1] x [0,1].
(Hint you could consider the two integrals fo Lic[0,2]ltef0,ydt and

fo 1t6 [z 1]]-t€[y 1]dt )

() K(ra') = o

(Hint: one approach is to find an explicit expression of a feature mapping ®
by considering the Taylor expansion of the kernel function.)

(j) Vo > 0,K(z,y) = WoverRNxRN

over x,x' € X = {x € RV : [|x||2 < 1}.

(Hint: the function x »—) f e **e~*ds defined for all x > 0 could be useful
for the proof.)

g

(k) Yo > 0, K(x,y) = exp (W) over RV x RV,

(Hint: the function (z¢,yo) — f0+oo Licio,jwof Leeo,yondt defined over R x R
could be useful for the proof.)
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6.3 Graph kernel. Let G = (V,€) be an undirected graph with vertex set V and
edge set €. V could represent a set of documents or biosequences and E the
set of connections between them. Let wle] € R denote the weight assigned to
edge e € €. The weight of a path is the product of the weights of its constituent
edges. Show that the kernel K over VxV where K(p, ¢) is the sum of the weights
of all paths of length two between p and ¢ is PDS (Hint: you could introduce
the matrix W = (W), where Wy, = 0 when there is no edge between p and ¢,
Wpq equal to the weight of the edge between p and g otherwise).

6.4 Symmetric difference kernel. Let X be a finite set. Show that the kernel K
defined over 2%, the set of subsets of X, by

1
VA, B € 2%, K(A,B) = exp ( - 5|AA13|),

where AAB is the symmetric difference of A and B is PDS (Hint: you could
use the fact that K is the result of the normalization of a kernel function K').

6.5 Set kernel. Let X be a finite set. Let Ky be a PDS kernel over X, show that K’
defined by
VA, Be2X K'(A,B)= Y  Ko(x,2)
zeA, ' €B

is a PDS kernel.
6.6 Show that the following kernels K are NDS:

(a) K(z,y) = [sin(x — y)]? over R x R.
(b) K(z,y) = log(x + y) over (0,+00) x (0,+00).

6.7 Define a difference kernel as K(z,2') = |¢ — a'| for z,2’ € R. Show that this
kernel is not positive definite symmetric (PDS).

6.8 Ts the kernel K defined over R” x R by K(x,y) = ||x —y||*/?2 PDS? Is it NDS?

6.9 Let H be a Hilbert space with the corresponding dot product (-,-). Show that
the kernel K defined over H x H by K(z,y) =1 — (z,y) is negative definite.

6.10 For any p > 0, let K, be the kernel defined over Ry x R by
Ky(z,y) = e~ @tv)", (6.25)

Show that K, is positive definite symmetric (PDS) iff p < 1. (Hint: you can
use the fact that if K is NDS, then for any 0 < a < 1, K% is also NDS.)
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6.11 Explicit mappings.

(a) Denote a data set x1,...,2, and a kernel K(z;,x;) with a Gram matrix
K. Assuming K is positive semidefinite, then give a map ®(-) such that
K(zi, x5) = (B(2:), B(x5)).

(b) Show the converse of the previous statement, i.e., if there exists a mapping
®(z) from input space to some Hilbert space, then the corresponding matrix
K is positive semidefinite.

6.12 Explicit polynomial kernel mapping. Let K be a polynomial kernel of degree
d,ie, K:RY xRN - R, K(x,x') = (x-x' 4+ ¢)?, with ¢ > 0, Show that the
dimension of the feature space associated to K is

(N : d). (6.26)

Write K in terms of kernels k;: (x,x’) — (x-x')%, i € {0,...,d}. What is the
weight assigned to each k; in that expression? How does it vary as a function
of ¢?

6.13 High-dimensional mapping. Let ®: XX — H be a feature mapping such that the
dimension N of H is very large and let K: X x X — R be a PDS kernel defined
by

K(w,a') = B_[[@)]:[06)], (6.27)

where [®(z)]; is the ith component of ®(z) (and similarly for ®'(z)) and where
D is a distribution over the indices i. We shall assume that |[®(z)];] < R for all
x € X and ¢ € [N]. Suppose that the only method available to compute K (x, ')
involved direct computation of the inner product (6.27), which would require
O(N) time. Alternatively, an approximation can be computed based on random
selection of a subset I of the N components of ®(x) and ®(z’) according to D,
that is: 1
K'(z,2) == D) [®(x)];:[®(z)]s, 6.28
( )”iezz()[()“()] (6.28)

where || = n.

(a) Fix z and 2’ in X. Prove that

ne?
P [|K(z,2") — K'(z,2")] > €] < 2e727". (6.29)

I~Dn

(Hint: use McDiarmid’s inequality).
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(b) Let K and K’ be the kernel matrices associated to K and K’. Show that
2
for any €,0 > 0, for n > % log W, with probability at least 1 — 4,

|Ki; — Kij| <eforalli,je [m].

6.14 Classifier based kernel. Let S be a training sample of size m. Assume that S
has been generated according to some probability distribution D(x,y), where
(x,y) € X x {-1,+1}.

(a) Define the Bayes classifier h*: X — {—1,4+1}. Show that the kernel K*
defined by K*(z,z') = h*(z)h*(2’) for any x,2’ € X is positive definite
symmetric. What is the dimension of the natural feature space associated
to K*?7

(b) Give the expression of the solution obtained using SVMs with this kernel.
What is the number of support vectors? What is the value of the mar-
gin? What is the generalization error of the solution obtained? Under what
condition are the data linearly separable?

(c¢) Let h : X — R be an arbitrary real-valued function. Under what condition
on h is the kernel K defined by K(x,2") = h(z)h(2'), z,2’ € X, positive
definite symmetric?

6.15 Image classification kernel. For a > 0, the kernel
N
Kot (x,x') = Y min(|ag|*, [27,]*) (6.30)
k=1
over RV x RY is used in image classification. Show that K, is PDS for all
a > 0. To do so, proceed as follows.

(a) Use the fact that (f,g) — ;%o f(t)g(t)dt is an inner product over the set
of measurable functions over [0, 400) to show that (z,z') — min(z,z’) is a
PDS kernel. (Hint: associate an indicator function to = and another one to
x'.)

(b) Use the result from (a) to first show that K; is PDS and similarly that K,
with other values of « is also PDS.

6.16 Fraud detection. To prevent fraud, a credit-card company decides to contact
Professor Villebanque and provides him with a random list of several thou-
sand fraudulent and non-fraudulent events. There are many different types of
events, e.g., transactions of various amounts, changes of address or card-holder
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information, or requests for a new card. Professor Villebanque decides to use
SVMs with an appropriate kernel to help predict fraudulent events accurately.
It is difficult for Professor Villebanque to define relevant features for such a
diverse set of events. However, the risk department of his company has created
a complicated method to estimate a probability P[U] for any event U. Thus,
Professor Villebanque decides to make use of that information and comes up
with the following kernel defined over all pairs of events (U, V):

K(U,V)=P[U AV] - P[U]P[V]. (6.31)

Help Professor Villebanque show that his kernel is positive definite symmetric.

6.17 Relationship between NDS and PDS kernels. Prove the statement of theo-
rem 6.17. (Hint: Use the fact that if K is PDS then exp(K) is also PDS, along
with theorem 6.16.)

6.18 Metrics and Kernels. Let X be a non-empty set and K : X xX — R be a negative
definite symmetric kernel such that K (z,z) = 0 for all z € X.

(a) Show that there exists a Hilbert space H and a mapping ®(z) from X to H
such that:
K(z,y) = [|®(z) — ®(«')|]*.

Assume that K(z,2') = 0 = z = /. Use theorem 6.16 to show that v K
defines a metric on X.

(b) Use this result to prove that the kernel K (x,y) = exp(—|z — 2/|P), z, 2’ € R,
is not positive definite for p > 2.

(¢) The kernel K(x,2’) = tanh(a(x - ') + b) was shown to be equivalent to
a two-layer neural network when combined with SVMs. Show that K is
not positive definite if a < 0 or b < 0. What can you conclude about the
corresponding neural network when a < 0 or b < 07

6.19 Sequence kernels. Let X = {a,c, g,t}. To classify DNA sequences using SVMs,
we wish to define a kernel between sequences defined over X. We are given a
finite set J C X* of non-coding regions (introns). For z € X*, denote by |z| the
length of x and by F(x) the set of factors of z, i.e., the set of subsequences of
x with contiguous symbols. For any two strings =,y € X* define K (z,y) by

K(x,y) = > pll, (6.32)

z €(F(z)NF(y))—7I

where p > 1 is a real number.
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(a) Show that K is a rational kernel and that it is positive definite symmetric.

(b) Give the time and space complexity of the computation of K(z,y) with
respect to the size s of a minimal automaton representing X* — J.

(c) Long common factors between x and y of length greater than or equal to
n are likely to be important coding regions (exons). Modify the kernel K
to assign weight p|2Z| to z when |z| > n, p‘f‘ otherwise, where 1 < p; < ps.
Show that the resulting kernel is still positive definite symmetric.

6.20 n-gram kernel. Show that for all n > 1, and any n-gram kernel K,,, K, (z,y)
can be computed in linear time O(|z| + |y|), for all x,y € ¥* assuming n and
the alphabet size are constants.

6.21 Mercer’s condition. Let X C RM be a compact set and K: X x X — R a
continuous kernel function. Prove that if K verifies Mercer’s condition (theo-
rem 6.2), then it is PDS. (Hint: assume that K is not PDS and consider a set
{#1,...,2m} € X and a column-vector ¢ € R™*" such that 331", _, cic; K (i, z;)
<0.)

6.22 Anomaly detection. For this problem, consider a Hilbert space H with associated
feature map ®: X — H and kernel K (z,z') = ®(z) - d(a').

(a) First, let us consider finding the smallest enclosing sphere for a given sample
S =(x1,...,2m). Let ¢ € H denote the center of the sphere and let r > 0 be
its radius, then clearly the following optimization problem searches for the
smallest enclosing sphere:

min 72
r>0,ceH

subject to: Vi € [m], ||®(z;) — c||* < 2.

Show how to derive the equivalent dual optimization

m m
mgXZaiK(a:i,a:i) — Z OziOéjK(mi,ij)
i=1 ij=1
m
subject to: @ >0 A Zai =1,
i=1
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~

~—

and prove that the optimal solution satisfies ¢ = Y. o;®(x;). In other words
the location of the sphere only depends on points x; with non-zero coefficients
«;. These points are analogous to the support vectors of SVM.

Consider the hypothesis class
H={x—r?—||®x)—c|*: |c]| <A 0<r<R}.

A hypothesis h € H can be used to detect anomalies in data, where h(x) > 0
indicates a non-anomalous point and h(z) < 0 indicates an anomaly.

Show that if sup,, ||®(z)|| < M, then the solution to the optimization problem
in part (a) is found in the hypothesis set H with A < M and R < 2M.

Let D denote the distribution of non-outlier points define the associated
expected loss R(h) = Egzup[lh(a)<o] and empirical margin loss §S7p(h) =
S 2, (h(xi)) < 3oty Elp(z)<p- These losses measure errors caused
by false-positive predictions, i.e. errors caused by incorrectly labeling a point
anomalous.

i. Show that the empirical Rademacher complexity for the hypothesis class
JH from part (b) can be upper bound as follows:
R?+

Rg(H) < \MM + A/TY[K],

where K is the kernel matrix constructed with the sample.

ii. Prove that with probability at least 1—4, the following holds for all h € H
and p € (0,1]:

- 4 /R? 4 A2 loglog, 2 log 4
R(h) < R (h) + = (=—=— + Ay/TK]) L4322
(1) < Ry )+ (5 + AVER]) 4y =50 43y
Just as in the case of soft-margin SVM, we can also define a soft-margin
objective for the smallest enclosing sphere that allows us tune the sensitivity
to outliers in the training set by adjusting a regularization parameter C:

r>0,c€H,&

m
min % + C’Z &
i=1

subject to: Vi € [m],||®(x;) —c|* <r*+ & A & > 0.
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Show that the equivalent dual formulation of this problem is

m m
moz?xZaiK(xi,xi) — Z oo K (24, 25)
i=1

i5=1
m

subject to: 0 < a < C1 A Zai =1,
i=1

and that at the optimum we have ¢ = Y /" | a; ®(x;).



7 Boosting

Ensemble methods are general techniques in machine learning for combining sev-
eral predictors to create a more accurate one. This chapter studies an important
family of ensemble methods known as boosting, and more specifically the AdaBoost
algorithm. This algorithm has been shown to be very effective in practice in some
scenarios and is based on a rich theoretical analysis. We first introduce AdaBoost,
show how it can rapidly reduce the empirical error as a function of the number
of rounds of boosting, and point out its relationship with some known algorithms.
Next, we present a theoretical analysis of the generalization properties of AdaBoost
based on the VC-dimension of its hypothesis set and then based on the notion of
margin. The margin theory developed in this context can be applied to other similar
ensemble algorithms. A game-theoretic interpretation of AdaBoost further helps
analyzing its properties and revealing the equivalence between the weak learning
assumption and a separability condition. We end with a discussion of AdaBoost’s
benefits and drawbacks.

7.1 Introduction

It is often difficult, for a non-trivial learning task, to directly devise an accurate
algorithm satisfying the strong PAC-learning requirements of chapter 2. But, there
can be more hope for finding simple predictors guaranteed only to perform slightly
better than random. The following gives a formal definition of such weak learners.
As in the PAC-learning chapter, we let n be a number such that the computational
cost of representing any element x € X is at most O(n) and denote by size(c) the
maximal cost of the computational representation of ¢ € C.

Definition 7.1 (Weak learning) A concept class C is said to be weakly PAC-learnable
if there exists an algorithm A, v > 0, and a polynomial function poly(-,-,-) such
that for any § > 0, for all distributions D on X and for any target concept c € C,
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ADABOOST(S = ((x1,%1),-- -, (T, Ym)))

1 for i<+ 1tomdo

2 Dy(i) + =
3 fort+ 1to T do
4 h¢ < base classifier in H with small error ¢, = P;p, [ht(xi) #* yl]
5 oy — %log 12—7
6 Zy 2 [et(l — et)]% > normalization factor
7 for i + 1 to m do
8 Dyy1(d) D+ (d) eXp(}?tyiht(xi))
9 fe S ah
10 return f
Figure 7.1

AdaBoost algorithm for a base classifier set H C {—1,+1}%.
the following holds for any sample size m > poly(1/d,n, size(c)):
1
P [Rhs)<5 -] 21-0 7.1
B [Blhs) <5 —7| 2 ; (7.1)
where hg is the hypothesis returned by algorithm A when trained on sample S.
When such an algorithm A exists, it is called a weak learning algorithm for C or

a weak learner. The hypotheses returned by a weak learning algorithm are called
base classifiers.

The key idea behind boosting techniques is to use a weak learning algorithm
to build a strong learner, that is, an accurate PAC-learning algorithm. To do so,
boosting techniques use an ensemble method: they combine different base classifiers
returned by a weak learner to create a more accurate predictor. But which base
classifiers should be used and how should they be combined? The next section
addresses these questions by describing in detail one of the most prevalent and
successful boosting algorithms, AdaBoost.

7.2 AdaBoost

We denote by H the hypothesis set out of which the base classifiers are selected,
which we will sometimes refer to as the base classifier set. Figure 7.1 gives the
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Figure 7.2

Example of AdaBoost with axis-aligned hyperplanes as base classifiers. (a) The top row shows
decision boundaries at each boosting round. The bottom row shows how weights are updated at
each round, with incorrectly (resp., correctly) points given increased (resp., decreased) weights. (b)
Visualization of final classifier, constructed as a non-negative linear combination of base classifiers.

pseudocode of AdaBoost in the case where the base classifiers are functions mapping
from X to {—1,+1}, thus 3 C {1, +1}*.

The algorithm takes as input a labeled sample S = ((z1,41),- ., (Tm, Ym)), with
(xs,y;) € X x {—1,+1} for all i € [m], and maintains a distribution over the indices
{1,...,m}. Initially (lines 1-2), the distribution is uniform (D). At each round
of boosting, that is each iteration t € [T of the loop 3-8, a new base classifier
h; € H is selected that minimizes the error on the training sample weighted by the
distribution D;:

m
h; € argmin P |”h(x; ;| = argmin Di(2)1n(2,) 2y, -
¢ € argmi i~’Dt[( ) # yil f ; (1) 1n(zi) 2y
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Z; is simply a normalization factor to ensure that the weights D,y (i) sum to one.
The precise reason for the definition of the coefficient o will become clear later.
For now, observe that if €;, the error of the base classifier, is less than %, then
1%;‘ > 1 and oy is positive (a; > 0). Thus, the new distribution D;y; is defined
from D, by substantially increasing the weight on ¢ if point z; is incorrectly classified
(yihi(x;) < 0), and, on the contrary, decreasing it if x; is correctly classified. This
has the effect of focusing more on the points incorrectly classified at the next round
of boosting, less on those correctly classified by h;.

After T rounds of boosting, the classifier returned by AdaBoost is based on the
sign of function f, which is a non-negative linear combination of the base classifiers
hi. The weight «; assigned to h; in that sum is a logarithmic function of the ratio
of the accuracy 1 — ¢ and error ¢; of h;. Thus, more accurate base classifiers are
assigned a larger weight in that sum. Figure 7.2 illustrates the AdaBoost algorithm.
The size of the points represents the distribution weight assigned to them at each
boosting round.

For any t € [T], we will denote by f; the linear combination of the base classifiers
after ¢ rounds of boosting: f; = Zi:l ashs. In particular, we have fr = f. The
distribution Dy can be expressed in terms of f; and the normalization factors Z,
s € [t], as follows:

e~ vift(z:)
m Hi:l Zs .
We will make use of this identity several times in the proofs of the following sections.
It can be shown straightforwardly by repeatedly expanding the definition of the
distribution over the point z;:

Vie[m], Dyi(i)= (7.2)

_ D, (i e*atyiht(xi) D, (i e*atfwz'htfl(Ez‘)@*atyiht(ﬂﬁi)
Diya(i) = ) 7 == 1) 7, 7
t t—14¢
e Yi Z.‘:l ashs(zi)
mHi:1 Zs

The AdaBoost algorithm can be generalized in several ways:

o Instead of a hypothesis with minimal weighted error, h; can be more generally
the base classifier returned by a weak learning algorithm trained on Dy;

o The range of the base classifiers could be [—1,+1], or more generally a bounded
subset of R. The coefficients a; can then be different and may not even admit
a closed form. In general, they are chosen to minimize an upper bound on the
empirical error, as discussed in the next section. Of course, in that general case,
the hypotheses h; are not binary classifiers, but their sign could define the label,
and their magnitude could be interpreted as a measure of confidence.
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In rest of this chapter, the range of the base classifiers in H will be assumed to
be included in [—1,41]. We now further analyze the properties of AdaBoost and
discuss its typical use in practice.

7.2.1 Bound on the empirical error
We first show that the empirical error of AdaBoost decreases exponentially fast as
a function of the number of rounds of boosting.

Theorem 7.2 The empirical error of the classifier returned by AdaBoost verifies:

Rs(f) < exp [—zi(; —etﬂ. (7.3)

Furthermore, if for all t € [T], v < (5 — &), then
Rs(f) < exp(—2+°T). (7.4)

Proof: Using the general inequality 1,<o < exp(—u) valid for all v € R and iden-
tity 7.2, we can write:

m m T

Es(f) = % Z Ly fzi)< %Z “vif(@) = %Z [mH Zt:| Dri1(4) H

i=1 i=1 t=1 t=1

Since for all t € [T], Z; is a normalization factor, it can be expressed in terms of €;
by:

= Diie v = KT D)+ Y Dili)e™
i=1

zylht(zl)*Jrl i'yiht(zi)zfl
(1 — Et i + 6t€

[ /1 —
1—6t +€t e =2 Gt(l—ét).

Thus, the product of the normalization factors can be expressed and upper bounded

as follows:
T T

f[th HQ\/TQ H\/ (L —e) f[ p[-2(3- )]
:exp{—?i(%—et)2]7

t=1
where the inequality follows from the inequality 1 — x < e~ valid for all x € R. O

Note that the value of v, which is known as the edge, and the accuracy of the base
classifiers do not need to be known to the algorithm. The algorithm adapts to their
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Figure 7.3
Visualization of the zero-one loss (blue) and the convex and differentiable upper bound on the
zero-one loss (red) that is optimized by AdaBoost.

accuracy and defines a solution based on these values. This is the source of the
extended name of AdaBoost: adaptive boosting.

The proof of theorem 7.2 reveals several other important properties. First, observe
that «; is the minimizer of the function ¢: o — (1 — ¢)e™® + e, Indeed, ¢ is
convex and differentiable, and setting its derivative to zero yields:

1_€t

1
da)=—1—-ele “+ege* =0 (1—¢gle *=ge* S a= > log (7.5)

€t

Thus, a; is chosen to minimize Z, = ¢(a;) and, in light of the bound Rg(f) <
HZ;I Z; shown in the proof, these coefficients are selected to minimize an upper
bound on the empirical error. In fact, for base classifiers whose range is [—1, +1]
or R, a; can be chosen in a similar fashion to minimize Z;, and this is the way
AdaBoost is extended to these more general cases.

Observe also that the equality (1 — €;)e”* = ;e just shown in (7.5) implies
that at each iteration, AdaBoost assigns equal distribution mass to correctly and
incorrectly classified instances, since (1 — €;)e™ is the total distribution assigned
to correctly classified points and e;e® that of incorrectly classified ones. This
may seem to contradict the fact that AdaBoost increases the weights of incorrectly
classified points and decreases that of others, but there is in fact no inconsistency:
the reason is that there are always fewer incorrectly classified points, since the base
classifier’s accuracy is better than random.

7.2.2 Relationship with coordinate descent
AdaBoost was originally designed to address the theoretical question of whether
a weak learning algorithm could be used to derive a strong learning one. Here,
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we will show that it coincides in fact with a very simple algorithm, which consists
of applying a general coordinate descent technique to a convex and differentiable
objective function.

For simplicity, in this section, we assume that the base classifier set I is finite,
with cardinality N: H = {hy,...,hn}. An ensemble function f such as the one
returned by AdaBoost can then be written as f = Zj\;l ojhj, with a; > 0. Given a
labeled sample S = ((z1,41),- -, (Tm, Ym)), let F' be the objective function defined
for all & = (ay,...,ay) € RY by

m

B 1 s (s lm,.N&..m.
F(a) = Eze yif(zs) _ Eze Yi 251 Qg (@) | (7.6)
=1

=1

Since the exponential loss u — e~* is an upper bound on the zero-one loss u — 1,<g
(see figure 7.3), F is an upper bound on the empirical error:

m m

5 1 1 g (s
Rs(f) = o Zlyif(wi)go < Eze vif (@), (7.7)
=1 =1

F' is a convex function of & since it is a sum of convex functions, each obtained by
composition of the (convex) exponential function with an affine function of &. F
is also differentiable since the exponential function is differentiable. We will show
that F' is the objective function minimized by AdaBoost.

Different convex optimization techniques can be used to minimize F'. Here, we will
use a variant of the coordinate descent technique. Coordinate descent is applied over
T rounds. Let &g = 0 and let &; denote the parameter vector at the end of iteration
t. At each round ¢ € [T], a direction e, corresponding to the kth coordinate of &
in RY is selected, as well as a step size 7 along that direction. é; is obtained from
a1 according to the update vy = ;1 +neg, where 7 is the step size chosen along
the direction ex. Observe that if we denote by g; the ensemble function defined by
ay, that is gy = Z;v:l ai jhj, then the coordinate descent update coincides with
the update g, = g¢—1 + nhg, which is also the AdaBoost update. Thus, since both
algorithms start with gy = 0, to show that AdaBoost coincides with coordinate
descent applied to F', it suffices to show at every iteration ¢, coordinate descent
selects the same base hypothesis hi and step n as AdaBoost. We will assume by
induction that this holds up to iteration t—1, which implies the equality g:—1 = fi—1,
and will show then that it also holds at iteration t.

The variant of coordinate descent we consider here consists of selecting, at each
iteration, the maximum descent direction, that is the direction e; along which
the derivative of F is the largest in absolute value, and of selecting the best step
along that direction, that is of choosing 1 to minimize F(a:—1 + neg). To give the
expressions of the direction and the step at each iteration, we first introduce similar
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quantities to those appearing in the analysis of the boosting algorithm. For any
t € [T], we define a distribution D; over the indices {1,...,m} as follows:

N _
e Vi Z —y Gr—1,5h5(xs) e*yigt—l(afi)

D ) = = —
+(1) Z, Z, )

where Z; is the normalization factor Z;, = Yo eV YLy @15k (@) Obgerve that,
since gi—1 = fi—1, D, coincides with D;. We also define for any base hypothesis h;,
J € [N], its expected error € ; with respect to the distribution D;:

€= B [Lyneozol-

The directional derivative of F' at &;_1 along ey is denoted by F'(éy—_1,ex) and
defined by

F'(@y_1, e) = lim Tzt me8) = F(Gu-n)
t—1,Ck =0 n .
Since F(&y—1 + nex) = Zz Le -y N, @t_l,jhj(zi)*nyihk(xi)’ the directional deriva-
tive along e; can be expressed as follows:

m

1 _ )
F'(ay_1,e) = T Zyihk(xi)e_yi Y500 Gy (@)
i=1
1 & -5
=—— Zyihk(xz)Dt(l)Zt
=1
mo 7,
== | 2o D) =1 — Z@ bushaa==1 | 77
=1

= {(1—&1@)—6“:}51 [QGtk—l]TZ’i

Since % does not depend on k, the maximum descent direction k is the one mini-
mizing & 5. Thus, the hypothesis h;, selected by coordinate descent at iteration ¢ is
the one with the smallest expected error on the sample S, where the expectation is
taken with respect to D; = D,. This matches exactly the choice made by AdaBoost
at the tth round.

The step size 7 is selected to minimize the function along the direction e; chosen:
argmin,, F(ai—1+nek). Since F(a—1 +neg) is a convex function of 7, to find the
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Figure 7.4
Examples of several convex upper bounds on the zero-one loss.

minimum, it suffices to set its derivative to zero:

_ m
dF(at—l + nek) -0 — Zyzhk(xz)e_yl Zj\;l &t,lyjhj(zi)e—nyihk(ri) =0

dn i=1
& - Z Yihy () D (i) Zee (@) =
i=1
& =3 yihn(a) Dy(i)e ) =0
i=1
= — [(1 — Etyk)ein — Etyke"] = 0
1 1-—¢
Sn= 3 log ﬂ
€tk

This proves that the step size chosen by coordinate descent coincides with the weight
ay assigned by AdaBoost to the classifier chosen in the tth round. Thus, coordinate
descent applied to exponential objective F' precisely coincides with AdaBoost and
F' can be viewed as the objective function that AdaBoost seeks to minimize.

In light of this relationship, one may wish to consider similar applications of
coordinate descent to other convex and differentiable functions of & upper-bounding
the zero-one loss. In particular, the logistic loss x — log,(1 + e*) is convex and
differentiable and upper bounds the zero-one loss. Figure 7.4 shows other examples
of alternative convex loss functions upper-bounding the zero-one loss. Using the
logistic loss, instead of the exponential loss used by AdaBoost, leads to an objective
that coincides with logistic regression.
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7.2.3 Practical use

Here, we briefly describe the standard practical use of AdaBoost. An important
requirement for the algorithm is the choice of the base classifiers or that of the weak
learner. The family of base classifiers typically used with AdaBoost in practice is
that of decision trees, which are equivalent to hierarchical partitions of the space
(see chapter 9, section 9.3.3). Among decision trees, those of depth one, also known
as stumps, are by far the most frequently used base classifiers.

Boosting stumps are threshold functions associated to a single feature. Thus,
a stump corresponds to a single axis-aligned partition of the space, as illustrated
in figure 7.2. If the data is in RY, we can associate a stump to each of the N
components. Thus, to determine the stump with the minimal weighted error at each
round of boosting, the best component and the best threshold for each component
must be computed.

To do so, we can first presort each component in O(mlogm) time with a total
computational cost of O(mN logm). For a given component, there are only m + 1
possible distinct thresholds, since two thresholds between the same consecutive
component values are equivalent. To find the best threshold at each round of
boosting, all of these possible m + 1 values can be compared, which can be done
in O(m) time. Thus, the total computational complexity of the algorithm for T'
rounds of boosting is O(mN logm + mNT).

Observe, however, that while boosting stumps are widely used in combination
with AdaBoost and can perform well in practice, the algorithm that returns the
stump with the minimal (weighted) empirical error is not a weak learner (see defi-
nition 7.1)! Consider, for example, the simple XOR example with four data points
lying in R? (see figure 6.3a), where points in the second and fourth quadrants are

labeled positively and those in the first and third quadrants negatively. Then, no
1

decision stump can achieve an accuracy better than 3.

7.3 Theoretical results

In this section we present a theoretical analysis of the generalization properties of
AdaBoost.

7.3.1 VC-dimension-based analysis

We start with an analysis of AdaBoost based on the VC-dimension of its hypothesis
set. The family of functions Fr out of which AdaBoost selects its output after T'
rounds of boosting is

T
]—'T:{sgn(Zatht>:at>0,ht€f}C,t€[T]}. (7.8)
=1
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An empirical result using AdaBoost with C4.5 decision trees as base learners. In this example, the
training error goes to zero after about 5 rounds of boosting (7' & 5), yet the test error continues
to decrease for larger values of T'.

The VC-dimension of Fr can be bounded as follows in terms of the VC-dimension
d of the family of base hypothesis H (exercise 7.1):

VCdim(Fr) < 2(d + 1)(T + 1) logy (T + 1)e) . (7.9)

The upper bound grows as O(dT logT), thus, the bound suggests that AdaBoost
could overfit for large values of T', and indeed this can occur. However, in many
cases, it has been observed empirically that the generalization error of AdaBoost
decreases as a function of the number of rounds of boosting 7', as illustrated in
figure 7.5! How can these empirical results be explained? The following sections
present a margin-based analysis in support of AdaBoost that can serve as a theo-
retical explanation for these empirical observations.

7.3.2 Li-geometric margin
In chapter 5, we introduced the definition of confidence margin and presented a
series of general learning bounds based on that notion which, in particular, provided
strong learning guarantees for SVMs. Here, we will similarly derive general learning
bounds based on that same notion of confidence margin for ensemble methods,
which we will use, in particular, to derive learning guarantees for AdaBoost.
Recall that the confidence margin of a real-valued function f at a point x labeled
with y is the quantity yf(x). For SVMs, we also defined the notion of geometric
margin which, in the separable case, is a lower bound on the confidence margin of a
linear hypothesis with a normalized weighted vector w, ||w||2 = 1. Here, we will also
define a notion of geometric margin for linear hypotheses with a norm-1 constraint,
such as the ensemble hypotheses returned by AdaBoost, and similarly relate that
notion to that of confidence margin. This will also serve as an opportunity for us
to point out the connection between several concepts and terminology used in the
context of SVMs and those used in the context of boosting.
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Maximum margin hyperplanes for norm-2 and norm-oco.

First note that a function f = 23:1 aih that is a linear combination of base
hypotheses hq, ..., hr can be equivalently expressed as an inner product f = a - h,
where & = (ay,...,ar)" andh = [hy,..., hy]T. This makes the similarity between
the linear hypotheses considered in this chapter and those of chapter 5 and chapter 6
evident: the vector of base hypothesis values h(z) can be viewed as a feature vector
associated to x, which was denoted by ®(x) in previous chapters, and « is the
weight vector that was denoted by w. For ensemble linear combinations such as
those returned by AdaBoost, additionally, the weight vector is non-negative: a > 0.
Next, we introduce a notion of geometric margin for such ensemble functions which
differs from the one introduced for SVMs only by the norm-1 used instead of norm-2,
using the notation just introduced.

Definition 7.3 (L1-geometric margin) The Li-geometric margin p;(z) of a linear func-
tion f = EtT:l athy with o # 0 at a point x € X is defined by

[F@)| _ X aehe(@)] _ |o- b))
ps(x) = = = = . (7.10)
T edh el el
The Li-margin of [ over a sample S = (x1, ..., %) 18 its minimum margin at the
points in that sample:
|- h(a;)|
= min r;) = min ————— 7.11

This definition of geometric margin differs from definition 5.1 given in the context
of the SVM algorithm only by the norm used for the weight vector: L;-norm here,
Lo-norm in definition 5.1. To distinguish them in the discussion that follows, let
p1(x) denote the Li-margin and ps(x) the Lo-margin at point x (definition 5.1):

Cjeh@ o ja k)
D)= T 2 e =g
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p2(x) is then the norm-2 distance of the vector h(z) to the hyperplane of equation
a-x = 0in RT. Similarly, p;(z) is the norm-oo distance of h(z) to that hyperplane.
This geometric difference is illustrated by figure 7.6.%
We will denote by
o
S el

the normalized version of the function f returned by AdaBoost. Note that if a point
x with label y is correctly classified by f (or f), then the confidence margin of f
at x coincides with the L;-geometric margin of f: yf(x) = ?ﬁj;(”wl) = ps(x). Observe
that, since the coefficients o, are non-negative, ps(z) is then a convex combination
of the base hypothesis values h;(x). In particular, if the base hypotheses h; take
values in [—1,+1], then py(z) is in [—1,+1].

7.3.3 Margin-based analysis

To analyze the generalization properties of AdaBoost, we start by examining the
Rademacher complexity of convex linear ensembles. For any hypothesis set H of
real-valued functions, we denote by conv(H) its convex hull defined by

P P

conv(H) = {Zykhk: p>1,Vk € [p|,pur > 0,h; € U{,Zuk < 1}. (7.12)
k=1 k=1

The following lemma shows that, remarkably, the empirical Rademacher complexity

of conv(H), which in general is a strictly larger set including H, coincides with that

of H.

Lemma 7.4 Let H be a set of functions mapping from X to R. Then, for any sample
S, we have

|ech ()|
lleellp

8 More generally, for p,q > 1, p and g conjugate, that is % + % =1, is the norm-q distance

of h(z) to the hyperplane of equation o - h(z) = 0.
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Proof: The proof follows from a straightforward series of equalities:

~ 1T m P
%s(conv(ﬂ-()) =—E sup o; ukhk(aci)]
mo Lh1,...,hp €F,u>0, || p||1 <1 i=1 k=1
LT

4 m
=—E| sup sup > Y Uihk(xi)]
M T Lhy, hp€3p>0,lnlhi <12 521
- m
1
=—F sup  max oihg(x;)
M 7 | hy,....h, €3 k€[]

= i E i sup Zalh(l’z):| = %S(j{)a

m oo | hex

where the third equality follows the definition of the dual norm (see section A.1.2)
or the observation that the maximizing vector pu for a convex combination of p
terms is the one placing all the weight on the largest term. O

This theorem can be used directly in combination with theorem 5.8 to derive the
following Rademacher complexity generalization bound for convex combination en-
sembles of hypotheses. Recall that ﬁs’ p(h) denotes the empirical margin loss with
margin p.

Corollary 7.5 (Ensemble Rademacher margin bound) Let H denote a set of real-valued
functions. Fix p > 0. Then, for any 6 > 0, with probability at least 1 — 6, each of
the following holds for all h € conv(H):

R(R) < R () + 290, (30) + 1 223 (7.13)
> Nsp P m om .
~ 2 5 log%
< z ) 14
R(h) < Rg ,(h) + pms () +3 o (7.14)

Using corollary 3.8 and corollary 3.18 to bound the Rademacher complexity in
terms of the VC-dimension yields immediately the following VC-dimension-based
generalization bounds for convex combination ensembles of hypotheses.

Corollary 7.6 (Ensemble VC-Dimension margin bound) Let H be a family of functions
taking values in {+1,—1} with VC-dimension d. Fixz p > 0. Then, for any § > 0,
with probability at least 1 — &, the following holds for all h € conv(H):

~ 2 [2dlog <7 log%
< —4/ \/ . 1
R(h) < Rg,p(h) + p - + o (7.15)

These bounds can be generalized to hold uniformly for all p € (0, 1], at the price
of an additional term of the form 4/ % as in theorem 5.9. They cannot be




7.3 Theoretical results 159

directly applied to the function f returned by AdaBoost, since it is not a convex
combination of base hypotheses, but they can be applied to its normalized version,

f= Z*H;ﬁtht € conv(H). Notice that from the point of view of binary classifica-

tion, f and f are equivalent since sgn(f) = Sgn(\la\h) thus R(f) = R(”a” ), but
their empirical margin losses are distinct.

Let f = ZtT:l aghy denote the function defining the classifier returned by Ad-
aBoost after T' rounds of boosting when trained on sample S. Then, in view of
(7.13), for any ¢ > 0, the following holds with probability at least 1 — 4:

—~ 2 log &

R(f) < Rs (f) + =R (H) + 1/ 2. (7.16)
p 2m

Similar bounds can be derived from (7.14) and (7.15). Remarkably, the number of
rounds of boosting T" does not appear in the generalization bound (7.16). The bound
depends only on the confidence margin p, the sample size m, and the Rademacher
complexity of the family of base classifiers H. Thus, the bound guarantees an
effective generalization if the margin loss R, ( f) is small for a relatively large p.
Recall that the margin loss can be upper bounded by the fraction of the points x
labeled with y in the training sample with confidence margin at most p, that is
ﬂj;(“'fl) < p (see (5.38)). With our definition of Li-margin, this can also be written
as follows:

[{i € [m]: yips(2i) < p}|

ﬁS,ﬂ (fT) <

Additionally, the following theorem provides a bound on the empirical margin loss,
which decreases with T under conditions discussed later.

Theorem 7.7 Let f = Zthl aghy denote the function returned by AdaBoost after T
rounds of boosting and assume for all t € [T] that ¢ < 5 , which implies a; > 0.
Then, for any p > 0, the following holds:

(7.17)

Rs,(f) < 2TH P(1— e)ltr.

Proof: Using the general inequahty lu<o < exp(—u) valid for all u € R, identity 7.2,

e vif(zi)

that is Dyyq(8) = S N the equality Z; = 24/€(1 — €;) from the proof of
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theorem 7.2, and the definition of oy =  log(= =) in AdaBoost, we can write:

1 & 1
— > lyseo—slal<o < — Z exp(=yif (i) + pllexlr)
=1

=1

m T
1 .
= — E epllels |:mHZt:| D1 (i)
— epllelh HZt — P Ly H Z

t=1
T IZ
ZZTH[w/lz—:f} e(1—¢€),

t=1
which concludes the proof. (Il
Moreover, if for all ¢t € [T] we have v < (% €:) and p < 2+, then the expression
4e;7P(1 — ¢)'” is maximized at ¢, = L —~.2 Thus, the upper bound on the
empirical margin loss can then be bounded by

T
Rs,(F) < [(1 =291+ 29)7%7] . (7.18)

Observe that (1 — 27)17P(1 + 29)17 = (1 — 42 )(}Jrg:j)p This is an increasing
function of p since we have (%) > 1 as a consequence of v > 0. Thus, if p < 7,

it can be strictly upper bounded as follows
(L—29)"P(1+29)" " < (1 —29) 77 (1 +29)17.

The function vy +— (1 — 2y)177(1 + 29)**7 is strictly upper bounded by 1 over the
interval (0,1/2), thus, if p < 7, then (1 —2v)177(1+42v)'"* < 1 and the right-hand
side of (7.18) decreases exponentially with 7". Since the condition p > O(1/y/m) is
necessary in order for the given margin bounds to converge, this places a condition
of v > O(1/4/m) on the edge value. In practice, the error ¢, of the base classifier at
round ¢ may increase as a function of ¢. Informally, this is because boosting presses
the weak learner to concentrate on instances that are harder and harder to classify,
for which even the best base classifier could not achieve an error significantly better
than random. If ¢; becomes close to % relatively fast as a function of ¢, then the
bound of theorem 7.7 becomes uninformative.

9 The differential of f: € +> log[e! =P (1 — 6)1+p] (1—p)loge+ (1+ p)log(l —e€) over the interval

(0,1) is given by f/(e) = 1= - i'ﬂz = 2(2< 2>) Thus, f is an increasing function over (0, 3 — £),

which implies that it is increasing over (0, 3 ~) when v > g
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The analysis and discussion that precede show that if AdaBoost admits a positive
edge (v > 0), then, for p < ~, the empirical margin loss }A%S7p( f) becomes zero for
T sufficiently large (it decreases exponentially fast). Thus, AdaBoost achieves an
Lq-geometric margin of y over the training sample. In section 7.3.5, we will see that
the edge v is positive if and only if the training sample is separable. In that case,
the edge can be chosen to be as large as half the maximum L;-geometric margin
Pmax that can be achieved on the sample: y = 222, Thus, for a separable data
set, AdaBoost can asymptotically achieve a geometric margin that is at least half
the maximum geometric margin, "“5&

This analysis can serve as a theoretical explanation of the empirical observation
that, in some tasks, the generalization error decreases as a function of 1" even after
the error on the training sample is zero: the geometric margin continues to increase
when the training sample is separable. In (7.16), for the ensemble function f
determined by AdaBoost after T' rounds, as T increases, p can be chosen as a larger
quantity for which the first term on the right-hand side vanishes (ﬁs’p( f) =0
while the second term becomes more favorable since it decreases as %.

But, does AdaBoost achieve the maximum Li-geometric margin ppax? No. It
has been shown that AdaBoost may converge, for a linearly separable sample, to a
geometric margin that is significantly smaller than the maximum margin (e.g., %
instead of 2).

7.3.4 Margin maximization
In view of these results, several algorithms have been devised with the explicit goal
of maximizing the Li-geometric margin. These algorithms correspond to different
methods for solving a linear program (LP).

By definition of the L;-margin, the maximum margin for a linearly separable
sample S = ((x1,y1),- -, (Tm,Ym)) is given by

_ _ yi(a-h(z;))
p = max min —————

a  j€[m] ||aH1

(7.19)

By definition of the maximization, the optimization problem can be written as:
max p
[e 2

Yi (a . h(l‘l))

subject to:
e[l

> p, Vi € [m].

oo @hlz)
Since F—=rid
[lee][1

Further seeking a non-negative ¢ as in the case of AdaBoost leads to the following

is invariant to the scaling of o, we can restrict ourselves to ||al|; = 1.
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optimization:
max p
«

subject to: y; (e - h(z;)) > p, Vi € [m];

<§T:at = 1) A a0 > 0,9 € [17).

This is a linear program (LP), that is, a convex optimization problem with a linear
objective function and linear constraints. There are several different methods for
solving relative large LPs in practice, using the simplex method, interior-point
methods, or a variety of special-purpose solutions.

Note that the solution of this algorithm differs from the margin-maximization
defining SVMs in the separable case only by the definition of the geometric mar-
gin used (L; versus L,) and the non-negativity constraint on the weight vector.
Figure 7.6 illustrates the margin-maximizing hyperplanes found using these two
distinct margin definitions in a simple case. The left figure shows the SVM solu-
tion, where the distance to the closest points to the hyperplane is measured with
respect to the norm || - ||2. The right figure shows the solution for the L;-margin,
where the distance to the closest points to the hyperplane is measured with respect
to the norm || - ||oo-

By definition, the solution of the LP just described admits an Lj-margin that
is larger or equal to that of the AdaBoost solution. However, empirical results do
not show a systematic benefit for the solution of the LP. In fact, it appears that in
many cases, AdaBoost outperforms that algorithm. The margin theory described
does not seem sufficient to explain that performance.

7.3.5 Game-theoretic interpretation

In this section, we show that AdaBoost admits a natural game-theoretic inter-
pretation. The application of von Neumann’s theorem then helps us relate the
maximum margin and the optimal edge and clarify the connection of AdaBoost’s
weak-learning assumption with the notion of L;-margin. We first introduce the
definition of the edge of a base classifier for a particular distribution.

Definition 7.8 The edge of a base classifier h; for a distribution D over the training
sample § = ((21,41), - (T, Ym) i5 defined by

m

WD) =5 — e = 3 D whilw)DO) (7.20)

AdaBoost’s weak learning condition can now be formulated as follows: there exists
v > 0 such that for any distribution D over the training sample and any base
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Table 7.1
The loss matrix for the standard rock-paper-scissors game.

rock paper scissors
rock 0 +1 -1
paper -1 0 +1
scissors +1 -1 0

classifier hy, the following holds:
(D) = 7. (7.21)

This condition is required for the analysis of theorem 7.2 and the non-negativity of
the coefficients ay. We will frame boosting as a two-person zero-sum game.

Definition 7.9 (Zero-sum game) A finite two-person zero-sum game consists of a loss
matrix M € R™*™ where m is the number of possible actions (or pure strategies)
for the row player and n the number of possible actions for the column player. The
entry M;; is the loss for the row player (or equivalently the payoff for the column
payer) when the row player takes action i and the column player takes action j.'°

An example of a loss matrix for the familiar “rock-paper-scissors” game is shown
in table 7.1.

Definition 7.10 (Mixed strategy) A mixed strategy for the row player is a distribution
p over the m possible Tow actions; a mixed strategy for the column player is a
distribution q over the n possible column actions. The expected loss for the row
player (expected payoff for the column player) with respect to the mized strategies p
and q is

m n

-
EP[MM = Z sz’Miij =p Ma.
j~gq 1=1 j=1

The following is a fundamental result in game theory proven in chapter 8.

Theorem 7.11 (Von Neumann’s minimax theorem) For any finite two-person zero-sum
game defined by the matriz M, the following equality holds:

minmaxp' Mq = maxminp ' Mq. (7.22)
P a a p

The common value in (7.22) is called the value of the game. The theorem states that
for any two-person zero-sum game, there exists a mixed strategy for each player

10 To be consistent with the results discussed in other chapters, we consider the loss matrix as
opposed to the payoff matrix (its opposite).
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such that the expected loss for one is the same as the expected payoff for the other,
both of which are equal to the value of the game.

Note that, given the row player’s strategy, the column player can choose a pure
strategy optimizes their payoff. That is, the column player can choose the sin-
gle strategy corresponding the largest coordinate of the vector p' M. A similar
comment applies to the reverse. Thus, an alternative and equivalent form of the
minimax theorem is

min max p Mej = max min e, Mq, (7.23)
P j€n] a i€[m]
where e; denotes the ith unit vector.

We can now view AdaBoost as a zero-sum game, where an action of the row
player is the selection of a training instance x;, i € [m], and an action of the
column player the selection of a base learner hy, t € [T]. A mixed strategy for the
row player is thus a distribution D over the training points’ indices [m]. A mixed
strategy for the column player is a distribution over the based classifiers’ indices
[T]. This can be defined from a non-negative vector e > 0: the weight assigned
tot € [T] is ay/||e|]1. The loss matrix M € {—1,+1}"*7 for AdaBoost is defined
by My = y;he(x;) for all (4,t) € [m] x [T]. By von Neumann’s theorem (7.23), the
following holds:

m

%lel%?elf% 2 D(i)yihe(z;) = m‘%(le in Z ” yl e(24), (7.24)
where D denotes the set of all distributions over the training sample. Let pq ()
denote the margin of point x for the classifier defined by f = Zthl aghg. The result
can be rewritten as follows in terms of the margins and edges:

2v* = 2min max (D) = max min pa(x;) = p~, (7.25)

D te[T] o iglm]

where p* is the maximum margin of a classifier and y* the best possible edge. This
result has several implications. First, it shows that the weak learning condition
(v* > 0) implies p* > 0 and thus the existence of a classifier with positive margin,
which motivates the search for a non-zero margin. AdaBoost can be viewed as an
algorithm seeking to achieve such a non-zero margin, though, as discussed earlier,
AdaBoost does not always achieve an optimal margin and is thus suboptimal in that
respect. Furthermore, we see that the “weak learning” assumption, which originally
appeared to be the weakest condition one could require for an algorithm (that of
performing better than random), is in fact a strong condition: it implies that the
training sample is linearly separable with margin 2v* > 0. Linear separability often
does not hold for the data sets found in practice.



7.4 Lq-regularization 165

7.4 Lq-regularization

In practice, the training sample may not be linearly separable and AdaBoost may
not admit a positive edge, in which case the weak learning condition does not hold.
It may also be that AdaBoost does admit a positive edge but with « very small. In
such cases, running AdaBoost may result in large total mixture weights for some
base classifiers h;. This can be because the algorithm increasingly concentrates on
a few examples that are hard to classify and whose weights keep growing. Only
a few base classifiers might achieve the best performance for those examples and
the algorithm keeps selecting them, thereby increasing their total mixture weights.
These base classifiers with relatively large total mixture weight end up dominating
in an ensemble f and therefore solely dictating the classification decision. The
performance of the resulting ensemble is typically poor since it almost entirely
hinges on that of a few base classifiers.

There are several methods for avoiding such situations. One consists of limiting
the number of rounds of boosting T, which is also known as early-stopping. Another
one consists of controlling the magnitude of the mixture weights. This can be done
by augmenting the objective function of AdaBoost with a regularization term based
on a norm of the vector of mixture weights. Using a norm-1 regularization leads
to an algorithm that we will refer to as Lj-regularized AdaBoost. Given a labeled
sample S = ((1,91),--., (@m,Ym)), the objective function G minimized by L;-
regularized AdaBoost is defined for all & = (ay,...,ay) € RY by

1 & 1 & .
Gla)= 3 e /@) g Nl = 3 e D S g )af, - (7.26)

=1 i=1

where, as for AdaBoost, f is an ensemble function defined by f = Ejvzl ojhj, with
o > 0. The objective function G is a convex function of & as the sum of the convex
objective of AdaBoost and the norm-1 of &. Li-regularized AdaBoost consists of
applying coordinate-descent to the objective function G.

We now show that the algorithm can be directed derived from the margin-based
guarantee for ensemble methods of Corollary 7.5 or Corollary 7.6. Thus, in that way,
Ly-regularized AdaBoost benefits from a more favorable and natural theoretical
guarantee than AdaBoost.

By the generalization of Corollary 7.5 to a uniform convergence bound over p,
for any 0 > 0, with probability at least 1 — 4, the following holds for all ensemble
functions f = Zjvzl a;h; with ||&]1 <1 and all p € (0,1]:

1 — 2 log log,, 2 log 2
RA<=N 1,0, R, (K L o 7.27
(N = 5 X lreaze >+\/ e (7.27)
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The inequality also trivially holds for p > 1 since, in that case, the first term on
the right-hand side of the bound is equal to one. Indeed, in that case, by Holder’s
inequality, for any x € X, we have f(z) = Zjvzl aihj(z) < ||al max;jepn |hj(2)| <
lal <1< p.

Now, in view of the general upper bound 1,<¢ < e~ valid for all v € R, with
probability at least 1 — ¢, the following holds for all f = Zjvzl a;h; with ||laf; <1
and all p > 0:

1 o e 2 log log, 2 log 2
R(f) < = SR, (H L S 7.28
f)_mi;e ’ +p m( )+\/ A\ 5 (7.28)

Since for any p > 0, f/p admits the same generalization error as f, with probability
at least 1 — p, the following inequality holds for all f = Zjvzl a;hj with [|aly < 1/p
and all p > 0:

1 log log, 2 log 2
— 1=f (@) 9% H \/ L S 2
R(f) 7mZe + (30) + — (7.29)

2m

This inequality can be used to derive an algorithm that selects & and p > 0 to
minimize the right-hand side. The minimization with respect to p does not lead
to a convex optimization and depends on theoretical constant factors affecting the
second and third terms, which may not be optimal. Thus, instead, p is left as a
free parameter of the algorithm, typically determined via cross-validation.

Now, since only the first term of the right-hand side depends on &, the bound
suggests selecting & as the solution of the following optimization problem:

m m

1
min  — Zeff(xi) = Ze 5= @ihy (@), (7.30)

min —
lalh<t m <

Introducing a Lagrange variable A > 0, the optimization problem can be written
equivalently as
1 & N &
T —325—1 Ahy (i) a
min e i + Malr- (7.31)
o m 2
Since for any choice of p in the constraint of (7.30) there exists an equivalent dual
variable A in the formulation (7.31) that achieves the same optimal &, A > 0 can
be freely selected via cross-validation. The resulting objective function therefore
precisely coincides with that of L;-regularized AdaBoost.
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7.5 Discussion

AdaBoost offers several advantages: it is simple, its implementation is straightfor-
ward, and the time complexity of each round of boosting as a function of the sample
size is rather favorable. As already discussed, when using decision stumps, the time
complexity of each round of boosting is in O(mN). Of course, if the dimension of
the feature space N is very large, then the algorithm could become in fact quite
slow.

AdaBoost additionally benefits from a rich theoretical analysis. Nevertheless,
there are still many theoretical questions related to the algorithm. For example, as
we saw, the algorithm in fact does not maximize the margin, and yet algorithms
that do maximize the margin do not always outperform it. This suggests that
perhaps a finer analysis based on a notion different from that of minimal margin
could shed more light on the properties of the algorithm.

A minor drawback of the algorithm is the need to select the parameter T and
the base classifier set. The choice of the number of rounds of boosting T" (stopping
criterion) is crucial to the performance of the algorithm. As suggested by the VC-
dimension analysis, larger values of T can lead to overfitting. In practice, T is
typically determined via cross-validation. The choice of the base classifiers is also
crucial. The complexity of the family of base classifiers H appeared in all the bounds
presented and it is important to control it in order to guarantee generalization. On
the other hand, insufficiently complex hypothesis sets could lead to low margins.

Probably the most serious disadvantage of AdaBoost is its performance in the
presence of noise, at least in some tasks. The distribution weight assigned to exam-
ples that are harder to classify substantially increases with the number of rounds of
boosting, by the nature of the algorithm. These examples may end up dominating
the selection of the base classifiers, which, with a large enough number of rounds,
will play a detrimental role in the definition of the linear combination defined by
AdaBoost. Several solutions have been proposed to address these issues. One con-
sists of using a “less aggressive” objective function than the exponential function
of AdaBoost, such as the logistic loss, to penalize less incorrectly classified points.
Another solution is based on a regularization, e.g., the Lj-regularized AdaBoost
described in the previous section.

An empirical study of AdaBoost has shown that uniform noise severely damages
its accuracy. This has also been corroborated by recent theoretical results showing
that boosting algorithms based on convex potentials do not tolerate even low levels
of random noise. Moreover, these issues have been shown to persist even when
using Lj-regularization or early stopping. However, the uniform noise model used
in those experiments or analysis is rather unrealistic and seems unlikely to appear
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in practice. The model assumes that a label corruption with some fixed probability
affects all instances uniformly. Clearly, the performance of any algorithm should
degrade in the presence of such noise. Empirical results suggest, however, that the
performance of AdaBoost tends to degrade more than that of other algorithms for
this uniform noise model.

Finally, notice that the behavior of AdaBoost in the presence of noise can be
used, in fact, as a useful feature for detecting outliers, that is, examples that are
incorrectly labeled or that are hard to classify. Examples with large weights after
a certain number of rounds of boosting can be identified as outliers.

7.6 Chapter notes

The question of whether a weak learning algorithm could be boosted to derive a
strong learning algorithm was first posed by Kearns and Valiant [1988, 1994], who
also gave a negative proof of this result for a distribution-dependent setting. The
first positive proof of this result in a distribution-independent setting was given by
Schapire [1990], and later by Freund [1990].

These early boosting algorithms, boosting by filtering [Schapire, 1990] or boosting
by majority [Freund, 1990, 1995] were not practical. The AdaBoost algorithm
introduced by Freund and Schapire [1997] solved several of these practical issues.
Freund and Schapire [1997] further gave a detailed presentation and analysis of the
algorithm including the bound on its empirical error, a VC-dimension analysis, and
its applications to multi-class classification and regression.

Early experiments with AdaBoost were carried out by Drucker, Schapire, and
Simard [1993], who gave the first implementation in OCR with weak learners based
on neural networks and Drucker and Cortes [1995], who reported the empirical per-
formance of AdaBoost combined with decision trees, in particular decision stumps.

The fact that AdaBoost coincides with coordinate descent applied to an exponen-
tial objective function was later shown by Duffy and Helmbold [1999], Mason et al.
[1999], and Friedman [2000]. Friedman, Hastie, and Tibshirani [2000] also gave an
interpretation of boosting in terms of additive models. They also pointed out the
close connections between AdaBoost and logistic regression, in particular the fact
that their objective functions have a similar behavior near zero or the fact that
their expectation admit the same minimizer, and derived an alternative boosting
algorithm, LogitBoost, based on the logistic loss. Lafferty [1999] showed how an
incremental family of algorithms, including LogitBoost, can be derived from Breg-
man divergences and designed to closely approximate AdaBoost when varying a
parameter. Kivinen and Warmuth [1999] gave an equivalent view of AdaBoost as
an entropy projection. They showed that the distribution over the sample found



7.6 Chapter notes 169

by Adaboost at each round is approximately the solution to the problem of finding
the closest distribution to the one at the previous round, subject to the constraint
that it be orthogonal to the vector of errors of the current base hypotheses. Here,
closeness is measured by a Bregman divergence, which, for AdaBoost is the un-
normalized relative entropy. Collins, Schapire, and Singer [2002] later showed that
boosting and logistic regression were special instances of a common framework
based on Bregman divergences and used that to give the first convergence proof of
AdaBoost. Another direct relationship between AdaBoost and logistic regression
is given by Lebanon and Lafferty [2001] who showed that the two algorithms min-
imize the same extended relative entropy objective function subject to the same
feature constraints, except from an additional normalization constraint for logistic
regression.

A margin-based analysis of AdaBoost was first presented by Schapire, Freund,
Bartlett, and Lee [1997], including theorem 7.7 which gives a bound on the empirical
margin loss. Our presentation is based on the elegant derivation of margin bounds
by Koltchinskii and Panchenko [2002] using the notion of Rademacher complexity.
Rudin et al. [2004] gave an example showing that, in general, AdaBoost does not
maximize the Li-margin. Rétsch and Warmuth [2002] provided asymptotic lower
bounds for the margin achieved by AdaBoost under some conditions. The Li-
margin maximization based on an LP is due to Grove and Schuurmans [1998].
Rétsch, Onoda, and Miiller [2001] suggested a modification of that algorithm using
a soft-margin instead and pointed out its connections with SVMs. The game-
theoretic interpretation of boosting and the application of von Neumann’s minimax
theorem [von Neumann, 1928] in that context were pointed out by Freund and
Schapire [1996, 1999b]; see also Grove and Schuurmans [1998] and Breiman [1999].

The L;-regularized AdaBoost algorithm described in Section 7.4 is presented and
analyzed by Rétsch, Mika, and Warmuth [2001]. Cortes, Mohri, and Syed [2014]
introduced a new boosting algorithm, DeepBoost, which they proved to benefit
from finer learning guarantees, including favorable ones even when using as base
classifier set relatively rich families, for example a family of very deep decision trees,
or other similarly complex families. In DeepBoost, the decisions in each iteration of
which classifier to add to the ensemble and which weight to assign to that classifier,
depend on the (data-dependent) complexity of the sub-family to which the classifier
belongs. Cortes, Mohri, and Syed [2014] further showed that empirically DeepBoost
achieves a better performance than AdaBoost, Logistic Regression, and their L;-
regularized variants. Both AdaBoost and Li-regularized AdaBoost can be viewed
as special instances of DeepBoost.

Dietterich [2000] provided extensive empirical evidence for the fact that uniform
noise can severely damage the accuracy of AdaBoost. This has been reported by
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a number of other authors since then. Long and Servedio [2010] further recently
showed the failure of boosting algorithms based on convex potentials to tolerate
random noise, even with Li-regularization or early stopping.

There are several excellent surveys and tutorials related to boosting [Schapire,
2003, Meir and Rétsch, 2002, Meir and Rétsch, 2003], including the recent book of
Schapire and Freund [2012] fully dedicated to this topic, with an extensive list of
references and a detailed presentation.

7.7 Exercises

7.1 VC-dimension of the hypothesis set of AdaBoost. Prove the upper bound on the
VC-dimension of the hypothesis set Fr of AdaBoost after T' rounds of boosting,
as stated in equation (7.9).

7.2 Alternative objective functions. This problem studies boosting-type algorithms
defined with objective functions different from that of AdaBoost. We assume
that the training data are given as m labeled examples (z1,y1), ..., (Tm,Ym) €
X x {—1,+1}. We further assume that ® is a strictly increasing convex and
differentiable function over R such that: Vo > 0, ®(z) > 1 and Vx < 0, ®(z) > 0.

(a) Consider the loss function L(a) = > 1", ®(—y; f(x;)) where f is a linear
combination of base classifiers, i.e., f = 23:1 aihy (as in AdaBoost). Derive
a new boosting algorithm using the objective function L. In particular,
characterize the best base classifier h,, to select at each round of boosting if
we use coordinate descent.

(b) Consider the following functions: (1) zero-one loss ®1(—u) = 1,<o; (2) least
squared loss ®o(—u) = (1 — u)?; (3) SVM loss ®3(—u) = max{0,1 — u};
and (4) logistic loss ®4(—u) = log(1 + e™*). Which functions satisfy the
assumptions on ¢ stated earlier in this problem?

(¢) For each loss function satisfying these assumptions, derive the corresponding
boosting algorithm. How do the algorithm(s) differ from AdaBoost?

7.3 Update guarantee. Assume that the main weak learner assumption of AdaBoost
holds. Let h; be the base learner selected at round ¢. Show that the base learner
hiy1 selected at round t + 1 must be different from h;.

7.4 Weighted instances. Let the training sample be S = ((z1,y1), .-, (T, Ym))-
Suppose we wish to penalize differently errors made on z; versus x;. To do that,
we associate some non-negative importance weight w; to each point x; and define
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the objective function F(a) = 7 w;e ¥/ (#) where f = S, a;hs. Show
that this function is convex and differentiable and use it to derive a boosting-
type algorithm.

7.5 Define the unnormalized correlation of two vectors x and x’ as the inner product
between these vectors. Prove that the distribution vector (Dyy1(1), ..., Dip1(m))
defined by AdaBoost and the vector of components y;h:(z;) are uncorrelated.

7.6 Fix € € (0,1/2). Let the training sample be defined by m points in the plane

with 7 negative points all at coordinate (1,1), another 7 negative points all

at coordinate (—1,—1), w positive points all at coordinate (1,—1), and

% positive points all at coordinate (—1,+1). Describe the behavior of
AdaBoost when run on this sample using boosting stumps. What solution does

the algorithm return after 7' rounds?

7.7 Noise-tolerant AdaBoost. AdaBoost may be significantly overfitting in the pres-
ence of noise, in part due to the high penalization of misclassified examples. To
reduce this effect, one could use instead the following objective function:

F= Z G(—yif(x:)), (7.32)

where G is the function defined on R by

x ifz <0
Gz)=1{ © = (7.33)
xz + 1 otherwise.

(a) Show that the function G is convex and differentiable.
(b) Use F' and greedy coordinate descent to derive an algorithm similar to Ad-
aBoost.

(¢) Compare the reduction of the empirical error rate of this algorithm with that
of AdaBoost.

7.8 Simplified AdaBoost. Suppose we simplify AdaBoost by setting the parameter
ay to a fixed value ay = a > 0, independent of the boosting round ¢.

(a) Let ~ be such that (5 — ) >~ > 0. Find the best value of « as a function
of v by analyzing the empirical error.

(b) For this value of «, does the algorithm assign the same probability mass to
correctly classified and misclassified examples at each round? If not, which
set is assigned a higher probability mass?
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ADABOOST(M, t1ax)

1

)\LJ‘FOfOI‘Z’=1,...7m

2 for t <+ 1to typax do

3

4
)
6
7
8

exp(—(MM\);)

dri & s gy fri=1,...,m

k=1

i argmaxj(dtTM)j
Tt < (d:M)jt

ap — %log (}f—:)

At41 < At + age;,, where e;, is 1 in position j; and 0 elsewhere.

return M

H>‘tma‘xH1

Figure 7.7

AdaBoost defined with respect to a matrix M, which encodes the accuracy of each weak classifier
on each training point.

(¢) Using the previous value of «, give a bound on the empirical error of the

(d) Using the previous bound, show that for 7' >
is consistent with the sample of size m.

algorithm that depends only on v and the number of rounds of boosting 7.

logm

Rl the resulting hypothesis

(e) Let s be the VC-dimension of the base learners used. Give a bound on the

m

7.9 AdaBoost example.

generalization error of the consistent hypothesis obtained after T' = Llog mJ +

2+2

1 rounds of boosting. (Hint: Use the fact that the VC-dimension of the fam-
ily of functions {sgn(zgz1 atht) : oy € R} is bounded by 2(s+1)T log, (eT)).
Suppose now that v varies with m. Based on the bound derived, what can
be said if y(m) = O(1/22™)?)

In this exercise we consider a concrete example that consists of eight training
points and eight weak classifiers.

(a) Define an m x n matrix M where M,; = y;h;(x;), i.e., M;; = +1 if training

example ¢ is classified correctly by weak classifier h;, and —1 otherwise. Let
d;, A € R™, ||d¢|l; = 1 and dy; (vespectively \;;) equal the i*" component
of d; (respectively A;). Now, consider AdaBoost as described in figure 7.7
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and define M as below with eight training points and eight weak classifiers.

-1 1 1 1 1 -1 -1 1
-1 1 1 -1 -1 1 1 1
1 -1 1 1 1 -1 1 1
M — 1 -1 1 1 -1 1 1 1
1 -1 1 -1 1 1 1 -1
1 1 -1 1 1 1 1 -1
1 1 -1 1 1 1 -1 1
1 1 1 1 -1 -1 1 -1

Assume that we start with the following initial distribution over the data-
points:

4 3—%3—%111%—1\/5—10T
1 — ] ) ] ) 6’ 6) 67 S ) ] )
Compute the first few steps of the AdaBoost algorithm using M, d;, and
tmaz = 7. What weak classifier is picked at each round of boosting? Do you

notice any pattern?
(b) What is the Ly norm margin produced by AdaBoost for this example?

(c) Instead of using AdaBoost, imagine we combined our classifiers using the
following coefficients: [2,3,4,1,2,2,1,1] x 11—6. What is the margin in this
case? Does AdaBoost maximize the margin?

7.10 Boosting in the presence of unknown labels. Consider the following variant
of the classification problem where, in addition to the positive and negative
labels +1 and —1, points may be labeled with 0. This can correspond to cases
where the true label of a point is unknown, a situation that often arises in
practice, or more generally to the fact that the learning algorithm incurs no
loss for predicting —1 or +1 for such a point. Let X be the input space and let
Y ={-1,0,+1}. As in standard binary classification, the loss of f: X — R on
a pair (z,y) € X x Y is defined by 1, ¢(z)<o-

Consider a sample S = ((z1,y1),-- - (Tm, Ym)) € (X x Y)™ and a hypothesis set
H of base functions taking values in {—1,0,+1}. For a base hypothesis h; € H
and a distribution D; over indices i € [m], define € for s € {-1,0,+1} by
¢ = Einp, [1yiht(zi):5}'
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(a) Derive a boosting-style algorithm for this setting in terms of €s, using the
same objective function as that of AdaBoost. You should carefully justify
the definition of the algorithm.

(b) What is the weak-learning assumption in this setting?

(¢) Write the full pseudocode of the algorithm.

(d) Give an upper bound on the training error of the algorithm as a function of
the number of rounds of boosting and €/s.

7.11 HingeBoost. As discussed in the chapter, AdaBoost can be viewed as coordinate
descent applied to an exponential objective function. Here, we consider an
alternative ensemble method algorithm, HingeBoost, that consists of applying
coordinate descent to an objective function based on the hinge loss. Consider
the function F defined for all & € RV by

m N
F(a) = max | 0,1—y; > ajh(@i) |, (7.34)
i=1 j=1

where the hjs are base classifiers belonging to a hypothesis set H of functions
taking values —1 or +1.

(a) Show that F is convex and admits a right- and left-derivative along any
direction.

(b) For any j € [N], let e; denote the direction corresponding to the base hy-
pothesis h;. Let ay denote the vector of coefficients «y ;, j € [N] obtained
after t > 0 iterations of coordinate descent and f; = Ejvzl o jh; the predic-
tor obtained after ¢ iterations.

Give the expression of the right-derivative F| (o —1, e;) and the left-derivative
F’ (a;—1,€;) after t — 1 iterations in terms of f;_.
(c) For any j € [N], define the maximum directional derivative 6 F(ay—_1, e;) at
o1 as follows:
5F(at,1, ej) =
0 ifF’_(ozt_l,ej) §O§Fjr(ozt_1,ej)
F_’F(at_l,ej) lf F’_(at_l,ej) §F4’_(at_1,ej) SO
Fi(at,l,ej) ingFL(at,l,ej) SF]’»(at717e‘j).

The direction e; considered by the coordinate descent considered here is the
one maximizing |0F(cy—1,e;)|. Once the best direction j is selected, the
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step 7 can be determined by minimizing F'(oi;—1 + ne;) using a grid search.
Give the pseudocode of HingeBoost.

7.12 Empirical margin loss boosting. As discussed in the chapter, AdaBoost can be
viewed as coordinate descent applied to a convex upper bound on the empirical
error. Here, we consider an algorithm seeking to minimize the empirical margin
loss. For any 0 < p < 1 let ﬁsyp(f) = % >0 1y, f(z)<p denote the empirical

margin loss of a function f of the form f = %a;h’ for a labeled sample

S = ((‘Tl,yl),...,(xm’ym))' t=1 %t

(a) Show that ]%s,p(f) can be upper bounded as follows:
. 1 m T T
Rosl) < 3o (- St +03 o).

(b) For any p > 0, let G, be the objective function defined for all a > 0 by

m N N
1
Gpla) = m ZGXP —Yi Zajhj(xi) + PZ%’ )
i=1 j=1 j=1

with h; € H for all j € [N], with the notation used in class in the boosting
lecture. Show that G/, is convex and differentiable.

(c) Derive a boosting-style algorithm A, by applying (maximum) coordinate
descent to G,. You should justify in detail the derivation of the algorithm,
in particular the choice of the base classifier selected at each round and that
of the step. Compare both to their counterparts in AdaBoost.

(d) What is the equivalent of the weak learning assumption for A, (Hint: use
non-negativity of the step value)?

e) Give the full pse 1docode of the algmitl m A,. What car you say about the
14
.AO algmitlm ?

(f) Provide a bound on ﬁsyp(f).

i. Prove the upper bound }ABS,p(f) < exp (Zthl atp) HtT:1 Z;, where the
normalization factors Z; are defined as in the case of AdaBoost (with a;
the step chosen by A, at round t).

ii. Give the expression of Z; as a function of p and €;, where ¢, is the weighted
error of the hypothesis found by A, at round ¢ (defined in the same way
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as for AdaBoost in class). Use that to prove the following upper bound

T
~ P —p T —
Rsp(f) < (u¥ +u=") [[ a0 —ea),
t=1

Assume that for all ¢t € [T, % — ¢ > v > 0. Use the result of the

previous question to show that

~ 22T
R, < (- 20)).

(Hint: you can use without proof the following identity:
R 1=p _ )2
(UHTP _|_u_172‘)> ei_p(l—Gt)ler S 1_2( ?[ Zt) 5
—-p

valid for 152 — ¢, > 0.) Show that for T > ®&™0=r% ")) points of the
training data have margin at least p.
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This chapter presents an introduction to on-line learning, an important area with a
rich literature and multiple connections with game theory and optimization that is
increasingly influencing the theoretical and algorithmic advances in machine learn-
ing. In addition to the intriguing novel learning theory questions that they raise,
on-line learning algorithms are particularly attractive in modern applications since
they provide an efficient solution for large-scale problems.

These algorithms process one sample at a time with an update per iteration
that is often computationally cheap and easy to implement. As a result, they are
typically significantly more efficient both in time and space and more practical than
batch algorithms, when processing modern data sets of several million or billion
points. They are also typically easy to implement. Moreover, on-line algorithms
do not require any distributional assumption; their analysis assumes an adversarial
scenario. This makes them applicable in a variety of scenarios where the sample
points are not drawn i.i.d. or according to a fixed distribution.

We first introduce the general scenario of on-line learning, then present and an-
alyze several key algorithms for on-line learning with expert advice, including the
deterministic and randomized weighted majority algorithms for the zero-one loss
and an extension of these algorithms for convex losses. We also describe and analyze
two standard on-line algorithms for linear classification, the Perceptron and Win-
now algorithms, as well as some extensions. While on-line learning algorithms are
designed for an adversarial scenario, they can be used, under some assumptions, to
derive accurate predictors for a distributional scenario. We derive learning guaran-
tees for this on-line to batch conversion. Finally, we briefly point out the connection
of on-line learning with game theory by describing its use to derive a simple proof
of von Neumann’s minimax theorem.
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8.1 Introduction

The learning framework for on-line algorithms is in stark contrast to the PAC
learning or stochastic models discussed up to this point. First, instead of learning
from a training set and then testing on a test set, the on-line learning scenario mixes
the training and test phases. Second, PAC learning follows the key assumption
that the distribution over data points is fixed over time, both for training and test
points, and that points are sampled in an i.i.d. fashion. Under this assumption, the
natural goal is to learn a hypothesis with a small expected loss or generalization
error. In contrast, with on-line learning, no distributional assumption is made,
and thus there is no notion of generalization. Instead, the performance of on-line
learning algorithms is measured using a mistake model and the notion of regret. To
derive guarantees in this model, theoretical analyses are based on a worst-case or
adversarial assumption.

The general on-line setting involves T' rounds. At the tth round, the algorithm
receives an instance x; € X and makes a prediction gy € Y. It then receives
the true label y; € Y and incurs a loss L(U:,y:), where L: Y x Y — Ry is a
loss function. More generally, the prediction domain for the algorithm may be
Y #£ Y and the loss function defined over Y’ x Y. For classification problems, we
often have Y = {0,1} and L(y,y’) = |y’ — y|, while for regression Y C R and
typically L(y,y’) = (y' — y)2. The objective in the on-line setting is to minimize
the cumulative loss: Zle L(yt, yt) over T rounds.

8.2 Prediction with expert advice

We first discuss the setting of online learning with expert advice, and the associated
notion of regret. In this setting, at the tth round, in addition to receiving z; € X,
the algorithm also receives advice y;; € Y, i € [N], from N experts. Following the
general framework of on-line algorithms, it then makes a prediction, receives the
true label, and incurs a loss. After T' rounds, the algorithm has incurred a cumu-
lative loss. The objective in this setting is to minimize the regret Rp, also called
external regret, which compares the cumulative loss of the algorithm to that of the
best expert in hindsight after T rounds:

T N T
Ryr = ZL(gtayt) - EIE{IZL@M, Yt)- (8.1)
t=1

t=1
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6‘ ¢ ‘/J‘) ?

wunderground.com  bbc.com weather.com cnn.com algorithm

Figure 8.1
Weather forecast: an example of a prediction problem based on expert advice.

This problem arises in a variety of different domains and applications. Figure 8.1
illustrates the problem of predicting the weather using several forecasting sources
as experts.

8.2.1 Mistake bounds and Halving algorithm
Here, we assume that the loss function is the standard zero-one loss used in classi-
fication. To analyze the expert advice setting, we first consider the realizable case,
that is the setting where at least one of the experts makes no errors. As such,
we discuss the mistake bound model, which asks the simple question “How many
mistakes before we learn a particular concept?” Since we are in the realizable case,
after some number of rounds 7', we will learn the concept and no longer make errors
in subsequent rounds. For any fixed concept ¢, we define the maximum number of
mistakes a learning algorithm 4 makes as

Ma(c) = max |mistakes(A,c)|. (8.2)

T

T1ye.y T

Further, for any concept in a concept class €, the maximum number of mistakes a
learning algorithm makes is

MA(C) = max Ma(c). (8.3)

cel

Our goal in this setting is to derive mistake bounds, that is, a bound M on M 4(C).
We will first do this for the Halving algorithm, an elegant and simple algorithm for
which we can guarantee surprisingly favorable mistake bounds. At each round, the
Halving algorithm makes its prediction by taking the majority vote over all active
experts. After any incorrect prediction, it deactivates all experts that gave faulty
advice. Initially, all experts are active, and by the time the algorithm has converged
to the correct concept, the active set contains only those experts that are consistent
with the target concept. The pseudocode for this algorithm is shown in figure 8.2.
We also present straightforward mistake bounds in theorems 8.1 and 8.2, where the
former deals with finite hypothesis sets and the latter relates mistake bounds to
VC-dimension. Note that the hypothesis complexity term in theorem 8.1 is identical
to the corresponding complexity term in the PAC model bound of theorem 2.5.
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HALVING(K)
1 Hi+KH
2 fort<«+ 1to T do
3 RECEIVE(x:)
4 Ut + MAJORITYVOTE(H;, z4)
5 RECEIVE(y;)
6 if (g¢ # y¢) then
7 Hipr < {c € Hy: c(ar) = yi}
8 else H; 1 + I,
9 return JHrqy

Figure 8.2
Halving algorithm.

Theorem 8.1 Let H be a finite hypothesis set. Then
My avive(H) < log, |H|. (8.4)

Proof: Since at each round the algorithm makes predictions using majority vote
from the active set, at each mistake, the active set is reduced by at least half.
Hence, after log, || mistakes, there can only remain one active hypothesis, and
since we are in the realizable case, this hypothesis must coincide with the target
concept. O

Theorem 8.2 Let opt(H) be the optimal mistake bound for H. Then,
VCdim(H) < opt(H) < Myapvine(H) < logs |H]. (8.5)

Proof: The second inequality is true by definition and the third inequality holds
based on theorem 8.1. To prove the first inequality, we let d = VCdim(%H). Then
there exists a shattered set of d points, for which we can form a complete binary tree
of the mistakes with height d, and we can choose labels at each round of learning
to ensure that d mistakes are made. Note that this adversarial argument is valid
since the on-line setting makes no statistical assumptions about the data. O
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WEIGHTED-MAJORITY(N)
1 fori<+1to N do

2 w1

3 fort+ 1to T do

4 RECEIVE(z)

5 if 32, yei=1 Wti = i ye.i—0 Wt,i then
6 yr 1

7 else 7, < 0

8 RECEIVE(y,)

9 if (¥ # y:) then
10 for i +— 1 to N do
11 if (y:: # y:) then
12 Wep1 < Pwy
13 else w1, ¢ wyy

14 return wri

Figure 8.3
Weighted majority algorithm, vy, y:; € {0,1}.

8.2.2 Weighted majority algorithm

In the previous section, we focused on the realizable setting in which the Halving
algorithm simply discarded experts after a single mistake. We now move to the non-
realizable setting and use a more general and less extreme algorithm, the Weighted
Majority (WM) algorithm, that weights the importance of experts as a function
of their mistake rate. The WM algorithm begins with uniform weights over all
N experts. At each round, it generates predictions using a weighted majority
vote. After receiving the true label, the algorithm then reduces the weight of each
incorrect expert by a factor of 5 € [0,1). Note that this algorithm reduces to the
Halving algorithm when 8 = 0. The pseudocode for the WM algorithm is shown
in figure 8.3.

Since we are not in the realizable setting, the mistake bounds of theorem 8.1
cannot apply. However, the following theorem presents a bound on the number of
mistakes mp made by the WM algorithm after 7 > 1 rounds of on-line learning as
a function of the number of mistakes made by the best expert, that is the expert
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who achieves the smallest number of mistakes for the sequence y;,...,yr. Let us
emphasize that this is the best expert in hindsight.

Theorem 8.3 Fix § € (0,1). Let mp be the number of mistakes made by algorithm
WM after T > 1 rounds, and m’. be the number of mistakes made by the best of
the N experts. Then, the following inequality holds:

log N +m7 log%

log ﬁ
Proof: To prove this theorem, we first introduce a potential function. We then
derive upper and lower bounds for this function, and combine them to obtain our
result. This potential function method is a general proof technique that we will use
throughout this chapter.

For any ¢t > 1, we define our potential function as W; = Z@Z\; wy,;. Since predic-
tions are generated using weighted majority vote, if the algorithm makes an error
at round ¢, this implies that

14
Wisr < [1/2+ (1/2)8]W, = [25] . (8.7)
Since W7 = N and mp mistakes are made after T' rounds, we thus have the following

upper bound:
1+8]""
Wrp < — N. (8.8)

Next, since the weights are all non-negative, it is clear that for any expert i, Wp >
wr,; = BT, where mr; is the number of mistakes made by the ith expert after
T rounds. Applying this lower bound to the best expert and combining it with the
upper bound in (8.8) gives us:

. 1 mr
BT < Wy < ;B] N

1
= mrlog 8 <log N + mr log {Zﬂ}

2 ] 1
—— | <log N +m)log —,
which concludes the proof. O

= mr log[

Thus, the theorem guarantees a bound of the following form for algorithm WM:

mrp < O(log N) + constant X |mistakes of best expert]|.

Since the first term varies only logarithmically as a function of N, the theorem
guarantees that the number of mistakes is roughly a constant times that of the best
expert in hindsight. This is a remarkable result, especially because it requires no
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assumption about the sequence of points and labels generated. In particular, the
sequence could be chosen adversarially. In the realizable case where m} = 0, the
bound reduces to mr < O(log N) as for the Halving algorithm.

8.2.3 Randomized weighted majority algorithm

In spite of the guarantees just discussed, the WM algorithm admits a drawback that
affects all deterministic algorithms in the case of the zero-one loss: no deterministic
algorithm can achieve a regret Ry = o(T) over all sequences. Clearly, for any
deterministic algorithm A and any t € [T], we can adversarially select y; to be
1 if the algorithm predicts 0, and choose it to be 0 otherwise. Thus, A errs at
every point of such a sequence and its cumulative mistake is mp = T. Assume for
example that NV = 2 and that one expert always predicts 0, the other one always 1.
The error of the best expert over that sequence (and in fact any sequence of that
length) is then at most m?. < T/2. Thus, for that sequence, we have

RT:mT—m; ZT/27

which shows that Ry = o(T") cannot be achieved in general. Note that this does

not contradict the bound proven in the previous section, since for any 5 € (0,1),
log % . . . .
I o8 5— > 2. As we shall see in the next section, this negative result does not hold

& 118
for any loss that is convex with respect to one of its arguments. But for the zero-one

loss, this leads us to consider randomized algorithms instead.

In the randomized scenario of on-line learning, we assume that aset A = {1,..., N}
of N actions is available. At each round ¢ € [T], an on-line algorithm A selects
a distribution p; over the set of actions, receives a loss vector 1;, whose ith com-
ponent I;; € [0,1] is the loss associated with action ¢, and incurs the expected
loss L; = Zf\;lpm ly;. The total loss incurred by the algorithm over T' rounds
is Lr = Zthl L;. The total loss associated to action 7 is Lp; = Zle ly;. The
minimal loss of a single action is denoted by E%in =min;c 4 Lr1,;. The regret Ry of
the algorithm after T rounds is then typically defined by the difference of the loss
of the algorithm and that of the best single action:!!

Ry = Ly — L™,

Here, we consider specifically the case of zero-one losses and assume that I, ; € {0,1}
for all t € [T] and i € A.

11 Alternative definitions of the regret with comparison classes different from the set of single
actions can be considered.
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RANDOMIZED-WEIGHTED-MAJORITY (V)
1 fori<+1to N do
wi; <1
p1; < 1/N
fort < 1to T do
RECEIVE(]L;)
for i < 1to N do
if (I;; =1) then
Wi1,5 < ﬁwt,z‘
else wyq1, < Wy
Wig1 < Ef\il Wiy,
for i < 1to N do

© 00 N O Ut = W N

— =
N o= O

P1,i — Wet1,i/ Wi
13 return wry,

Figure 8.4
Randomized weighted majority algorithm.

The WM algorithm admits a straightforward randomized version, the random-
ized weighted majority (RWM) algorithm. The pseudocode of this algorithm is
given in figure 8.4. The algorithm updates the weight w;; of expert ¢ as in the
case of the WM algorithm by multiplying it by 5. The following theorem gives a
strong guarantee on the regret Ry of the RWM algorithm, showing that it is in

O(v/TlogN).
Theorem 8.4 Fiz 3 € [1/2,1). Then, for any T > 1, the loss of algorithm RWM on
any sequence can be bounded as follows:

log N .
Lr < B2 4 (2 pg)cmin, (8.9)
1-p
In particular, for f = max{1/2,1 — \/(log N)/T'}, the loss can be bounded as:
L < LP™ +2,/TlogN. (8.10)

Proof: As in the proof of theorem 8.3, we derive upper and lower bounds for the
potential function W; = Zi\il wyi, t € [T], and combine these bounds to obtain
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the result. By definition of the algorithm, for any ¢ € [T], W;11 can be expressed
as follows in terms of W;:

Wit = Z wy; + B Z we; =W+ (8 —1) Z Wy
7 lt’i:O 7 ltAiZI 7 ltTizl
=W+ (8- 1)Ws Z Dti
il =1
=W+ (B - 1)Wi Ly
=Wi(1 - (1= B)Ly).

Thus, since W7 = N, it follows that Wy = NHthl(l —(1=p)L¢). On the other
hand, the following lower bound clearly holds: Wr1 > max;ein) w41, = BET,
This leads to the following inequality and series of derivations after taking the log
and using the inequalities log(1 — ) < —x valid for all x < 1, and —log(1 — z) <

x + 22 valid for all z € [0,1/2]:

T T
BT < N[0 = (1= B)L) = L7 log B <log N + > log(1— (1= B)Ly)
t=1 t=1
. T
= LM og B <logN — (1-7) ZLt
t=1
= LF"log B <logN — (1 - B)Lr
logN logfB ., .
< _ min
IOgN 1Og(1 — (1 B B)) min
< _
log N .
1-p
This shows the first statement. Since L2 < T, this also implies
log N )
Ly < O“fﬁ (1= B)T + comin, (8.11)

Differentiating the upper bound with respect to § and setting it to zero gives
425 =T =0, that is 8 = 1 —/(log N)/T < 1. Thus, if 1 — /(log N)/T > 1/2,
Bo =1—+/(log N)/T is the minimizing value of 3, otherwise the boundary value
Bo = 1/2 is the optimal value. The second statement follows by replacing 5 with
Bo in (8.11). |
The bound (8.10) assumes that the algorithm additionally receives as a parameter
the number of rounds T'. As we shall see in the next section, however, there exists
a general doubling trick that can be used to relax this requirement at the price of a
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small constant factor increase. Inequality 8.10 can be written directly in terms of
the regret Ry of the RWM algorithm:

Ry <2y/TlogN. (8.12)

Thus, for N constant, the regret verifies Ry = O(v/T) and the average regret or
regret per round Ry /T decreases as O(1/+/T). These results are optimal, as shown
by the following theorem.

Theorem 8.5 Let N = 2. There exists a stochastic sequence of losses for which the
regret of any on-line learning algorithm verifies E[Rr] > /T/8.

Proof: For any t € [T], let the vector of losses 1; take the values lp; = (0,1)T and
lip = (1,0)" with equal probability. Then, the expected loss of any randomized
algorithm A is

T T T4 1
ElLr] =E [Zpt : lt] = Zpt -E[l] = Z §pt,1 + 5(1 —pe1) =T/2,
t=1 t=1 t=1

where we denoted by p; the distribution selected by A at round ¢. By definition,
L3 can be written as follows:

) ) 1
,C%lm = mln{CTyl,ET,Q} = i(ﬁT’l + ET’Q — |£T,1 — L:T,2|) = T/2 — |£T,1 — T/Q‘,
using the fact that L71 + L7 2 = T. Thus, the expected regret of A is
E[Rr) = E[Lr] — E[CF"] = E[| L1 — T/2]].

Let oy, t € [T], denote Rademacher variables taking values in {—1,+1}, then Lp
can be rewritten as Lrq = Zthl o = T/2 4+ %23:1 o¢. Thus, introducing
scalars x; = 1/2, ¢ € [T], by the Khintchine-Kahane inequality, (D.24) we have:

E[Rr] =E [\ iatact} >

which concludes the proof. O

More generally, for T > N, a lower bound of Ry = Q(v/T log N) can be proven for
the regret of any algorithm.

T

1

52.’1}% = \/T/S,
t=1

8.2.4 Exponential weighted average algorithm

The WM algorithm can be extended to other loss functions L taking values in
[0,1]. The Exponential Weighted Average algorithm presented here can be viewed
as that extension for the case where L is convex in its first argument. Note that this
algorithm is deterministic and yet, as we shall see, admits a very favorable regret



8.2 Prediction with expert advice 187

EXPONENTIAL-WEIGHTED-AVERACGE (V)

1 fori<+1to N do
’LU17Z'<—1
fort <+ 1to T do

RECEIVE(x;)

Zﬁvzl Wt,iYt,i
Z«]L\Izl Wt,s

2

3

4

5 Y
6 RECEIVE(y;)

7 for i < 1to N do

8 Wi wyq e Gv)
9

return wr

Figure 8.5
Exponential weighted average, L(7t,;, yt) € [0, 1].

guarantee. Figure 8.5 gives its pseudocode. At round ¢ € [T, the algorithm’s
prediction is
~ Ziil Wt i Yt,i
Yt = N ’ (813)
Zi:l wtai
where y, ; is the prediction by expert ¢ and w; ; the weight assigned by the algorithm
to that expert. Initially, all weights are set to one. The algorithm then updates the

weights at the end of round ¢ according to the following rule:
Wiy1,i 4 Wy e~ ML (e,i:yt) — e—'fILt,z" (8.14)

where L;; is the total loss incurred by expert i after ¢ rounds. Note that this
algorithm, as well as the others presented in this chapter, are simple, since they
do not require keeping track of the losses incurred by each expert at all previous
rounds but only of their cumulative performance. Furthermore, this property is also
computationally advantageous. The following theorem presents a regret bound for
this algorithm.

Theorem 8.6 Assume that the loss function L is convex in its first argument and
takes values in [0,1]. Then, for any n > 0 and any sequence y1,...,yr € Y, the
regret of the Exponential Weighted Average algorithm after T' rounds satisfies

log N T
Ry < Oi +%. (8.15)
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In particular, for n = \/8log N/T, the regret is bounded as

Ry < /(T/2)log N. (8.16)

Proof: We apply the same potential function analysis as in previous proofs but
using as potential ®; = log Ef\il wy i, t € [T]. Let p; denote the distribution over
{1,...,N} with p; = Z;{fﬁ To derive an upper bound on ®,;, we first examine
the difference of two consecutive potential values:
Zi\;1 wt}eeinL(yt’i’yt) — log ( ]E[enx])7

Dim1 Wei P

with X = —L (¥4, y) € [—1,0]. To upper bound the expression appearing in the
right-hand side, we apply Hoeffding’s lemma (lemma D.1) to the centered random
variable X — Ep, [X], then Jensen’s inequality (theorem B.20) using the convexity
of L with respect to its first argument:

b1 — Py =log (E [e"(X’E[XDJ“"E[X]])

Qi1 — Py =log

2

n _n

< 5 +nE[X] = g~ N E[L(Yt,i, y1)] (Hoeffding’s lemma)
Pt Pt
2
< —nL(E[Gil, ) + % (convexity of first arg. of L)
Pt

2
= —nL(Ys, y) + e

Summing up these inequalities yields the following upper bound:
T

T
Pry1 — @1 < _nZL(@\hyt) + % (8.17)

t=1

We obtain a lower bound for the same quantity as follows:

N
N
Dpy1—Dy = logZefnLT*"’—logN > log r?falx e METi_logN = —n I}lzl{l Ly ;—log N.
i=1

Combining the upper and lower bounds yields:

N ) n*T
—nminLT,i—logN < _UZL(Z//\tvyt)—i_
=1 =1 8
El N log N T
~ . g n
= ;L(ynyt) —minLrs < ==+

and concludes the proof. O
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The optimal choice of 77 in theorem 8.6 requires knowledge of the horizon T', which is
an apparent disadvantage of this analysis. However, we can use a standard doubling
trick to eliminate this requirement, at the price of a small constant factor. This

consists of dividing time into periods [2¥, 2¥+1 —1] of length 2* with k = 0,...,n and
T > 2™ —1, and then choosing n, = 1/ 813%]\] in each period. The following theorem
presents a regret bound when using the doubling trick to select . A more general
method consists of interpreting 7 as a function of time, i.e., 5, = /(8log N)/t,

which can lead to a further constant factor improvement over the regret bound of
the following theorem.

Theorem 8.7 Assume that the loss function L is convex in its first argument and
takes values in [0,1]. Then, for any T > 1 and any sequence yi,...,yr € Y, the
regret of the Exponential Weighted Average algorithm after T' rounds is bounded as
follows:

Ry < \f \/ (T/2)log N + \/log N/2. (8.18)

Proof: Let T > 1 and let Jj, = [2’C 2k 1], for k € [0,n], with n = [log(T +1)].
Let Lg, denote the loss incurred in the interval J,. By theorem 8.6 (8.16), for any

k €{0,...,n}, we have
N
ij — I;[l_i{nghi < \/Qk/Q 10gN (819)

Thus, we can bound the total loss incurred by the algorithm after 7" rounds as:

n n N n
Ly = kZLak S;I’E?Lj’“i + kz 2k (log N) /2
=0 =0 =0

N n
<min Ly; + /(log N)/2- > 28, (8.20)
= k=0

where the second inequality follows from the super-additivity of min, that is

min; X; + min; ¥; < min;(X; +Y;) for any sequences (X;); and (Y;);, which implies
Y oreo min®Y_ Ly, i < min?_, Y i—o L3, ,i- The geometric sum appearing in the right-
hand side of (8.20) can be expressed as follows:

z”:f 2V 1 VRVT AT -1 _V2(VT +1) -1 ff

2

- \/5—1 - V2 -1 - V2 -1 ﬁ—1

Plugging back into (8.20) and rearranging terms yields (8.18). |

The O(V/T) dependency on T presented in this bound cannot be improved for
general loss functions.
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PERCEPTRON(Wy)
1 wy « wy > typically wg = 0
2 fort<+ 1toT do
3 RECEIVE(x¢)
4 Ut < sgn(wy - Xy)
5 RECEIVE(y;)
6 if (g¢ # y¢) then
7 Wil < Wy + 4:X¢ > more generally nyxq,n > 0.
8 else w1 «+ wy
9 return wry

Figure 8.6
Perceptron algorithm.

8.3 Linear classification

This section presents two well-known on-line learning algorithms for linear classifi-
cation: the Perceptron and Winnow algorithms.

8.3.1 Perceptron algorithm

The Perceptron algorithm is one of the earliest machine learning algorithms. It is
an on-line linear classification algorithm. Thus, it learns a decision function based
on a hyperplane by processing training points one at a time. Figure 8.6 gives its
pseudocode.

The algorithm maintains a weight vector w; € R defining the hyperplane
learned, starting with an arbitrary vector wgo. At each round ¢ € [T, it predicts
the label of the point x; € RY received, using the current vector w; (line 4). When
the prediction made does not match the correct label (lines 6-7), it updates w; by
adding y;x;. More generally, when a learning rate n > 0 is used, the vector added
is ny;x¢. This update can be partially motivated by examining the inner product of
the current weight vector with y;x;, whose sign determines the classification of x;.
Just before an update, x; is misclassified and thus y;w; - X; is negative; afterward,
YtWig1 - Xg = YWy - X¢ + 7}||Xt||2, thus, the update corrects the weight vector in the
direction of making the inner product y;w; - x; positive by augmenting it with the
quantity n|x¢||* > 0.
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Figure 8.7
An example path followed by the iterative stochastic gradient descent technique. Each inner
contour indicates a region of lower elevation.

The Perceptron algorithm can be shown in fact to seek a weight vector w minimiz-
ing an objective function F' precisely based on the quantities (—y,w - x;), t € [T].
Since (—y;w - x;) is positive when x; is misclassified by w, F is defined for all
w € RN by

I
=
=
£

x

1z
F(w) = T Z max <0, —y(w - Xt))

t=1

(8.21)

where F(w,x) = max (0, — f(x)(w-x)) with f(x) denoting the label of x, and D is
the empirical distribution associated with the sample (x1,...,x7). For any t € [T,
w — —y(W - x¢) is linear and thus convex. Since the max operator preserves
convexity, this shows that F' is convex. However, F' is not differentiable. Never-
theless, the Perceptron algorithm coincides with the application of the stochastic
subgradient descent technique to F'.

The stochastic (or on-line) subgradient descent technique examines one point
x; at a time. Note, the function F (-, x¢) is non-differentiable for any w; where
w; - x; = 0. In such a case any subgradient of F , i.e. any vector in the convex
hull of 0 and —y;x¢, may be used for the update step (see B.4.1). Choosing the
subgradient —y;x;, we arrive at the following general update for each point x;:

{wt — nvwﬁ(whxt) ifw, -x; #0
Wil <

(8.22)
Wi 4+ NYeXe otherwise,

where > 0 is a learning rate parameter. Figure 8.7 illustrates an example path
the gradient descent follows. In the specific case we are considering, w > ﬁ(w, X¢)
is differentiable at any w such that y;(w - x;) # 0 with wa'(w,xt) = —yx; if
Y (W %) < 0 and Vo F(w,x;) = 0 if 3 (w - x;) > 0. Thus, the stochastic gradient
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descent update becomes

(8.23)

wi +nyexe i yp(we - xq) <05
Wt+1 < .
Wy if yp(wy - x¢) >0,

which coincides exactly with the update of the Perceptron algorithm.

The following theorem gives a margin-based upper bound on the number of mis-
takes or updates made by the Perceptron algorithm when processing a sequence of
T points that can be linearly separated by a hyperplane with margin p > 0.

Theorem 8.8 Let x1,...,x7 € RN be a sequence of T points with ||x:|| < r for all
t € [T), for some r > 0. Assume that there exist p > 0 and v € RN such that
forallt € [T), p < % Then, the number of updates made by the Perceptron
algorithm when processing X1, . .., X is bounded by 12 /p?.

Proof: Let J be the subset of the T rounds at which there is an update, and let
M Dbe the total number of updates, i.e., |[J| = M. Summing up the assumption
inequalities yields:

V- X
Mp < Z:fejlytt < H Z thtH (Cauchy-Schwarz inequality )
Iv

= H Z Wil — wt)H (definition of updates)

ted
= ||wr41]| (telescoping sum, wqo = 0)
Z Wil — [[wel|? (telescoping sum, wy = 0)

ted
Z Wi + yexe]|? — [|[we|? (definition of updates)

ted

= |3 2gwe - xo +xl?
——

ted <0

< [ Il? < vz,
ted

Comparing the left- and right-hand sides gives VM < 7/p, that is, M <72 /p?. O
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By definition of the algorithm, the weight vector w after processing T points is a
linear combination of the vectors x; at which an update was made: wp = Ztej Y Xt
Thus, as in the case of SVMs, these vectors can be referred to as support vectors
for the Perceptron algorithm.

The bound of theorem 8.8 is remarkable, since it depends only on the normalized
margin p/r and not on the dimension N of the space. This bound can be shown
to be tight, that is the number of updates can be equal to r2/p? in some instances
(see exercise 8.3 to show the upper bound is tight).

The theorem required no assumption about the sequence of points x1,...,x7. A
standard setting for the application of the Perceptron algorithm is one where a finite
sample S of size m < T is available and where the algorithm makes multiple passes
over these m points. The result of the theorem implies that when S is linearly
separable, the Perceptron algorithm converges after a finite number of updates and
thus passes. For a small margin p, the convergence of the algorithm can be quite
slow, however. In fact, for some samples, regardless of the order in which the points
in S are processed, the number of updates made by the algorithm is in Q(2V) (see
exercise 8.1). Of course, if S is not linearly separable, the Perceptron algorithm
does not converge. In practice, it is stopped after some number of passes over S.

There are many variants of the standard Perceptron algorithm which are used in
practice and have been theoretically analyzed. One notable example is the voted
Perceptron algorithm, which predicts according to the rule sgn ((Zte{J CtWy) - X),
where ¢; is a weight proportional to the number of iterations that w; survives, i.e.,
the number of iterations between w; and wyy.

For the following theorem, we consider the case where the Perceptron algorithm
is trained via multiple passes till convergence over a finite sample that is linearly
separable. In view of theorem 8.8, convergence occurs after a finite number of
updates.

For a linearly separable sample S, we denote by rg the radius of the smallest
origin-centered sphere containing all points in S and by pg the largest margin of
a separating hyperplane for S. We also denote by M(S) the number of updates
made by the algorithm after training over S.

Theorem 8.9 Assume that the data is linearly separable. Let hg be the hypothesis
returned by the Perceptron algorithm after training over a sample S of size m
drawn according to some distribution D. Then, the expected error of hg is bounded
as follows: . -
E [R(hs) < E min (M (S),7%/p%)
S~Dm S~Dmtt m+1

Proof: Let S be a linearly separable sample of size m 4 1 drawn i.i.d. according to
D and let x be a point in S. If hg_(4) misclassifies x, then x must be a support
vector for hg. Thus, the leave-one-out error of the Perceptron algorithm on sample



194 Chapter 8 On-Line Learning

= +1) The result then follows lemma 5.3, which relates the expected

leave-one-out error to the expected error, along with the upper bound on M (S)
given by theorem 8.8. O

S is at most

This result can be compared with a similar one given for the SVM algorithm (with
no offset) in the following theorem, which is an extension of theorem 5.4. We denote
by Nsv(S) the number of support vectors that define the hypothesis hg returned
by SVMs when trained on a sample S.

Theorem 8.10 Assume that the data is linearly separable. Let hg be the hypothesis
returned by SVMs used with no offset (b = 0) after training over a sample S of
size m drawn according to some distribution D. Then, the expected error of hg is
bounded as follows:

min (Nsv(S),r%/p%)
E
s~®m[ (hs)] < S~Dmt1 m+1

Proof: The fact that the expected error can be upper bounded by the average
fraction of support vectors (Ngy(S)/(m + 1)) was already shown by theorem 5.4.
Thus, it suffices to show that it is also upper bounded by the expected value of
(r%/p%)/(m + 1). To do so, we will bound the leave-one-out error of the SVM
algorithm for a sample S of size m + 1 by (r%/p%)/(m + 1). The result will then
follow by lemma 5.3, which relates the expected leave-one-out error to the expected
erTor.

Let S = (X1,...,Xm+1) be a linearly separable sample drawn i.i.d. according to
D and let x be a point in S that is misclassified by hg_(x}. We will analyze the
case where X = X,,11, the analysis of other cases is similar. We denote by S’ the
sample (X1,...,Xm).

For any q € [m + 1], let G, denote the function defined over R? by G4: a —
i — 5 ZZ =1 Qi YY; (xl x;). Then, G,,41 is the objective function of the
dual optimization problem for SVMs associated to the sample S and G,, the one
for the sample S’. Let a € R™*! denote a solution of the dual SVM problem
maxe>0 Gmi1(a) and o’ € R™HL the vector such that (of,...,a,,)" € R™is a
solution of maxq>0 G () and oy, = 0. Let e,,41 denote the (m + 1)th unit
vector in R™T!. By definition of & and @’ as maximizers, maxg>o Gm41(a’ +
Bem+1) < Gryi(a) and Gop1 (@ — amr1€mt1) < Gp(@’). Thus, the quantity
A = Gmyi1(a) — G (@) admits the following lower and upper bounds:

%13(})( Gm+1(a/ + ﬂem—&-l) - Gm,(a/) S A § Gm+1(a) - Gm+1(a - am+1em+l)~

Let w = thl y;;X; denote the weight vector returned by SVMs for the sample
S. Since hgs misclassifies X411, X;my1 Mmust be a support vector for hg, thus
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Ym+1W - Xm41 = 1. In view of that, the upper bound can be rewritten as follows:

Gmr1(@) = Guii(@ — ami1€mi1)

m—+1 1
= Omi1 — Z (WiciXi) - (Ym10mi1Xmi1) + 5041271+1||Xm+1H2
i=1

1
= amt1(1 = Ym1W - Xmp1) + iafn+1|\xm+1||2

1
= 50l

Similarly, let w’ = > | y;ax;. Then, for any 8 > 0, the quantity maximized in
the lower bound can be written as

Gmi1(a + Bepi1) — Gm(a)
1
=B(1 = Ym1(W + BYms1Xm41) - Xmp1) + 5ﬁ2”Xm+1 12
1
=B = Yms1W'  Xpp1) — 552||Xm+1||2~

The right-hand side is maximized for the following value of 3: 1-ymaw Xy

[ESE
’ 2
Plugging in this value in the right-hand side gives %W Thus,
A> 1(1 — YW - Xm+1)2 1
T2 [[%m+1l? = 2l ]2

using the fact that y,, 1w’ -x,,11 < 0, since X,,,11 is misclassified by w’. Comparing
this lower bound on A with the upper bound previously derived leads to m <
%a$n+1‘|xm+1”27 that is 1 1

Q1 2 ometlP = 72
The analysis carried out in the case x = X, 41 holds similarly for any x; in S that
is misclassified by hg_x,1. Let J denote the set of such indices 7. Then, we can

J
Zai Z %

By (5.19), the following simple expression holds for the margin: er:il a; =1/p%.
Using this identity leads to

write:

m—+1 ’l"2
|J|§r§§ aigrég o =5
Ps

1€J i=1
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Since by definition |J| is the total number of leave-one-out errors, this concludes
the proof. 0

Thus, the guarantees given by theorem 8.9 and theorem 8.10 in the separable case
have a similar form. These bounds do not seem sufficient to distinguish the ef-
fectiveness of the SVM and Perceptron algorithms. Note, however, that while the
same margin quantity pg appears in both bounds, the radius rg can be replaced by
a finer quantity that is different for the two algorithms: in both cases, instead of the
radius of the sphere containing all sample points, rg can be replaced by the radius
of the sphere containing the support vectors, as can be seen straightforwardly from
the proof of the theorems. Thus, the position of the support vectors in the case
of SVMs can provide a more favorable guarantee than that of the support vectors
(update vectors) for the Perceptron algorithm. Finally, the guarantees given by
these theorems are somewhat weak. These are not high probability bounds, they
hold only for the expected error of the hypotheses returned by the algorithms and
in particular provide no information about the variance of their error.

The following two theorems give bounds on the number of updates or mistakes
made by the Perceptron algorithm in the more general scenario of a non-linearly
separable sample in terms of the p-Hinge losses of an arbitrary weight vector v.

Theorem 8.11 Let J denote the set of indices t € [T| at which the Perceptron algo-
rithm makes an update when processing a sequence Xi,...,Xy with ||x¢|| < r for
some r > 0. Then, the number of updates M = |J| made by the algorithm can be
bounded as follows:

2
2+ /5 4Ll :
M< if |2 VP ) I (”+./||1p|1>,
p

T p>0,|lv]l2<1 2 T p>0,v]2<1

where 1, = (I;)tey with l; = max {O, 1-— W}

Proof: Fix p > 0 and v with ||v||z = 1. By definition of I;, for any t, we have
1-— w < l;. Summing up these inequalities over all ¢ € J yields

TED IR P

ted teld

ye(v - x¢) vV Mr?
=Ll + " <Ll + )

, (8.24)
ted

where the last inequality holds by the bound shown in the proof of the separable
case (theorem 8.8): Vles vt <V Mr7r2. Now, solving the resulting second-degree

vl
inequality M < |1, + L\;ffz gives VM < %(% + ,/;—2 +4|1,]|1) , which proves
the first inequality. The second inequality follows from the sub-additivity of the

square-root function. O
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Theorem 8.12 Let J denote the set of indices t € [T] at which the Perceptron algo-
rithm makes an update when processing a sequence Xi,...,xp with ||x¢|| < r for
some r > 0. Then, the number of updates M = |J| made by the algorithm can be

bounded as follows: )
ws it (Seilk)
p>0,]lvll2<1 \ p

where 1, = (I)1eg with l; = max {0, 1— w}

Proof: Fix p > 0 and v with ||v]]z = 1. Starting with line (8.24) of theorem 8.11
and using [|1,]|1 < v/M]||1,||2, which holds by the Cauchy-Schwarz inequality, give

vV Mr? vV Mr?

M <Lyl + < VM2 + 5
This implies VM < ||1,]l2 + ‘/f and proves the statement. O

These bounds strictly generalize the bounds given in the separable case (theo-
rem 8.8) since in that case the vector v can be chosen to be that of a maximum-
margin hyperplane with no Hinge loss at any point. The main difference between
the two bounds is the Li-norm of the vector of Hinge losses in Theorem 8.11 ver-
sus the Lo-norm in Theorem 8.12. Note that, since the Lo-norm bound follows
from upper bounding inequality (8.24), which is equivalent to the first inequality
of Theorem 8.11, the first L;-norm bound of Theorem 8.11 is always tighter than
the Lo-norm bound of Theorem 8.12.

The Perceptron algorithm can be generalized, as in the case of SVMs, to define a
linear separation in a high-dimensional space. It admits an equivalent dual form, the
dual Perceptron algorithm, which is presented in figure 8.8. The dual Perceptron
algorithm maintains a vector & € RT of coefficients assigned to each point x,
t € [T]. The label of a point x; is predicted according to the rule sgn(w -x;), where
w = Zle asYsXs. The coefficient oy is incremented by one when this prediction
does not match the correct label. Thus, an update for x; is equivalent to augmenting
the weight vector w with y;x;, which shows that the dual algorithm matches exactly
the standard Perceptron algorithm. The dual Perceptron algorithm can be written
solely in terms of inner products between training instances. Thus, as in the case of
SVMs, instead of the inner product between points in the input space, an arbitrary
PDS kernel can be used, which leads to the kernel Perceptron algorithm detailed
in figure 8.9. The kernel Perceptron algorithm and its average variant, i.e., voted
Perceptron with uniform weights ¢;, are commonly used algorithms in a variety of
applications.
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DUALPERCEPTRON(ax)
1 a+ o > typically ag = 0
2 fort<«+ 1to T do
3 RECEIVE(x¢)
4 G sen( o e (% x1)
5 RECEIVE(y;)
6 if (g¢ # y¢) then
7 ap —ap+ 1
8 else ay +
9 return o
Figure 8.8

Dual Perceptron algorithm.

8.3.2 Winnow algorithm

This section presents an alternative on-line linear classification algorithm, the Win-
now algorithm. Thus, it learns a weight vector defining a separating hyperplane
by sequentially processing the training points. As suggested by the name, the
algorithm is particularly well suited to cases where a relatively small number of
dimensions or experts can be used to define an accurate weight vector. Many of
the other dimensions may then be irrelevant.

The Winnow algorithm is similar to the Perceptron algorithm, but, instead of
the additive update of the weight vector in the Perceptron case, Winnow’s update
is multiplicative. The pseudocode of the algorithm is given in figure 8.10. The
algorithm takes as input a learning parameter n > 0. It maintains a non-negative
weight vector w; with components summing to one (||w¢||y = 1) starting with
the uniform weight vector (line 1). At each round ¢ € [T, if the prediction does
not match the correct label (line 6), each component wy;, @ € [N], is updated by
multiplying it by exp(ny:x: ;) and dividing by the normalization factor Z; to ensure
that the weights sum to one (lines 7-9). Thus, if the label y; and z;; share the same
sign, then wy ; is increased, while, in the opposite case, it is significantly decreased.

The Winnow algorithm is closely related to the WM algorithm: when x;; €
{=1,+1}, sgn(w;-x;) coincides with the majority vote, since multiplying the weight
of correct or incorrect experts by e’ or e™" is equivalent to multiplying the weight
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KERNELPERCEPTRON ()

1 a+ o > typically ag = 0
2 fort<«+ 1to T do
3 RECEIVE(z;)
4 Ui Sgn(z:f:1 asys K (zs, x4))
5 RECEIVE(y;)
6 if (g¢ # y¢) then
7 ar oy +1
8 else oy < oy
9 return o
Figure 8.9

Kernel Perceptron algorithm for PDS kernel K.

of incorrect ones by 8 = e~27. The multiplicative update rule of Winnow is of
course also similar to that of AdaBoost.

The following theorem gives a mistake bound for the Winnow algorithm in the
separable case, which is similar in form to the bound of theorem 8.8 for the Per-
ceptron algorithm.

Theorem 8.13 Let X1,...,x7 € RY be a sequence of T points with ||z¢||ec < 7eo for
all t € [T, for some roo > 0. Assume that there exist v 6 RN v >0, and poo >0
such that for all t € [T)], poo < y*”("”x‘). Then, for n = 2=, the number of updates
made by the Winnow algorithm when processing X17.. xT 18 upper bounded by
2(12, /%) log N.

Proof: Let J C [T] be the set of iterations at which there is an update, and let M be
the total number of updates, i.e., |J| = M. The potential function ®;, ¢t € [T], used
for this proof is the relative entropy of the distribution defined by the normalized
weights v;/||v]l1 > 0, i € [N], and the one defined by the components of the weight

vector wy;, © € [N]:
Z Uz/HVHl
||V||1

We 4

To derive an upper bound on ®;, we analyze the difference of the potential functions
at two consecutive rounds. For all ¢ € J, this difference can be expressed and
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WinNow(n)

1wy« 1/N

2 fort<+ 1toT do

3 RECEIVE(X;)

4 Yr + sgn(wy - xy)

5 RECEIVE(y;)

6 if (J; # y:) then

’ Zi sz\il Wy ; €xXP(NYtTt,:)

8 for i < 1to N do

) Wii1,i < %jy””“)
10 else w; 1 < wy

11 return wr,

Figure 8.10
Winnow algorithm, with y; € {—1,+1} for all t € [T7].

bounded as follows:

(L
[ [0} J
A Z \|v||1 ST
—z “
HV||1 GXP(UytﬂEt,i)

Vs
= log Zt - Z 7”‘,1“1 YtTt 4
=1

N

<log [Zwm— exp(nytft,i)] — NPoo
i=1

=log E [exp(nyeati)] — npoo
I~Wy
=log B [exp(qyewei — nywe - o + nyeWe - 24)] = npoo
< log [ exp(n°(2roc)?/8)] + nye (Wt - 1) —npoc
—_——

<012 /2 = Npos- =0
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The first inequality follows the definition of po,. The subsequent equality rewrites
the summation as an expectation over the distribution defined by w;. The next
inequality uses Hoeffding’s lemma (lemma D.1) and the last one the fact that there
has been an update at ¢, which implies y;(w; - ;) < 0. Summing up these inequal-
ities over all t € J yields:

dri — 01 < M(n°r2 /2 — npos).

Next, we derive a lower bound by noting that

g i/lv] Y

7 1

=log N + log ——
vaul 1/N ;»» o \

Additionally, since the relative entropy is always non-negative, we have &1, > 0.
This yields the following lower bound:

<logN.
T~

Pri1—P1>0—-1logN =—logN.

Combining the upper and lower bounds we see that —log N < M (n?r2 /2 — npso).
Setting 1 = £5= yields the statement of the theorem. O

The margin- based mistake bounds of theorem 8.8 and theorem 8.13 for the Percep-
tron and Winnow algorithms have a similar form, but they are based on different
norms. For both algorithms, the norm || - ||, used for the input vectors xy, ¢ € [T,
is the dual of the norm || - ||, used for the margin vector v, that is p and ¢ are
conjugate: 1/p+1/q = 1: in the case of the Perceptron algorithm p = ¢ = 2, while
for Winnow p = oo and ¢ = 1.

These bounds imply different types of guarantees. The bound for Winnow is fa-
vorable when a sparse set of the experts i € [N] can predict well. For example, if
v = e; where e; is the unit vector along the first axis in RY and if x, € {-1, +1}¥
for all ¢, then the upper bound on the number of mistakes given for Winnow by
theorem 8.13 is only 2log N, while the upper bound of theorem 8.8 for the Percep-
tron algorithm is N. The guarantee for the Perceptron algorithm is more favorable
in the opposite situation, where sparse solutions are not effective.

8.4 On-line to batch conversion

The previous sections presented several algorithms for the scenario of on-line learn-
ing, including the Perceptron and Winnow algorithms, and analyzed their behavior
within the mistake model, where no assumption is made about the way the train-
ing sequence is generated. Can these algorithms be used to derive hypotheses with
small generalization error in the standard stochastic setting? How can the interme-
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diate hypotheses they generate be combined to form an accurate predictor? These
are the questions addressed in this section.

Let 3 be a hypothesis of functions mapping X to Y', and let L: Y’ x Y — Ry be
a bounded loss function, that is L < M for some M > 0. We assume a standard
supervised learning setting where a labeled sample S = ((z1,41),..., (z1,y7)) €
(X x Y)T is drawn i.i.d. according to some fixed but unknown distribution D. The
sample is sequentially processed by an on-line learning algorithm A. The algorithm
starts with an initial hypothesis h; € 3 and generates a new hypothesis hy 1 € 3,
after processing pair (x¢,y:), t € [m]. The regret of the algorithm is defined as

before by
T

T
Ry = ;L(ht(xt),yt) - }rlréigr%;L(h(wt),yt). (8.25)
The generalization error of a hypothesis h € H is its expected loss R(h) =
E ey~ L(h(z), y)].

The following lemma gives a bound on the average of the generalization errors of
the hypotheses generated by A in terms of its average loss 7 23:1 L(hi(zt), yt)-

Lemma8.14 Let S = ((z1,v1),---, (z7,y7)) € (X x Y)T be a labeled sample drawn
i.9.d. according to D, L a loss bounded by M and hq,...,hr the sequence of hy-
potheses generated by an on-line algorithm A sequentially processing S. Then, for
any § > 0, with probability at least 1 — ¢, the following holds:
T T 1

1 1 2log 5

T ;R(ht) < T ;LUH(%); ye) + M 7 (8.26)
Proof: For any ¢ € [T], let V; be the random variable defined by V; = R(h:) —
L(hi(zt),y:). Observe that for any ¢ € [T],

E[W‘.’L‘l, S ,l‘t_l} = R(ht) — E[L(ht(xt), yt)|ht] = R(ht) - R(ht) =0.

Since the loss is bounded by M, V, takes values in the interval [—-M,+M] for
all t € [T]. Thus, by Azuma’s inequality (theorem D.7), P[+ 23:1‘/75 > € <
exp(—2T€%/(2M)?)). Setting the right-hand side to be equal to § > 0 yields the
statement of the lemma. O

When the loss function is convex with respect to its first argument, the lemma
can be used to derive a bound on the generalization error of the average of the
hypotheses generated by A, % Zf:l hy, in terms of the average loss of A on S, or
in terms of the regret Ry and the infimum error of hypotheses in .

Theorem 8.15 Let S = ((w1,y1), ..., (1, yr)) € (X x Y)T be a labeled sample drawn
i.9.d. according to D, L a loss bounded by M and convex with respect to its first
argument, and hy, ..., hr the sequence of hypotheses generated by an on-line algo-
rithm A sequentially processing S. Then, for any § > 0, with probability at least
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1 — 6, each of the following holds:

1 & 1 & 2log +
t=1 t=1
T 2
1 . Rr 2log 5
— g < — —, .
R(T 2 ht) < hlélgc R(h) + T +2M T (8.28)

Proof: By the convexity of L with respect to its first argument, for any (z,y) € X x
1 T 1 T . . .

Y, we have L(5 >, hi(x),y) < 7 >, L(he(x),y). Taking the expectation gives

R(% Zle hy) < 7 Zthl R(hy). The first inequality then follows by lemma 8.14.

Thus, by definition of the regret Ry, for any § > 0, the following holds with

probability at least 1 — §/2:

1 & 1 2log 2
5
R(T tE:1 ht) < T E L(he(z¢),ye) + M T

t=1
T 2
< min — E L(h — + M\ ——.
— }Igélﬂ% T — ( ('It)v yt) + T + T

By definition of inf,eq¢ R(h), for any € > 0, there exists h* € H with R(h*) <
infreqc R(h) + €. By Hoeffding’s inequality, for any 6 > 0, with probability at least

1-6/2, % Zthl L(h*(zy),y) < R(h*) + M/ %. Thus, for any € > 0, by the
union bound, the following holds with probability at least 1 — §:

T T 2
1 1 . Ry 2log 5
R(T;ht) < f;L(h (24), ) + — + M

T T

< R(W)+ M 2log§+RT+M 2log §

= T T T
R 21

= R(h*) + 2L oMy o8
T

. Ry 2log §
< el
7}112;R(h)+e+ T +2M T

Since this inequality holds for all € > 0, it implies the second statement of the
theorem. ]

The theorem can be applied to a variety of on-line regret minimization algorithms,
for example when Ry /T = O(1/v/T). In particular, we can apply the theorem to
the exponential weighted average algorithm. Assuming that the loss L is bounded
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by M =1 and that the number of rounds 7" is known to the algorithm, we can use
the regret bound of theorem 8.6. The doubling trick (used in theorem 8.7) can be
used to derive a similar bound if T" is not known in advance. Thus, for any § > 0,
with probability at least 1 — 0, the following holds for the generalization error of
the average of the hypotheses generated by exponential weighted average:

T 2

1 . log N 210g3
- < inf 24/

R(T;ht>—5§}cR(h)+ o7 " T

where N is the number of experts, or the dimension of the weight vectors.

8.5 Game-theoretic connection

The existence of regret minimization algorithms can be used to give a simple proof
of von Neumann’s theorem. For any m > 1, we will denote by A,, the set of all
distributions over {1,...,m}, that is A,, ={p € R™: p >0 A ||p|1 = 1}.

Theorem 8.16 (Von Neumann’s minimax theorem) Let m,n > 1. Then, for any two-
person zero-sum game defined by matriz M € R™>™,
. T . T

pik, e P MA = gt ol P M- (529
Proof: The inequality maxq ming p' Mq < ming, maxq p' Mq is straightforward,
since by definition of min, for all p € A,,,q € A,,, we have min, p' Mq < p' Maq.
Taking the maximum over q of both sides gives: maxq ming p' Mq < maxq p'Mq
for all p, subsequently taking the minimum over p proves the inequality.'?

To show the reverse inequality, consider an on-line learning setting where at each
round ¢ € [T, algorithm A returns p; and incurs loss Mq;. We can assume that
q: is selected in the optimal adversarial way, that is q: € argmaxgca, p, Mq,
and that A is a regret minimization algorithm, that is Rp/T — 0, where Ry =
Zthl p; Mq; — minpea,, ZtT=1 p'Mq;. Then, the following holds:

T T T
1 T 1 1
. T T T
min max p Mq < max (— ) Mq < — maxp, Mq = — E Maq;.
pGAquAnp a= a T;pt qs T; a p: Mq thl p; Maqq

12 More generally, the maxmin is always upper bounded by the minmax for any function or two
arguments and any constraint sets, following the same proof.
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By definition of regret, the right-hand side can be expressed and bounded as follows:

1« R 1« R
. T T . T T
Z P/ Mac = min 73 p"Ma:+ - = min pTM(7 3 al) + -

< TMq + Fr
max min —_—
q€A, PEA, p d T

This implies that the following bound holds for the minmax for all 7" > 1:
Rr
TMq < ™ —
i, e pTMa < o min pTMa+ 7

Since lim7_, 4 o 7 Bz — 0, this shows that min, maxq p' Mq < maxq minp p' Mq.O

8.6 Chapter notes

Algorithms for regret minimization were initiated with the pioneering work of Han-
nan [1957] who gave an algorithm whose regret decreases as O(v/T) as a function
of T but whose dependency on N is linear. The weighted majority algorithm and
the randomized weighted majority algorithm, whose regret is only logarithmic in
N, are due to Littlestone and Warmuth [1989]. The exponential weighted aver-
age algorithm and its analysis, which can be viewed as an extension of the WM
algorithm to convex non-zero-one losses is due to the same authors [Littlestone
and Warmuth, 1989, 1994]. The analysis we presented follows Cesa-Bianchi [1999]
and Cesa-Bianchi and Lugosi [2006]. The doubling trick technique appears in Vovk
[1990] and Cesa-Bianchi et al. [1997]. The algorithm of exercise 8.7 and the analysis
leading to a second-order bound on the regret are due to Cesa-Bianchi et al. [2005].
The lower bound presented in theorem 8.5 is from Blum and Mansour [2007].

While the regret bounds presented are logarithmic in the number of the experts
N, when N is exponential in the size of the input problem, the computational
complexity of an expert algorithm could be exponential. For example, in the on-
line shortest paths problem, N is the number of paths between two vertices of
a directed graph. However, several computationally efficient algorithms have been
presented for broad classes of such problems by exploiting their structure [Takimoto
and Warmuth, 2002, Kalai and Vempala, 2003, Zinkevich, 2003].

The notion of regret (or external regret) presented in this chapter can be gen-
eralized to that of internal regret or even swap regret, by comparing the loss of
the algorithm not just to that of the best expert in retrospect, but to that of any
modification of the actions taken by the algorithm by replacing each occurrence of
some specific action with another one (internal regret), or even replacing actions via
an arbitrary mapping (swap regret) [Foster and Vohra, 1997, Hart and Mas-Colell,
2000, Lehrer, 2003]. Several algorithms for low internal regret have been given
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[Foster and Vohra, 1997, 1998, 1999, Hart and Mas-Colell, 2000, Cesa-Bianchi and
Lugosi, 2001, Stoltz and Lugosi, 2003], including a conversion of low external regret
to low swap regret by Blum and Mansour [2005].

The Perceptron algorithm was introduced by Rosenblatt [1958]. The algorithm
raised a number of reactions, in particular by Minsky and Papert [1969], who ob-
jected that the algorithm could not be used to recognize the XOR function. Of
course, the kernel Perceptron algorithm already given by Aizerman et al. [1964]
could straightforwardly succeed to do so using second-degree polynomial kernels.
The margin bound for the Perceptron algorithm was proven by Novikoff [1962]
and is one of the first results in learning theory. We presented two extensions of
Novikoft’s result which hold in the more general non-separable case: Theorem 8.12
due to Freund and Schapire [1999a] and Theorem 8.11 due to Mohri and Ros-
tamizadeh [2013]. Our proof of Theorem 8.12 is significantly more concise that
the original proof given by Freund and Schapire [1999a] and shows that the bound
of Theorem 8.11 is always tighter than that of Theorem 8.12. See [Mohri and
Rostamizadeh, 2013] for other more general data-dependent upper bounds on the
number of updates made by the Perceptron algorithm in the non-separable case.
The leave-one-out analysis for SVMs is described by Vapnik [1998]. The Winnow
algorithm was introduced by Littlestone [1987].

The analysis of the on-line to batch conversion and exercises 8.10 and 8.11 are
from Cesa-Bianchi et al. [2001, 2004] (see also Littlestone [1989]). Von Neumann’s
minimax theorem admits a number of different generalizations. See Sion [1958] for a
generalization to quasi-concave-convex functions semi-continuous in each argument
and the references therein. The simple proof of von Neumann’s theorem presented
here is entirely based on learning-related techniques. A proof of a more general
version using multiplicative updates was presented by Freund and Schapire [1999b)].

On-line learning is a very broad and fast-growing research area in machine learn-
ing. The material presented in this chapter should be viewed only as an introduction
to the topic, but the proofs and techniques presented should indicate the flavor of
most results in this area. For a more comprehensive presentation of on-line learning
and related game theory algorithms and techniques, the reader could consult the
book of Cesa-Bianchi and Lugosi [2006].

8.7 Exercises

8.1 Perceptron lower bound. Let S be a labeled sample of m points in RY with
;= ((=1)" ..., (=)' (=)™ 0,...,0) and y; = (—1)"L. (8.30)

i first components




8.7 Exercises 207

ON-LINE-SVM (wy)

1 wi < wg > typically wg = 0

2 fort<+ 1toT do

3 RECEIVE(xy, yt)

4 if y:(wy - x;) < 1 then

5 Wi — Wy — n(wy — Cyexy)
6 elseif y;(w; - x;) > 1 then

7 Wipl & Wi — W,

8 else w1 «— wy

9 return wry,

Figure 8.11
On-line SVM algorithm.

Show that the Perceptron algorithm makes (2V) updates before finding a
separating hyperplane, regardless of the order in which it receives the points.

8.2 Generalized mistake bound. Theorem 8.8 presents a margin bound on the maxi-
mum number of updates for the Perceptron algorithm for the special case n = 1.
Consider now the general Perceptron update w1 < wy + ny;x;, where n > 0.
Prove a bound on the maximum number of mistakes. How does n affect the
bound?

8.3 Sparse instances. Suppose each input vector x;, ¢t € [T], coincides with the tth
unit vector of R”. How many updates are required for the Perceptron algorithm
to converge? Show that the number of updates matches the margin bound of
theorem 8.8.

8.4 Tightness of lower bound. Is the lower bound of theorem 8.5 tight? Explain
why or show a counter-example.

8.5 On-line SVM algorithm. Consider the algorithm described in figure 8.11. Show
that this algorithm corresponds to the stochastic gradient descent technique
applied to the SVM problem (5.24) with hinge loss and no offset (i.e., fix p =1
and b= 0).
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MARGINPERCEPTRON()
1 wi+<0
2 fort< 1to T do
3 RECEIVE(x¢)
4 RECEIVE(y;)
5 if ((w; =0) or (At < £)) then
6 Wil & Wi + YeXy
7 else wyi1 < Wy
8 return wrg

Figure 8.12
Margin Perceptron algorithm.

8.6 Margin Perceptron. Given a training sample S that is linearly separable with a
maximum margin p > 0, theorem 8.8 states that the Perceptron algorithm run
cyclically over S is guaranteed to converge after at most R?/p? updates, where R
is the radius of the sphere containing the sample points. However, this theorem
does not guarantee that the hyperplane solution of the Perceptron algorithm
achieves a margin close to p. Suppose we modify the Perceptron algorithm to
ensure that the margin of the hyperplane solution is at least p/2. In particular,
consider the algorithm described in figure 8.12. In this problem we show that
this algorithm converges after at most 16 R?/p? updates. Let J denote the set
of times ¢ € [T] at which the algorithm makes an update and let M = |J| be the
total number of updates.

(a) Using an analysis similar to the one given for the Perceptron algorithm, show
2
that Mp < ||wry1]. Conclude that if [[wriq| < %, then M < 4R?/p%.

(For the remainder of this problem, we will assume that ||wzi1] > %.)
(b) Show that for any ¢ € J (including ¢ = 0), the following holds:
[Wesnl® < (lwell + p/2)* + B2,
(¢) From (b), infer that for any ¢t € J we have

R2
[well + [[wesall + p/2°

Wil < l[well +p/2 +
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(d) Using the inequality from (c), show that for any ¢ € J such that either
2 2
|wel|| > —415 or ||wirq| > —41; , we have

3
Iwsall < lIwell + Sp.

(e) Show that ||w1|| < R < 4R?/p. Since by assumption we have ||[wr 1| > %,
conclude that there must exist a largest time ¢y € J such that ||[wy,| < %

and [|we, || > 4=

(f) Show that |[wri1]| < [|wy, | + 2Mp. Conclude that M < 16R?/p%.

8.7 Second-order regret bound. Consider the randomized algorithm that differs from
the RWM algorithm only by the weight update, i.e., wyy1,; ¢ (1—(1=5)l i )we .,
t € [T], which is applied to all ¢ € [N] with 1/2 < 8 < 1. This algorithm can be
used in a more general setting than RWM since the losses [; ; are only assumed
to be in [0,1]. The objective of this problem is to show that a similar upper
bound can be shown for the regret.

(a) Use the same potential W; as for the RWM algorithm and derive a simple
upper bound for log Wy 1:

logWri1 <logN —(1—-8)Lr.
(Hint: Use the inequality log(1 — z) < —z for x € [0,1/2].)
(b) Prove the following lower bound for the potential for all i € [N]:

T
logWry1 > —(1—B)Lr; — (1 —B)? thQ,i'
=1

(Hint: Use the inequality log(1l — x) > —x — 22, which is valid for all 2 €
[0,1/2].)

(¢) Use upper and lower bounds to derive the following regret bound for the
algorithm: Rp < 24/T'log N.

8.8 Polynomial weighted algorithm. The objective of this problem is to show how
another regret minimization algorithm can be defined and studied. Let L be a
loss function convex in its first argument and taking values in [0, M].

We will assume N > €2 and then for any expert i € [N], we denote by r;; the
instantaneous regret of that expert at time ¢t € [T, rv; = LU, yt) — L(Yr4, Yt)s
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and by R;; its cumulative regret up to time ¢: R;; = 22:1 T¢4. For conve-
nience, we also define Ry; = 0 for all ¢ € [N]. For any z € R, (x)+ denotes
max(x,0), that is the positive part of z, and for x = (xq,...,zy5)" € RV,
()4 = (1) 40 (on)4) -

Let o > 2 and consider the algorithm that predicts at round ¢ € [T] according

to yp = Zfﬁ#, with the weight w;; defined based on the ath power of
i=1 Wt,i ’

the regret up to time (f — 1): wy; = (R4—1,;)} '. The potential function we

use to analyze the algorithm is based on the function ® defined over RY by
N ala
O x = [|(0) 42 = [ (@)g] =

(a) Show that ® is twice differentiable over RN — B, where B is defined as follows:
B={ucR": (u), =0}

(b) For any t € [T], let r; denote the vector of instantaneous regrets, r, =
(r¢1,---,7men) ", and similarly Ry = (Ryq1,...,Rin)'. We define the po-
tential function as ®(R;) = ||(R¢)+||2. Compute V®(R;_1) for Ry, ¢ B
and show that VO®(R;_1) - vy < 0 (Hint: use the convexity of the loss with
respect to the first argument).

(c) Prove the inequality r' [V2®(u)]r < 2(a — 1)||r||2 valid for all r € RY and
u € RN — B (Hint: write the Hessian V2®(u) as a sum of a diagonal matrix
and a positive semidefinite matrix multiplied by (2 — «). Also, use Holder’s
inequality generalizing Cauchy-Schwarz: for any p > 1 and ¢ > 1 with
T+i=tlandu,veRN, [u-v| < |ulp|vly).

(d) Using the answers to the two previous questions and Taylor’s formula, show
that for allt > 1, ®(Ry) — ®(Ry_1) < (a—1)|Ir¢]|2, if yRs_1+(1—7)Ry € B
for all v € [0,1].

(e) Suppose there exists vy € [0,1] such that (1 —v)R;—1 + R+ € B. Show that
O(Ry) < (o — 1)]Ire][3-

(f) Using the two previous questions, derive an upper bound on ®(R) expressed
in terms of T, N, and M.

(g) Show that ®(Ryr) admits as a lower bound the square of the regret Ry of
the algorithm.

(h) Using the two previous questions give an upper bound on the regret Ry. For
what value of « is the bound the most favorable? Give a simple expression of
the upper bound on the regret for a suitable approximation of that optimal
value.



8.7 Exercises 211

8.9 General inequality. In this exercise we generalize the result of exercise 8.7 by
2
using a more general inequality: log(1 —z) > —z — % for some 0 < o < 2.

(a) First prove that the inequality is true for z € [0,1 — §]. What does this
imply about the valid range of 57

(b) Give a generalized version of the regret bound derived in exercise 8.7 in terms

of a, which shows:
logN 1-p

—1-p «
What is the optimal choice of 5 and the resulting bound in this case?

T.

(¢) Explain how a may act as a regularization parameter. What is the optimal
choice of a?

8.10 On-line to batch — non-convex loss.

The on-line to batch result of theorem 8.15 heavily relies on the fact that the
loss is convex in order to provide a generalization guarantee for the uniformly
averaged hypothesis % Ez;l h;. For general losses, instead of using the averaged
hypothesis we will use a different strategy and try to estimate the best single
base hypothesis and show the expected loss of this hypothesis is bounded.

Let m; denote the cumulative loss of hypothesis h; on the points (x;, ..., z7),
that is m; = ZtT:Z L(hi(z¢),y:). Then we define the penalized risk estimate of
hypothesis h; as,
i . 1 T(T+1
T—Li—i—l +c¢5(T —i+1) where cs5(x) = % log % .

The term cs penalizes the empirical error when the test sample is small. Define
h = h;» where i* = argmin, m; /(T — i+ 1) + ¢5(T — i + 1). We will then show
under the same conditions of theorem 8.15 (with M = 1 for simplicity), but
without requiring the convexity of L, that the following holds with probability
at least 1 — 4:

d 1. 2(T+1)

> L(hi(w:),y:) + 6 7 log =——. (8.31)

(a) Prove the following inequality:

min (R(h;) + 2¢5(T —i+ 1)) <
1€[T]

T
/1. T+1
ZR(hi)+4 Flog——.

=1

Nl =
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(b) Use part (a) to show that with probability at least 1 — ¢,

min (R(h;) + 2¢s(T — i + 1))

i€[T)
= 2 1 1 T+1
< g L(hi(xi),yi)Jr\/T10g6+4\/T10g6.

i=1

(c¢) By design, the definition of ¢5 ensures that with probability at least 1 — §
R(h) < min (R(h;) + 2¢5(T — i + 1)) .
i€[T]

Use this property to complete the proof of (8.31).

8.11 On-line to batch — kernel Perceptron margin bound. In this problem, we give a
margin-based generalization guarantee for the kernel Perceptron algorithm. Let
h1,...,hy be the sequence of hypotheses generated by the kernel Perceptron
algorithm and let T be defined as in exercise 8.10. Finally, let L denote the
zero-one loss. We now wish to more precisely bound the generalization error of
7 in this setting.

(a) First, show that

T
yih(z;
L(h;(x;), inf max 01—7 + - K(xzi,x;),
> Lkl heH”hHQZ ( ) ,/;

where [ is the set of indices where the kernel Perceptron makes an update
and where 0 and p are defined as in theorem 8.12.

(b) Now, use the result of exercise 8.10 to derive a generalization guarantee for
h in the case of kernel Perceptron, which states that for any 0 < § < 1, the
following holds with probability at least 1 —

~ 1 T+1
R(h) < inf &MHE;ZK%@ M

h ]HI h||<1
S A ~

where ﬁs’p(h) =1 23;1 max (0,1 — %@) Compare this result with the
margin bounds for kernel-based hypotheses given by corollary 6.13.



9 Multi-Class Classification

The classification problems we examined in the previous chapters were all binary.
However, in most real-world classification problems the number of classes is greater
than two. The problem may consist of assigning a topic to a text document, a
category to a speech utterance or a function to a biological sequence. In all of these
tasks, the number of classes may be on the order of several hundred or more.

In this chapter, we analyze the problem of multi-class classification. We first in-
troduce the multi-class classification learning problem and discuss its multiple set-
tings, and then derive generalization bounds for it using the notion of Rademacher
complexity. Next, we describe and analyze a series of algorithms for tackling the
multi-class classification problem. We will distinguish between two broad classes
of algorithms: uncombined algorithms that are specifically designed for the multi-
class setting such as multi-class SVMs, decision trees, or multi-class boosting, and
aggregated algorithms that are based on a reduction to binary classification and re-
quire training multiple binary classifiers. We will also briefly discuss the problem of
structured prediction, which is a related problem arising in a variety of applications.

9.1 Multi-class classification problem

Let X denote the input space and Y denote the output space, and let D be an
unknown distribution over X according to which input points are drawn. We will
distinguish between two cases: the mono-label case, where Y is a finite set of classes
that we mark with numbers for convenience, Y = {1, ..., k}, and the multi-label case
where Y = {—1,+1}*. In the mono-label case, each example is labeled with a single
class, while in the multi-label case it can be labeled with several. The latter can be
illustrated by the case of text documents, which can be labeled with several different
relevant topics, e.g., sports, business, and society. The positive components of a
vector in {—1, +1}* indicate the classes associated with an example.
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In either case, the learner receives a labeled sample S = ((azl, Y1)y -y (Tm, ym)) €
(X xY)™ with x4, ...,z drawn i.i.d. according to D, and y; = f(z;) for all ¢ € [m],
where f: X — Y is the target labeling function. Thus, we consider a deterministic
scenario, which, as discussed in section 2.4.1, can be straightforwardly extended to
a stochastic one that admits a distribution over X x Y.

Given a hypothesis set H of functions mapping X to Y, the multi-class classifi-
cation problem consists of using the labeled sample S to find a hypothesis h € H
with small generalization error R(h) with respect to the target f:

R(h) = ]ED[lh(x)#f(x)] mono-label case (9.1)
k
R(h) = xLED {; 1[h(_7;)]l7é[f(x)]l:| multi-label case. (9.2)

The notion of Hamming distance dy, that is, the number of corresponding compo-
nents in two vectors that differ, can be used to give a common formulation for both
€rTors:

R(h) = E_|dn(h(z), f(2))]. (9.3)

z~D

The empirical error of h € H is denoted by ﬁs(h) and defined by
~ 1 &
R(h) = — % dp(h(xi), ). (9.4)
i=1

Several issues, both computational and learning-related, often arise in the multi-
class setting. Computationally, dealing with a large number of classes can be prob-
lematic. The number of classes k directly enters the time complexity of the al-
gorithms we will present. Even for a relatively small number of classes such as
k =100 or k = 1,000, some techniques may become prohibitive to use in practice.
This dependency is even more critical in the case where k is very large or even
infinite as in the case of some structured prediction problems.

A learning-related issue that commonly appears in the multi-class setting is the
existence of unbalanced classes. Some classes may be represented by less than 5
percent of the labeled sample, while others may dominate a very large fraction
of the data. When separate binary classifiers are used to define the multi-class
solution, we may need to train a classifier distinguishing between two classes with
only a small representation in the training sample. This implies training on a small
sample, with poor performance guarantees. Alternatively, when a large fraction
of the training instances belong to one class, it may be tempting to propose a
hypothesis always returning that class, since its generalization error as defined
earlier is likely to be relatively low. However, this trivial solution is typically not the
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one intended. Instead, the loss function may need to be reformulated by assigning
different misclassification weights to each pair of classes.

Another learning-related issue is the relationship between classes, which can be
hierarchical. For example, in the case of document classification, the error of mis-
classifying a document dealing with world politics as one dealing with real estate
should naturally be penalized more than the error of labeling a document with
sports instead of the more specific label baseball. Thus, a more complex and more
useful multi-class classification formulation would take into consideration the hi-
erarchical relationships between classes and define the loss function in accordance
with this hierarchy. More generally, there may be a graph relationship between
classes as in the case of gene ontology in computational biology. The use of hierar-
chical relationships between classes leads to a richer and more complex multi-class
classification problem.

9.2 Generalization bounds

In this section, we present margin-based generalization bounds for multi-class clas-
sification in the mono-label case. In the binary setting, classifiers are often defined
based on the sign of a scoring function. In the multi-class setting, a hypothesis is
defined based on a scoring function h: X x Y — R. The label associated to point x
is the one resulting in the largest score h(z,y), which defines the following mapping
from X to Y:

x +— argmax h(z,y).
y€eY

This naturally leads to the following definition of the margin pp(x,y) of the function
h at a labeled example (z,y):

pu(x,y) = h(z,y) — max h(z,y’).
y'#y

Thus, h misclassifies (z,y) iff pp(z,y) < 0. For any p > 0, we can define the
empirical margin loss of a hypothesis h for multi-class classification as

~ 1 &
Rg ,(h) = oo Z @, (pn (i, yi)), (9.5)
i=1
where ®, is the margin loss function (definition 5.5). Thus, the empirical margin
loss for multi-class classification is upper bounded by the fraction of the training

points misclassified by h or correctly classified but with confidence less than or
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equal to p:
~ 1 &
RS,P(h) < E Z 1Ph(xiayi)§9' (9'6)
i=1
The following lemma will be used in the proof of the main result of this section.
Lemma 9.1 Let Fy,. .., F; bel hypothesis sets in RX, 1 > 1, and let G = {max{hy, ...,

hi}: hi € Fiyi € [l]}. Then, for any sample S of size m, the empirical Rademacher
complexity of G can be upper bounded as follows:

l
<Y Rs(F). (9.7)

Proof: Let S = (z1,...,%;,) be a sample of size m. We first prove the result in the
case | = 2. By definition of the max operator, for any hy € F; and hy € Fo,

1
max{hl,hg} = i[hl + ho + |h1 — h2|]

Thus, we can write:

m

Rs(G) = lE [ sup Zo’i max{hq(x;), hg(xl)}}

mo hle]-'li 1
ho€F2
1 m
= _— E ) . ) _ )
—E [}fg; 7 (@) + ha(w) + [(n — ha) ()]
ha€F2
1 m
< SRs(F) + 3Rs(Fo) + 2Ig[hfg%;aiuhl—h2><xi>|}, (9.8)
ho€F2

using the sub-additivity of sup. Since x — |z| is 1-Lipschitz, by Talagrand’s lemma
(lemma 5.7), the last term can be bounded as follows

1 m
_ < ) _ ,
s S eult —ha)el] < 52 s 3ouths— ko)
ho€Fo ho€F>

1 m

< Z = g .

< 2%3(351) + mIE [h?el}}z; O-zh2($z):|
1~ ~

= 5%5(}'1) + 59%5(7:2), (9.9)

where we again use the sub-additivity of sup for the second inequality and the fact
that o; and —o; have the same distribution for any ¢ € [m] for the last equality.
Combining (9.8) and (9.9) yields Rs(G) < Rg(F1)+Rs(F2). The general case can
be derived from the case I = 2 using max{hi,...,h;} = max{hy, max{hg,...,}}
and an immediate recurrence.
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For any family of hypotheses mapping X x Y to R, we define II; (H) by
IL(K) ={x— h(z,y): y€Y,h e H}.
The following theorem gives a general margin bound for multi-class classification.

Theorem 9.2 (Margin bound for multi-class classification) Let H{ C R**Y be a hypo-
thesis set with Y = {1,...,k}. Fiz p > 0. Then, for any § > 0, with probability at
least 1 — 6, the following multi-class classification generalization bound holds for all
h e H:

= 4k
R(h) < Rsp(h) + ?mm(ﬂl(ﬂ)) + (9.10)
Proof: We will need the following definition for this proof:
po.n(T,y) = H;i,n(h(:m y) = h(z,y') + 01,—,),

where 6 > 0 is an arbitrary constant. Observe that E[1,, ,<0] < E[l,,, (2.y)<0]
since the inequality pg n(x,y) < pn(z, y) holds for all (z,y) € X x Y:

po.n(2,Y) mln ( h(z,y') + 91y/,y)
< mln ( z,y) +01y—y)
= min (h z,y')) = pn(z,y),

where the inequality follows from taking the minimum over a smaller set.

Now, similar to the proof of theorem 5.8, let H = {(z,y) — po,n(2,y): h € H}
and H = {®, 0 h: h € H}. By theorem 3.3, with probability at least 1 — 4, for all
h e X,

m

E [)(pon (2. 0)] £ = D" @plpna(oi i) + 2 () +

i=1

Since 1,<o < ®,(u) for all u € R, the generalization error R(h) is a lower bound on
the left-hand side, R(h) = E[1,, (z)<0] < E[l,, , (z.5)<0] < E [®,(po,n(x,y))], and

we can write:

1 m
R(h) < — ) + 2R,
(h) _mg p(po.n(Ti,yi)) + (H) +
Fixing 6 = 2p, we observe that ®,(pg.n(zi,yi)) = @,(pn(zi,vy;)). Indeed, either
po.n(Ti,yi) = pr(zi,yi) or po.n(xi,yi) = 2p < pp(zi,y;), which 1mphes the desufed
result. Furthermore, Talagrand’s lemma (lemma 5.7) yields R,,(H) < 19% (H)
since @, is a 7—L1psch1tz function. Therefore, for any § > 0, with probabﬂlty at
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least 1 — 6, for all h € H:

~ 2 ~ log L
R(R) < R, () 4~ R (50) + 85

and to complete the proof it suffices to show that R, (

) < 2kR,, (111 (K)).
Here fR,, (fH) can be upper-bounded as follows:

()~ L [supzaz i)~ max(h(zs, )~ 201,

heX

1 1

<— E |su oih(xi,y;) +E[su almaxhxl, 21_1}.
8 [ otenn] + 5 & [ 3 oomtitznn - 1,m

Now we bound the first term above. Observe that

m@[:tgfzaz mz,yz)}zlg[swzzaz i, y)ly,= }

heJ

=1 yeY
SZE{’?&%ZQ Ti,y)ly,= }
1
ZmEMZ (5 +3)]

where ¢, =2-1,,—, — 1. Since ¢; € {—1,+1}, we have that o; and o,¢; admit the

same distribution and, for any y € Y, each of the terms of the right-hand side can
be bounded as follows:

1
7]E 7 79 ( 7)
ma{::;zzf’ ron) (5 +3)]

IN
>1\>

—IE —E
> {SE%ZO"LQ Zi Y :| + o o [;gg}?czaz Tir Y :|
< R (I (30)).

Thus, we can write &

L Eso [suppesc >oimg oi(@i, yi)] < kR (I1(H)). To bound
the second term, we first apply lemma 9.1 which immediately yields that

heX

1 m
E S]yE(7 [ sup Z 0; maX(h(wu ) - 2P1yyi)}

<y lg 1y,
o E [:g{zoz (i, y) — 2pLy=y,)



9.2 Generalization bounds 219

and since Rademacher variables are mean zero, we observe that

Sﬂ;a [sup Zal(h(x“y) 2p1y_yi)} =E [sup (ZUZ (zi,y) ) - 2pZO'7;1y_yi:|

heXH

=K [sup ZUZ xl,y)] <R (I (H))

S0 | hed ]

which completes the proof. O

These bounds can be generalized to hold uniformly for all p > 0 at the cost of
an additional term /(loglog,(2/p))/m, as in theorem 5.9 and exercise 5.2. As for
other margin bounds presented in previous sections, they show the conflict between
two terms: the larger the desired pairwise ranking margin p, the smaller the middle

term, at the price of a larger empirical multi-class classification margin loss ]?Zs,p.
Note, however, that here there is additionally a dependency on the number of classes
k. This suggests either weaker guarantees when learning with a large number of
classes or the need for even larger margins p for which the empirical margin loss
would be small.

For some hypothesis sets, a simple upper bound can be derived for the Rademacher
complexity of Iy (H), thereby making theorem 9.2 more explicit. We will show this
for kernel-based hypotheses. Let K: X x X — R be a PDS kernel and let ®: X — H
be a feature mapping associated to K. In multi-class classification, a kernel-based
hypothesis is based on k weight vectors wq,...,w;, € H. Each weight vector wy,
[ € [k], defines a scoring function = — w; - ®(z) and the class associated to point
x € X is given by

argmax wy, - ®(x).
y€eY

We denote by W the matrix formed by these weight vectors: W = (wy,...,wg) '

and for any p > 1 denote by ||W ||, the Ly, group norm of W defined by
k
1/
Wil = (D lwillfr) "
1=1
For any p > 1, the family of kernel-based hypotheses we will consider is'?
Hip={(z,9) €Xx {1,...,k} = w, - ®(x): W= (wq,...,wg) ", [|[W]g, <A}

Proposition 9.3 (Rademacher complexity of multi-class kernel-based hypotheses) Let K :
X xX — R be a PDS kernel and let ®: X — H be a feature mapping associated to

13 The hypothesis set H can also be defined via H = {h € R¥*Y: h(.,y) € HA Ihllk,p < A},
where ||h||x,p = (Zﬁ 1 Ih(, )||ﬁ)l/p7 without referring to a feature mapping for K.
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K. Assume that there exists r > 0 such that K(z,z) <r? for all x € X. Then, for
any m > 1, R, (111 (Hg p)) can be bounded as follows:

r2A2
E)C{m(Hl(g'CK,p)) < m
Proof: Let S = (z1,...,2,,) denote a sample of size m. Observe that for all

I € [k], the inequality |wilu < (3., ||Wl||ﬁ)1/p = ||[W/lm, holds. Thus, the
condition ||W/lg,, < A implies that ||wy|jm < A for all I € [k]. In view of that,
the Rademacher complexity of the hypothesis set IIy (Hx ) can be expressed and

bounded as follows:

1 B m
mn I, (H = — K < ) P ) >
L( 1( K,p)) m S | ZSIIEII‘; Wy ;Gz (Iz) :|
WII<A
<L g s fwla || S owdien| | (Canchy-Schwars ineq. )
T mSe | Zlelg WyllE — 0P\ - auchy-Schwarz ineq.
Wi<A =
A r m
= E SIEEO' _H ;Ui(p(mi) ]HI:|
A r m 9 1/2 . .
S _s[?a [H ;Uz“b(%) HH (Jensen’s inequality)
AT m 11/2
-2l 2] (14 Elsioy) =0)
AT m q1/2
- K iy g
m_S,a[; (I I)_:|
_ AV _ F
s — = s
which concludes the proof. 0

Combining theorem 9.2 and proposition 9.3 yields directly the following result.

Corollary 9.4 (Margin bound for multi-class classification with kernel-based hypotheses)
Let K: X xX — R be a PDS kernel and let ®: X — H be a feature mapping associ-
ated to K. Assume that there exists r > 0 such that K (x,z) < 72 for allx € X. Fix
p > 0. Then, for any § > 0, with probability at least 1 — 4, the following multi-class
classification generalization bound holds for all h € Hg p:

~ [T2A2%/p? |log %
< ) .
R(h) < Rg ,(h) + 4k - + 9 (9.11)
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In the next two sections, we describe multi-class classification algorithms that
belong to two distinct families: wuncombined algorithms, which are defined by a
single optimization problem, and aggregated algorithms, which are obtained by
training multiple binary classifications and by combining their outputs.

9.3 Uncombined multi-class algorithms

In this section, we describe three algorithms designed specifically for multi-class
classification. We start with a multi-class version of SVMs, then describe a boosting-
type multi-class algorithm, and conclude with decision trees, which are often used
as base learners in boosting.

9.3.1 Multi-class SVMs

We describe an algorithm that can be derived directly from the theoretical guar-
antees presented in the previous section. Proceeding as in section 5.4 for classifi-
cation, the guarantee of corollary 9.4 can be expressed as follows: for any 6 > 0,
with probability at least 1 — 0, for all h € Hg o = {(z,y) = w, - B(z): W =
(Wi wie) T 300 w2 < A%,

1 & 2A2 log &
R(h)gEZ@JrAxk\/rm +\/%, (9.12)
=1

where & = max (1 — [wy, - ®(z;) — maxy £, w, - ®(z;)],0) for all i € [m)].

An algorithm based on this theoretical guarantee consists of minimizing the right-
hand side of (9.12), that is, minimizing an objective function with a term corre-
sponding to the sum of the slack variables &;, and another one minimizing ||[W/{|g 2
or equivalently Zle |lwi||?. This is precisely the optimization problem defining
the multi-class SVM algorithm:

k m
win ;; w2 +c;@
subject to: Vi € [m], ¥l € Y — {y;},
wy, B(z) >w - ®(x) +1-6&,
& > 0.

The decision function learned is of the form x — argmax;cy w; - ®(z). As with the
primal problem of SVMs, this is a convex optimization problem: the objective func-
tion is convex, since it is a sum of convex functions, and the constraints are affine
and thus qualified. The objective and constraint functions are differentiable, and
the KKT conditions hold at the optimum. Defining the Lagrangian and applying
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these conditions leads to the equivalent dual optimization problem, which can be
expressed in terms of the kernel function K alone:

m

o 1
max Zai ey~ 5 Z(al cog) K (x5, 5)
i=1

acRmxk
i=1
subject to: Vi € [m], (0 < ay, < C)A(Vj # yi, 55 <0)A (o -1 =0).

Here, a € R™** is a matrix, a; denotes the ith row of o, and e; the Ith unit vector
in R¥, | € [k]. Both the primal and dual problems are simple QPs generalizing
those of the standard SVM algorithm. However, the size of the solution and the
number of constraints for both problems is in Q(mk), which, for a large number of
classes k, can make it difficult to solve. However, there exist specific optimization
solutions designed for this problem based on a decomposition of the problem into
m disjoint sets of constraints.

9.3.2 Multi-class boosting algorithms

We describe a boosting algorithm for multi-class classification called AdaBoost. MH ,
which in fact coincides with a special instance of AdaBoost. An alternative multi-
class classification algorithm based on similar boosting ideas, AdaBoost.MR, is
described and analyzed in exercise 9.4. AdaBoost.MH applies to the multi-label
setting where Y = {—1, +1}*. Asin the binary case, it returns a convex combination
of base classifiers selected from a hypothesis set H = {hq,...,hny}. Let F be the

following objective function defined for all samples S = ((z1,41),. -, (Tm,ym)) €
(X xY)™ and & = (a1,...,ay) € RN, N > 1, by
k
Zze villfv (i) — ZZS villl 255, hy(@od) (9.13)
i=11=1 i=11=1

where fy = Z;V:;L a;h; and where y;[l] denotes the Ith coordinate of y; for any
i € [m]and [ € [k]. F is a convex and differentiable upper bound on the multi-class
multi-label loss:

m k m k
DD Ltinany < Y e vl (9.14)

i=1 [=1 i=1 =1

since for any x € X with label y = f(z) and any [ € [k], the inequality 1,37y (z,) <
e YUfN (@) holds. Using the same arguments as in section 7.2.2, we see that Ad-
aBoost.MH coincides exactly with the application of coordinate descent to the
objective function F. Figure 9.1 gives the pseudocode of the algorithm in the case
where the base classifiers are functions mapping from X x Y to {—1,41}. The
algorithm takes as input a labeled sample S = ((z1,¥y1), -, (Tm,Um)) € (X x Y)™
and maintains a distribution D; over {1,...,m} x Y. The remaining details of the
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ADABOOST.MH(S = ((1,41)s -+ -, (T, Ym)))

1 for i<+ 1tomdo

2 for [+ 1to k do
4 for j <+ 1to N do
5 hj « base classifier in 3 with small error ¢; = P; 1yp, [hj (i, 1) # yi[l]]
6 3 log — 1= ‘J
7 Zt — 2[6](1 - e])}% > normalization factor
8 for 1 < 1 to m do
9 for [ + 1to k do
10 Dj+1(i l) « Dj(i,l)exp(—gjyi[l]hj(xf;,l))
11 fN — Z 1 OéJ
12 return h = Sgn(fN)
Figure 9.1

AdaBoost.MH algorithm, for 7 C ({—1, +1}*)XxY,

algorithm are similar to AdaBoost. In fact, AdaBoost.MH exactly coincides with
AdaBoost applied to the training sample derived from .S by splitting each labeled
point (x;,y;) into k labeled examples ((x;,1),y;[l]), with each example (z;,1) in
X x Y and its label in {—1,+1}:

(@i, yi) = (i, 1), wi1]), - oo, (@i, k), yilk]), @ € [m].

Let S” denote the resulting sample, then S" = ((z1,1),y1[1]),- .., (@m, k), ym[k])).
S’ contains mk examples and the expression of the objective function F' in (9.13)
coincides exactly with that of the objective function of AdaBoost for the sample S’.
In view of this connection, the theoretical analysis along with the other observations
we presented for AdaBoost in chapter 7 also apply here. Hence, we will focus on
aspects related to the computational efficiency and to the weak learning condition
that are specific to the multi-class scenario.

The complexity of the algorithm is that of AdaBoost applied to a sample of size
mk. For X C R?, using boosting stumps as base classifiers, the complexity of the
algorithm is therefore in O((mk)log(mk) + mkdN). Thus, for a large number of
classes k, the algorithm may become impractical using a single processor. The
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Figure 9.2

Left: example of a decision tree with numerical questions based on two variables X; and Xa.
Here, each leaf is marked with the region it defines. The class labeling for a leaf is obtained via
majority vote based on the training points falling in the region it defines. Right: Partition of the
two-dimensional space induced by that decision tree.

weak learning condition for the application of AdaBoost in this scenario requires
that at each round there exists a base classifier hj: X x Y — {—1,41} such that
P y~o, [hj(xis 1) # will]] < 1/2. This may be hard to achieve if some classes
difficult to distinguish between. It is also more difficult in this context to come up
with “rules of thumb” h; defined over X x Y.

9.3.3 Decision trees

We present and discuss the general learning method of decision trees that can be
used in multi-class classification, but also in other learning problems such as regres-
sion (chapter 11) and clustering. Although the empirical performance of decision
trees often is not state-of-the-art, decision trees can be used as weak learners with
boosting to define effective learning algorithms. Decision trees are also typically
fast to train and evaluate and relatively easy to interpret.

Definition 9.5 (Binary decision tree) A binary decision tree is a tree representation of
a partition of the feature space. Figure 9.2 shows a simple example in the case of a
two-dimensional space based on two features X1 and Xs, as well as the partition it
represents. Each interior node of a decision tree corresponds to a question related
to the features. It can be a numerical question of the form X; < a for a feature
variable X;, i € [N], and some threshold a € R, as in the example of figure 9.2,
or a categorical question such as X; € {blue, white, red}, when feature X; takes a
categorical value such as a color. Fach leaf is labeled with a label Il € Y.

Decision trees can be defined using more complex node questions, resulting in
partitions based on more complex decision surfaces. For example, binary space
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GREEDYDECISIONTREES(S = ((21,¥1),- -+, (Tm,Ym)))

—_

tree «— {nop} >root node.

2 fort<«+ 1to T do

3 (ne, qr) < argmax, q) 13(n7 q)
4 SPLIT(tree, ng, q;)
)

return tree

Figure 9.3

Greedy algorithm for building a decision tree from a labeled sample S. The procedure
SPLIT(tree, n¢, q¢) splits node n¢ by making it an internal node with question q¢ and leaf chil-
dren n_(n,q) and n4(n,q), each labeled with the dominating class of the region it defines, with
ties broken arbitrarily.

partition (BSP) trees partition the space with convex polyhedral regions, based
on questions of the form Z?:l a; X; < a, and sphere trees partition with pieces
of spheres based on questions of the form [|X — ag|| < a, where X is a feature
vector, ag a fixed vector, and a is a fixed positive real number. More complex
tree questions lead to richer partitions and thus hypothesis sets, which can cause
overfitting in the absence of a sufficiently large training sample. They also increase
the computational complexity of prediction and training. Decision trees can also
be generalized to branching factors greater than two, but binary trees are most
commonly used due their more limited computational cost.

Prediction/partitioning: To predict the label of any point € X we start
at the root node of the decision tree and go down the tree until a leaf is found,
by moving to the right child of a node when the response to the node question is
positive, and to the left child otherwise. When we reach a leaf, we associate = with
the label of this leaf.

Thus, each leaf defines a region of X formed by the set of points corresponding
exactly to the same node responses and thus the same traversal of the tree. By
definition, no two regions intersect and all points belong to exactly one region.
Thus, leaf regions define a partition of X, as shown in the example of figure 9.2. In
multi-class classification, the label of a leaf is determined using the training sample:
the class with the majority representation among the training points falling in a
leaf region defines the label of that leaf, with ties broken arbitrarily.

Learning: We will discuss two different methods for learning a decision tree
using a labeled sample. The first method is a greedy technique. This is motivated
by the fact that the general problem of finding a decision tree with the smallest
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error is NP-hard. The method consists of starting with a tree reduced to a single
(root) node, which is a leaf whose label is the class that has majority over the
entire sample. Next, at each round, a node n; is split based on some question
q:¢. The pair (ng,q:) is chosen so that the node impurity is maximally decreased
according to some measure of impurity F. We denote by F(n) the impurity of n.
The decrease in node impurity after a split of node n based on question q is defined
as follows. Let ny(n,q) denote the right child of n after the split, n_(n,q) the
left child, and n(n,q) the fraction of the points in the region defined by n that are
moved to n_(n,q). The total impurity of the leaves n_(n, q) and ny(n, q) is therefore
n(n,q)F(n_(n,q))+(1—n(n,q))F(n,(n,q)). Thus, the decrease in impurity F(n,q)
by that split is given by

F(n,q) = F(n) = [n(n,q)F(n—(n,q)) + (1 = n(n,q)) F(ny(n,q))].

Figure 9.3 shows the pseudocode of this greedy construction based on F.In practice,
the algorithm is stopped once all nodes have reached a sufficient level of purity, when
the number of points per leaf has become too small for further splitting or based
on some other similar heuristic.

For any node n and class I € [k], let p;(n) denote the fraction of points at n that
belong to class [. Then, the three most commonly used measures of node impurity
F are defined as follows:

1 — maxepy pr(n) misclassification;
F(n)=< — Zf’:l pi(n)logy pi(n)  entropy;
Zle pi(n)(1 —pi(n))  Gini index.

Figure 9.4 illustrates these definitions in the special cases of two classes (k = 2). The
entropy and Gini index impurity functions are upper bounds on the misclassification
impurity function. All three functions are concave, which ensures that

F(n) = [n(n,q)F(n-(n,q)) + (1 = n(n,q))F(ny(n,q))] > 0.

However, the misclassification function is piecewise linear, so 15(n7 q) is zero if the
fraction of positive points remains less than (or more than) half after a split. In
some cases, the impurity cannot be decreased by any split using that criterion. In
contrast, the entropy and Gini functions are strictly concave, which guarantees a
strict decrease in impurity. Furthermore, they are differentiable which is a useful
feature for numerical optimization. Thus, the Gini index and the entropy criteria
are typically preferred in practice.

The greedy method just described faces some issues. One issue relates to the
greedy nature of the algorithm: a seemingly bad split may dominate subsequent
useful splits, which could lead to trees with less impurity overall. This can be
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Figure 9.4

Three node impurity definitions plotted as a function of the fraction of positive examples in the
binary case: misclassification, entropy (scaled by 0.5 to set the maximum to the same value for
all three functions), and the Gini index.

addressed to a certain extent by using a look-ahead of some depth d to determine
the splitting decisions, but such look-aheads can be computationally very costly.
Another issue relates to the size of the resulting tree. To achieve some desired level
of impurity, trees of relatively large sizes may be needed. However, larger trees
define overly complex hypotheses with high VC-dimensions (see exercise 9.5) and
thus could overfit.

An alternative method for learning decision trees using a labeled training sample
is based on the so-called grow-then-prune strategy. First a very large tree is grown
until it fully fits the training sample or until no more than a very small number of
points are left at each leaf. Then, the resulting tree, denoted as tree, is pruned back
to minimize an objective function defined (based on generalization bounds) as the
sum of an empirical error and a complexity term. The complexity can be expressed
in terms of the size of tree, the set of leaves of tree. The resulting objective is

Ga(tree) = Y |n[F(n) + AJtree|, (9.15)

nEtree

where A > 0 is a regularization parameter determining the trade-off between mis-
classification, or more generally impurity, versus tree complexity. For any tree tree’,
we denote by ﬁ(tree’) the total empirical error ) o=/ [n|F'(n). We seek a sub-tree
treey of tree that minimizes G, and that has the smallest size. tree) can be shown
to be unique. To determine treey, the following pruning method is used, which
defines a finite sequence of nested sub-trees tree(®) ... tree(™. We start with the

full tree tree(®) = tree and for any i € {0,...,n — 1}, define tree*1 from tree® by
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collapsing an internal node n’ of tree(?), that is by replacing the sub-tree rooted at
n’ with a leaf, or equivalently by combining the regions of all the leaves dominated
by n’. n’ is chosen so that collapsing it causes the smallest per node increase in
R(tree), that is the smallest r(tree(), n’) defined by

~

_ [n'|F(n") — R(tree’)

r(tree®  n’) e —1
ree | —

)

where n’ is an internal node of tree(”). If several nodes n’ in tree() cause the
same smallest increase per node 7(tree(”) n’), then all of them are pruned to define
tree*t1) from tree(”. This procedure continues until the tree tree(™ obtained has
a single node. The sub-tree tree) can be shown to be among the elements of
the sequence tree(®) ... tree(™. The parameter \ is determined via n-fold cross-
validation.

Decision trees seem relatively easy to interpret, and this is often underlined as
one of their most useful features. However, such interpretations should be carried
out with care since decision trees are unstable: small changes in the training data
may lead to very different splits and thus entirely different trees, as a result of their
hierarchical nature. Decision trees can also be used in a natural manner to deal
with the problem of missing features, which often appears in learning applications;
in practice, some features values may be missing because the proper measurements
were not taken or because of some noise source causing their systematic absence.
In such cases, only those variables available at a node can be used in prediction.
Finally, decision trees can be used and learned from data in a similar way in the
regression setting (see chapter 11).14

9.4 Aggregated multi-class algorithms

In this section, we discuss a different approach to multi-class classification that
reduces the problem to that of multiple binary classification tasks. A binary clas-
sification algorithm is then trained for each of these tasks independently, and the
multi-class predictor is defined as a combination of the hypotheses returned by each
of these algorithms. We first discuss two standard techniques for the reduction of
multi-class classification to binary classification, and then show that they are both
special instances of a more general framework.

14 The only changes to the description for classification are the following. For prediction, the label
of a leaf is defined as the mean squared average of the labels of the points falling in that region.
For learning, the impurity function is the mean squared error.
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9.4.1 One-versus-all
Let S = ((1,91), -+ s Tm, Um)) € (X xY)™ be alabeled training sample. A straight-
forward reduction of the multi-class classification to binary classification is based
on the so-called one-versus-all (OVA) or one-versus-the-rest technique. This tech-
nique consists of learning k binary classifiers h;: X — {—1,+1}, [ € Y, each seeking
to discriminate one class [ € Y from all the others. For any [ € Y, h; is obtained
by training a binary classification algorithm on the full sample S after relabeling
points in class [ with 1 and all others with —1. For [ € Y, assume that h; is derived
from the sign of a scoring function f;: X — R, that is h; = sgn(f;), as in the case
of many of the binary classification algorithms discussed in the previous chapters.
Then, the multi-class hypothesis h: X — Y defined by the OVA technique is given
by:

Ve e X, h(z)=argmax fi(z). (9.16)

ley

This formula may seem similar to those defining a multi-class classification hypoth-
esis in the case of uncombined algorithms. Note, however, that for uncombined
algorithms the functions f; are learned together, while here they are learned inde-
pendently. Formula (9.16) is well-founded when the scores given by functions f;
can be interpreted as confidence scores, that is when f;(x) is learned as an esti-
mate of the probability of = conditioned on class [. However, in general, the scores
given by functions f;, [ € Y, are not comparable and the OVA technique based on
(9.16) admits no principled justification. This is sometimes referred to as a cali-
bration problem. Clearly, this problem cannot be corrected by simply normalizing
the scores of each function to make their magnitudes uniform, or by applying other
similar heuristics. When it is justifiable, the OVA technique is simple and its com-
putational cost is k times that of training a binary classification algorithm, which
is similar to the computation costs for many uncombined algorithms.

9.4.2 One-versus-one

An alternative technique, known as the one-versus-one (OVO) technique, consists
of using the training data to learn (independently), for each pair of distinct classes
(I,I') € Y2, 1 # U, a binary classifier hy: X — {—1,1} discriminating between
classes [ and I’. For any (,1') € Y2, hyy is obtained by training a binary classification
algorithm on the sub-sample containing exactly the points labeled with [ or [/,
with the value +1 returned for class I’ and —1 for class [. This requires training
(k) = k(k—1)/2 classifiers, which are combined to define a multi-class classification

2
hypothesis h via majority vote:

Vo € X, h(z) = argmax |{l: hy (z) = 1}|. (9.17)
ey
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Table 9.1

Comparison of the time complexity the OVA and OVO techniques for both training and testing.
The table assumes a full training sample of size m with each class represented by m/k points.
The time for training a binary classification algorithm on a sample of size n is assumed to be in
O(n®). Thus, the training time for the OVO technique is in O(k2(m/k)®) = O(k2~*m®). ¢
denotes the cost of testing a single classifier.

Training Testing
OVA O(km®) O(ket)
OVO | O(k?=2m®)  O(k%ct)

Thus, for a fixed point z € X, if we describe the prediction values hyy(z) as the
results of the matches in a tournament between two players [ and I, with hy (x) = 1
indicating I’ winning over [, then the class predicted by h can be interpreted as the
one with the largest number of wins in that tournament.

Let z € X be a point belonging to class I’. By definition of the OVO technique, if
hy(x) =1 for all I #£1’, then the class associated to x by OVO is the correct class
I since |{l: hys(z) = 1}| = k — 1 and no other class can reach (k — 1) wins. By
contraposition, if the OVO hypothesis misclassifies z, then at least one of the (k—1)
binary classifiers hy, [ # I’, incorrectly classifies . Assume that the generalization
error of all binary classifiers h;;y used by OVO is at most r, then, in view of this
discussion, the generalization error of the hypothesis returned by OVO is at most
(k—1)r.

The OVO technique is not subject to the calibration problem pointed out in the
case of the OVA technique. However, when the size of the sub-sample containing
members of the classes | and [’ is relatively small, h;r may be learned without
sufficient data or with increased risk of overfitting. Another concern often raised
for the use of this technique is the computational cost of training k(k —1)/2 binary
classifiers versus that of the OVA technique.

Taking a closer look at the computational requirements of these two methods
reveals, however, that the disparity may not be so great and that in fact under
some assumptions the time complexity of training for OVO could be less than that
of OVA. Table 9.1 compares the computational complexity of these methods both
for training and testing assuming that the complexity of training a binary classifier
on a sample of size m is in O(m®) and that each class is equally represented in
the training set, that is by m/k points. Under these assumptions, if a € [2,3)
as in the case of some algorithms solving a QP problem, such as SVMs, then the
time complexity of training for the OVO technique is in fact more favorable than
that of OVA. For a = 1, the two are comparable and it is only for sub-linear
algorithms that the OVA technique would benefit from a better complexity. In all
cases, at test time, OVO requires k(k — 1)/2 classifier evaluations, which is (k — 1)
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times more than OVA. However, for some algorithms the evaluation time for each
classifier could be much smaller for OVO. For example, in the case of SVMs, the
average number of support vectors may be significantly smaller for OVO, since
each classifier is trained on a significantly smaller sample. If the number of support
vectors is k times smaller and if sparse feature representations are used, then the
time complexities of both techniques for testing are comparable.

9.4.3 Error-correcting output codes
A more general method for the reduction of multi-class to binary classification is
based on the idea of error-correcting output codes (ECOC). This technique consists
of assigning to each class [ € Y a code word of length ¢ > 1, which in the simplest
case is a binary vector M; € {—1,4+1}¢. M; serves as a signature for class [,
and together these vectors define a matrix M € {—1,+1}**¢ whose Ith row is
M;, as illustrated by figure 9.5. Next, for each column j € [¢], a binary classifier
hj: X — {—1,41} is learned using the full training sample S, after all points
that belong to a class represented by +1 in column j are labeled with +1, while
all other points are labeled with —1. For any € X, let h(z) denote the vector
h(z) = (hi1(x),...,he(x))T. Then, the multi-class hypothesis h: X — Y is defined
by

Vo € X, h(z)=argmindg (M, h(z)). (9.18)

ley

Thus, the class predicted is the one whose signatures is the closest to h(z) in
Hamming distance. Figure 9.5 illustrates this definition: no row of matrix M
matches the vector of predictions h(x) in that case, but the third row shares the
largest number of components with h(z).

The success of the ECOC technique depends on the minimal Hamming distance
between the class code words. Let d denote that distance, then up to ro = | 45|
binary classification errors can be corrected by this technique: by definition of d,
even if r < ro binary classifiers h; misclassify x € X, h(z) is closest to the code
word of the correct class of x. For a fixed ¢, the design of error-correction matrix
M is subject to a trade-off, since larger d values may imply substantially more
difficult binary classification tasks. In practice, each column may correspond to a
class feature determined based on domain knowledge.

The ECOC technique just described can be extended in two ways. First, instead
of using only the label predicted by each classifier h; the magnitude of the scores
defining h; is used. Thus, if h; = sgn(f;) for some function f; whose values can
be interpreted as confidence scores, then the multi-class hypothesis h: X — Y is
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codes
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Figure 9.5

Illustration of error-correcting output codes for multi-class classification. Left: binary code matrix
M, with each row representing the code word of length ¢ = 6 of a class I € [8]. Right: vector
of predictions h(z) for a test point z. The ECOC classifier assigns label 3 to z, since the binary
code for the third class yields the minimal Hamming distance with h(z) (distance of 1).

defined by

Ve e X, h(z)=argmin Z L(my; f(x)), (9.19)
ley T
j=1
where (my;) are the entries of M and where L: R — R is a loss function. When
L is defined by L(z) = 1_%11(37) for all z € X and h; = f;, we can write:

c

Z L(my; fi(x) =) L~ sgn(mihy(z) _ dn(My, h(z)),

=1 2

and (9.19) coincides with (9.18). Furthermore, ternary codes can be used with
matrix entries in {—1,0, 41} so that examples in classes labeled with 0 are disre-
garded when training a binary classifier for each column. With these extensions,
both OVA and OVO become special instances of the ECOC technique. The matrix
M for OVA is a square matrix, that is ¢ = k, with all terms equal to —1 except
from the diagonal ones which are all equal to +1. The matrix M for OVO has
¢ = k(k —1)/2 columns. Each column corresponds to a pair of distinct classes
(1,1), 1 # I, with all entries equal to 0 except from the one with row [, which is —1,
and the one with row I’, which is +1.

Since the values of the scoring functions are assumed to be confidence scores,
my; f;(x) can be interpreted as the margin of classifier j on point = and (9.19) is
thus based on some loss L defined with respect to the binary classifier’s margin.

A further extension of ECOC consists of extending discrete codes to continuous
ones by letting the matrix entries take arbitrary real values and by using the training
sample to learn matrix M. Starting with a discrete version of M, ¢ binary classifiers
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with scoring functions fi, I € [¢], are first learned as described previously. We will
denote by F(z) the vector (fi(x),..., fo(x))" for any 2 € X. Next, the entries of
M are relaxed to take real values and learned from the training sample with the
objective of making the row of M corresponding to the class of any point x € X
more similar to F(z) than other rows. The similarity can be measured using any
PDS kernel K. An example of an algorithm for learning M using a PDS kernel K
and the idea just discussed is in fact multi-class SVMs, which, in this context, can
be formulated as follows:

min |M||% + C i
iy I +C )¢
subject to: V(i,1) € [m] x Y,

K(f(xl)7Myz) > K(f(‘r’t)a Ml) +1- E’i'

Similar algorithms can be defined using other matrix norms. The resulting multi-
class classification decision function has the following form:

h: x— argmax K(f(z), M;).
le{1,....k}

9.5 Structured prediction algorithms

In this section, we briefly discuss an important class of problems related to multi-
class classification that frequently arises in computer vision, computational biology,
and natural language processing. These include all sequence labeling problems and
complex problems such as parsing, machine translation, and speech recognition.

In these applications, the output labels have a rich internal structure. For exam-
ple, in part-of-speech tagging the problem consists of assigning a part-of-speech tag
such as N (noun), V' (verb), or A (adjective), to every word of a sentence. Thus, the
label of the sentence ws ...w, made of the words w; is a sequence of part-of-speech
tags ty...t,. This can be viewed as a multi-class classification problem where each
sequence of tags is a possible label. However, several critical aspects common to
such structured output problems make them distinct from the standard multi-class
classification.

First, the label set is exponentially large as a function of the size of the output.
For example, if ¥ denotes the alphabet of part-of-speech tags, for a sentence of
length n there are |X|™ possible tag sequences. Second, there are dependencies
between the substructures of a label that are important to take into account for
an accurate prediction. For example, in part-of-speech tagging, some tag sequences
may be ungrammatical or unlikely. Finally, the loss function used is typically not a
zero-one loss, but one that depends on the substructures. Let L: Y xY — R denote
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a loss function such that L(y’,y) measures the penalty of predicting the label ' € Y
instead of the correct label y € Y.15 In part-of-speech tagging, L(y’,) could be for
example the Hamming distance between 3’ and y.

The relevant features in structured output problems often depend on both the
input and the output. Thus, we will denote by ®(z,y) € RY the feature vector
associated to a pair (z,y) € X x Y.

To model the label structures and their dependency, the label set Y is typically
assumed to be endowed with a graphical model structure, that is, a graph giving a
probabilistic model of the conditional dependence between the substructures. It is
also assumed that both the feature vector ®(z,y) associated to an input € X and
output y € Y and the loss L(y’, y) factorize according to the cliques of that graphical
model.’® A detailed treatment of this topic would require a further background in
graphical models, and is thus beyond the scope of this section.

The hypothesis set used by most structured prediction algorithms is then defined
as the set of functions h: X — Y such that

Ve e X, h(z)=argmaxw - ®(z,y), (9.20)
yeY
for some vector w € RY. Let S = ((x1,%1),--+,Zm,¥m)) € (X x Y)™ be an i.i.d.
labeled sample. Since the hypothesis set is linear, we can seek to define an algorithm
similar to multi-class SVMs. The optimization problem for multi-class SVMs can
be rewritten equivalently as follows:

m

1
min o [[w]?+C Y maxmax (0,1 - w - [@(zs,5:)~ @(x:,)]), (9.21)
w2 P Y#Yi

However, here we need to take into account the loss function L, that is L(y,y;) for
each i € [m] and y € Y, and there are multiple ways to proceed. One possible way
is to let the margin violation be penalized additively with L(y,y;). Thus, in that
case L(y,y;) is added to the margin violation. Another natural method consists of
penalizing the margin violation by multiplying it with L(y, y;). A margin violation
with a larger loss is then penalized more than one with a smaller loss.

15 More generally, in some applications, the loss function could also depend on the input. Thus, L
is then a function mapping L: X x Y x Y — R, with L(z,y’, y) measuring the penalty of predicting
the label 3’ instead of y given the input z.

16 In an undirected graph, a clique is a set of fully connected vertices.
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The additive penalization leads to the following algorithm known as Mazimum
Margin Markov Networks (M®N):

R IR
min 2w +c; mascmae (0, L(yi,y) = w - ({0, ) ~@(iy)]). (0.22)

An advantage of this algorithm is that, as in the case of SVMs, it admits a natural
use of PDS kernels. As already indicated, the label set Y is assumed to be endowed
with a graph structure with a Markov property, typically a chain or a tree, and the
loss function is assumed to be decomposable in the same way. Under these assump-
tions, by exploiting the graphical model structure of the labels, a polynomial-time
algorithm can be given to determine its solution.

A multiplicative combination of the loss with the margin leads to the following
algorithm known as SVMStruct:

1 m
min f||w||2+CZ max L(y;, y) max (O, 1—w- [@(xi,yi)—ql'(xi,y)]). (9.23)
w2 = vFus

This problem can be equivalently written as a QP with an infinite number of con-
straints. In practice, it is solved iteratively by augmenting at each round the finite
set of constraints of the previous round with the most violating constraint. This
method can be applied in fact under very general assumptions and for arbitrary
loss definitions. As in the case of M3?N, SVMStruct naturally admits the use of
PDS kernels and thus an extension to non-linear models for the solution.

Another standard algorithm for structured prediction problems is Conditional
Random Fields (CRFs). We will not describe this algorithm in detail, but point
out its similarity with the algorithms just described, in particular M3N. The opti-
mization problem for CRFs can be written as

m“i,n %HWH2+CZ log Zexp (L(yi,y) - W [@(mi,yi)—{)(mi,y)]). (9.24)
i=1  yeY

Assume for simplicity that Y is finite and has cardinality & and let f denote the
function (z1,...,zx) — log(2§:1 €%i). f is a convex function known as the soft-
maz, since it provides a smooth approximation of (z1,...,zx) — max(xy,...,zg).
Then, problem (9.24) is similar to (9.22) modulo the replacement of the max oper-
ator with the soft-max function just described.

9.6 Chapter notes

The margin-based generalization bound for multi-class classification presented in
theorem 9.2 is due to Kuznetsov, Mohri, and Syed [2014]. It admits only a lin-
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ear dependency on the number of classes. This improves over a similar result by
Koltchinskii and Panchenko [2002], which admits a quadratic dependency on the
number of classes. Proposition 9.3 bounding the Rademacher complexity of multi-
class kernel-based hypotheses and corollary 9.4 are new.

An algorithm generalizing SVMs to the multi-class classification setting was first
introduced by Weston and Watkins [1999]. The optimization problem for that
algorithm was based on k(k — 1)/2 slack variables for a problem with k classes and
thus could be inefficient for a relatively large number of classes. A simplification of
that algorithm by replacing the sum of the slack variables ki &;j related to point
x; by its maximum §; = max;; §;; considerably reduces the number of variables
and leads to the multi-class SVM algorithm presented in this chapter [Crammer
and Singer, 2001, 2002].

The AdaBoost.MH algorithm is presented and discussed by Schapire and Singer
[1999, 2000]. As we showed in this chapter, the algorithm is a special instance
of AdaBoost. Another boosting-type algorithm for multi-class classification, Ad-
aBoost.MR, is presented by Schapire and Singer [1999, 2000]. That algorithm is
also a special instance of the RankBoost algorithm presented in chapter 10. See ex-
ercise 10.5 for a detailed analysis of this algorithm, including generalization bounds.

The most commonly used tools for learning decision trees are CART (classification
and regression tree) [Breiman et al., 1984] and C4.5 [Quinlan, 1986, 1993]. The
greedy technique we described for learning decision trees benefits in fact from an
interesting analysis: remarkably, it has been shown by Kearns and Mansour [1999],
Mansour and McAllester [1999] that, under a weak learner hypothesis assumption,
such decision tree algorithms produce a strong hypothesis. The grow-then-prune
method is from CART. It has been analyzed by a variety of different studies, in
particular by Kearns and Mansour [1998] and Mansour and McAllester [2000], who
give generalization bounds for the resulting decision trees with respect to the error
and size of the best sub-tree of the original tree pruned. Hardness of ERM for
decision trees of a fixed size was shown by Grigni et al. [2000].

The idea of the ECOC framework for multi-class classification is due to Diet-
terich and Bakiri [1995]. Allwein et al. [2000] further extended and analyzed this
method to margin-based losses, for which they presented a bound on the empirical
error and a generalization bound in the more specific case of boosting. While the
OVA technique is in general subject to a calibration issue and does not have any
justification, it is very commonly used in practice. Rifkin [2002] reports the results
of extensive experiments with several multi-class classification algorithms that are
rather favorable to the OVA technique, with performances often very close or better
than for those of several uncombined algorithms, unlike what has been claimed by
some authors (see also Rifkin and Klautau [2004]).
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The CRF's algorithm was introduced by Lafferty, McCallum, and Pereira [2001].
M?3N is due to Taskar, Guestrin, and Koller [2003] and StructSVM was presented by
Tsochantaridis, Joachims, Hofmann, and Altun [2005]. An alternative technique for

tackling structured prediction as a regression problem was presented and analyzed
by Cortes, Mohri, and Weston [2007c].

9.7 Exercises

9.1 Generalization bounds for multi-label case. Use similar techniques to those
used in the proof of theorem 9.2 to derive a margin-based learning bound in the
multi-label case.

9.2 Multi-class classification with kernel-based hypotheses constrained by an L,
norm. Use corollary 9.4 to define alternative multi-class classification algorithms
with kernel-based hypotheses constrained by an L, norm with p # 2. For
which value of p > 1 is the bound of proposition 9.3 tightest? Derive the dual
optimization of the multi-class classification algorithm defined with p = oc.

9.3 Alternative multi-class boosting algorithm. Consider the objective function
G defined for any sample S = ((z1,¥1),-- -, (Tm,Ym)) € (X x Y)™ and a =
(a1y...,a) ER", n>1, by

m m
Gla) = Z e~ 21 Yilllfn(zil) — Z e T iy Uil o0y b (il) (9.25)
i=1 i=1
Use the convexity of the exponential function to compare G with the objective
function F' defining AdaBoost.MH. Show that G is a convex function upper
bounding the multi-label multi-class error. Discuss the properties of G and
derive an algorithm defined by the application of coordinate descent to G. Give
theoretical guarantees for the performance of the algorithm and analyze its
running-time complexity when using boosting stumps.

9.4 Multi-class algorithm based on RankBoost. This problem requires familiarity
with the material presented both in this chapter and in chapter 10. An alterna-
tive boosting-type multi-class classification algorithm is one based on a ranking
criterion. We will define and examine that algorithm in the mono-label setting.
Let H be a family of base hypotheses mapping X x Y to {—1,+1}. Let F be the
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following objective function defined for all samples S = ((x1,y1), - -+, (Tm, Ym)) €
(X xY)™ and & = (ay,...,ay) € RY, N > 1, by

ZZ@ (n (o) —n (@ed)) — Zze S @ (i) =y (wa,d)

i=1 l#y; i=1 l#y;
(9.26)

where fy = Zjvzl ajh;.

(a) Show that F' is convex and differentiable.

(b) Show that 237 1, (44 < 727 F(@), where fy = 321 ajh;.

(¢) Give the pseudocode of the algorithm obtained by applying coordinate de-
scent to F'. The resulting algorithm is known as AdaBoost.MR. Show that
AdaBoost.MR. exactly coincides with the RankBoost algorithm applied to

the problem of ranking pairs (z,y) € X x Y. Describe exactly the ranking
target for these pairs.

(d) Use question (9.4b) and the learning bounds of this chapter to derive margin-
based generalization bounds for this algorithm.

(e) Use the connection of the algorithm with RankBoost and the learning bounds
of chapter 10 to derive alternative generalization bounds for this algorithm.
Compare these bounds with those of the previous question.

9.5 Decision trees. Show that VC-dimension of a binary decision tree with n nodes
in dimension N is in O(nlog N).

9.6 Give an example where the generalization error of each of the k(k —1)/2 binary
classifiers hyr, I #1’, used in the definition of the OVO technique is r and that
of the OVO hypothesis (k — 1)r.



1 O Ranking

The learning problem of ranking arises in many modern applications, including the
design of search engines, information extraction platforms, and movie recommen-
dation systems. In these applications, the ordering of the documents or movies
returned is a critical aspect of the system. The main motivation for ranking over
classification in the binary case is the limitation of resources: for very large data
sets, it may be impractical or even impossible to display or process all items labeled
as relevant by a classifier. A standard user of a search engine is not willing to con-
sult all the documents returned in response to a query, but only the top ten or so.
Similarly, a member of the fraud detection department of a credit card company
cannot investigate thousands of transactions classified as potentially fraudulent,
but only a few dozens of the most suspicious ones.

In this chapter, we study in depth the learning problem of ranking. We distinguish
two general settings for this problem: the score-based and the preference-based set-
tings. For the score-based setting, which is the most widely explored one, we present
margin-based generalization bounds using the notion of Rademacher complexity.
We then describe an SVM-based ranking algorithm that can be derived from these
bounds and describe and analyze RankBoost, a boosting algorithm for ranking.
We further study specifically the bipartite setting of the ranking problem where,
as in binary classification, each point belongs to one of two classes. We discuss
an efficient implementation of RankBoost in that setting and point out its connec-
tions with AdaBoost. We also introduce the notions of ROC curves and area under
the ROC curve (AUC) which are directly relevant to bipartite ranking. For the
preference-based setting, we present a series of results, in particular regret-based
guarantees for both a deterministic and a randomized algorithm, as well as a lower
bound in the deterministic case.
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10.1 The problem of ranking

We first introduce the most commonly studied scenario of the ranking problem in
machine learning. We will refer to this scenario as the score-based setting of the
ranking problem. In section 10.6, we present and analyze an alternative setting,
the preference-based setting.

The general supervised learning problem of ranking consists of using labeled in-
formation to define an accurate ranking prediction function for all points. In the
scenario examined here, the labeled information is supplied only for pairs of points
and the quality of a predictor is similarly measured in terms of its average pairwise
misranking. The predictor is a real-valued function, a scoring function: the scores
assigned to input points by this function determine their ranking.

Let X denote the input space. We denote by D an unknown distribution over
X x X according to which pairs of points are drawn and by f: X x X — {—1,0,+1}
a target labeling function or preference function. The three values assigned by f
are interpreted as follows: f(z,2’) = +1 if 2’ is preferred to x or ranked higher
than z, f(x,2’) = —1 if z is preferred to 2/, and f(z,2’) = 0 if both = and z’ have
the same preference or ranking, or if there is no information about their respective
ranking. This formulation corresponds to a deterministic scenario which we adopt
for simplification. As discussed in section 2.4.1, it can be straightforwardly extended
to a stochastic scenario where we have a distribution over X x X x {—1,0,+1}.

Note that in general no particular assumption is made about the transitivity of the
order induced by f: we may have f(x,2') =1 and f(a/,2”) =1 but f(x,2”) = -1
for three points =, x’, and z”. While this may contradict an intuitive notion of
preference, such preference orders are in fact commonly encountered in practice, in
particular when they are based on human judgments. This is sometimes because the
preference between two items are decided based on different features: for example,
an individual may prefer movie 2’ to z because 2’ is an action movie and z a
musical, and prefer =" to 2’ because z” is an action movie with more special effects
than x’. Nevertheless, they may prefer x to x’/ because the cost of the movie ticket
for 2" is signicantly higher. Thus, in this example, two features, the genre and the
price, are invoked, each affecting the decision for different pairs. In fact, in general,
no assumption is made about the preference function, not even the antisymmetry of
the order induced; thus, we may have f(z,z’) =1 and f(a/,2) = 1 and yet « # z’.

The learner receives a labeled sample S = ((zl, Y1)y ey (T ;I:;n,ym)) € X x
X x {=1,0,+1} with (z1,2}),...,(xm,z,) drawn ii.d. according to D and y; =
f(xi,25) for all ¢ € [m]. Given a hypothesis set H of functions mapping X to R,
the ranking problem consists of selecting a hypothesis h € H with small expected
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pairwise misranking or generalization error R(h) with respect to the target f:

Ry = P [(f@,a)) £0) A (f(z.a)(ha') ~ h(@) 0)] . (10)

(z,x")~D

The empirical pairwise misranking or empirical error of h is denoted by Es(h) and
defined by

~

1 m
Rs(h) = — > Lyit0)A(ws (h(a!)~h(z))<0) (10.2)
=1

Note that while the target preference function f is in general not transitive, the
linear ordering induced by a scoring function h € H is by definition transitive. This
is a drawback of the score-based setting for the ranking problem since, regardless of
the complexity of the hypothesis set H, if the preference function is not transitive,
no hypothesis h € H can faultlessly predict the target pairwise ranking.

10.2 Generalization bound

In this section, we present margin-based generalization bounds for ranking. To
simplify the presentation, we will assume for the results of this section that the
pairwise labels are in {—1, +1}. Thus, if a pair (z, z’) is drawn according to D, then
either z is preferred to z’ or the opposite. The learning bounds for the general case
have a very similar form but require more details. As in the case of classification,
for any p > 0, we can define the empirical margin loss of a hypothesis h for pairwise
ranking as

~ 1 &
Rsp(h) = — @ (yi(h(f) = h(z:), (10.3)
i=1
where @, is the margin loss function (definition 5.5). Thus, the empirical margin
loss for ranking is upper bounded by the fraction of the pairs (z;,z}) that h is

misranking or correctly ranking but with confidence less than p:

Rsp(h) < %Z Ly, (@) ~h(z:))<p- (10.4)
i=1

We denote by D the marginal distribution of the first element of the pairs in X x X
derived from D, and by D, the marginal distribution with respect to the second
element of the pairs. Similarly, S is the sample derived from S by keeping only the
first element of each pair: S; = ((a:l, Y1)y (Tomy ym)) and S5 the one obtained by
keeping only the second element: Sy = ((z}, 1), .- -, (%}, ym)). We also denote by
RPD1(3) the Rademacher complexity of H with respect to the marginal distribution
Dy, that is R (H) = E[Rg, (H)], and similarly R22(H) = E[Rg, (H)]. Clearly,
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if the distribution D is symmetric, the marginal distributions D; and Dy coincide
and MD1(H) = RD2(H).
Theorem 10.1 (Margin bound for ranking) Let H be a set of real-valued functions. Fiz

p > 0; then, for any § > 0, with probability at least 1 — 4 over the choice of a sample
S of size m, each of the following holds for all h € H:

R(h) < Rs,p(h) + %(m;{l (3€) + RD2(30)) + k;fn ; (10.5)
~ 2~ ~ log%
R(h) < Rs ,(h) + ;(msl (30) + Rs, (30) + 31/ 52 (10.6)

Proof: The proof is similar to that of theorem 5.8. Let H be the family of hy-
potheses mapping (X x X) x {—1,+1} to R defined by H = {z = ((z,2'),y)
y[h(2") — h(z)]: h € H}. Consider the family of functions H = {®,0f: f € J—C}
derived from H which are taking values in [0, 1]. By theorem 3.3, for any ¢ > 0
with probability at least 1 — 4, for all h € K,
’ D 1/ log %
E [0, (y[0(e') — h(w)])] < Bop(h) + 200 (B, 0 ) + ] oL

Since 1y,<o < ®,(u) for all v € R, the generalization error R(h) is a lower bound
on left-hand side, R(h) = E[1y{n(z)—n(z)<0] < E [®,(y[h(z") — h(z)])], and we can
write:

~ ~ log L
R(h) < Rg,p(h) + 2R, (@, 0 H) + % :
m
Since @, is a (1/p)- Llpschltz function, by Talagrand’s lemma (lemma 5.7) we have
that R, (<I> o i]-f) iR (H). Here, R, (i]-f) can be upper bounded as follows:

- 1 ,
(80 = 1 E [ sup 3o (b)) - h:)|
1 m
=— E | sup oi(h(x; h(x; } y;0; and o;: same distrib.
o & [ 2 outhtal) = 1w ( )
1 m
< — E |su o ) + su o;h(x; } by sub-additivity of su
~E heg;z heg%Z’ i (by y of sup)

=E [ERSQ (H) + Rs, (J—C)} (definition of S; and Ss)
= 9%3312 () + R (3),

which proves (10.5). The second inequality, (10.6), can be derived in the same way
by using the second inequality of theorem 3.3, (3.4), instead of (3.3). |
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These bounds can be generalized to hold uniformly for all p > 0 at the cost of
an additional term /(loglog,(2/p))/m, as in theorem 5.9 and exercise 5.2. As for
other margin bounds presented in previous sections, they show the conflict between
two terms: the larger the desired pairwise ranking margin p, the smaller the middle

term. However, the first term, the empirical pairwise ranking margin loss ]%57,,,
increases as a function of p.

Known upper bounds for the Rademacher complexity of a hypothesis set I,
including bounds in terms of VC-dimension, can be used directly to make theo-
rem 10.1 more explicit. In particular, using theorem 10.1, we obtain immediately
the following margin bound for pairwise ranking using kernel-based hypotheses.

Corollary 10.2 (Margin bounds for ranking with kernel-based hypotheses) Let K: X x X
— R be a PDS kernel with r = sup,cy K(x, ). Let ®: X — H be a feature mapping
associated to K and let H = {x — w-®(x): |w|lg < A} for some A > 0. Fizp > 0.
Then, for any 6 > 0, the following pairwise margin bound holds with probability at
least 1 — 6 for any h € H:

~ r2A2/p? log%
< . .
R(h) < Rs,,(h) + 44/ - +1 5 (10.7)

As with theorem 5.8, the bound of this corollary can be generalized to hold uni-
formly for all p > 0 at the cost of an additional term /(loglog,(2/p))/m. This
generalization bound for kernel-based hypotheses is remarkable, since it does not
depend directly on the dimension of the feature space, but only on the pairwise
ranking margin. It suggests that a small generalization error can be achieved when
p/r is large (small second term) while the empirical margin loss is relatively small
(first term). The latter occurs when few points are either classified incorrectly or
correctly but with margin less than p.

10.3 Ranking with SVMs

In this section, we discuss an algorithm that is derived directly from the theoretical
guarantees just presented. The algorithm turns out to be a special instance of the
SVM algorithm.

Proceeding as in section 5.4 for classification, the guarantee of corollary 10.2 can
be expressed as follows: for any 6 > 0, with probability at least 1 — §, for all
heH={zx—w- ®(x): |w| <A},

r2A2 l
<7Z@+4 \/ 85 (10.8)

where & = max (1— y; [w- (®(z})—®(z;))],0) for all i € [m], and where ®: X — H

1
is a feature mapping associated to a PDS kernel K. An algorlthm based on this
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theoretical guarantee consists of minimizing the right-hand side of (10.8), that is
minimizing an objective function with a term corresponding to the sum of the slack
variables &;, and another one minimizing ||w|| or equivalently ||w||?. Its optimization
problem can thus be formulated as

1 m
min 5||vv||2 +CY & (10.9)
W i=1

K3

& >0, VZE[’ITL]

subject to: y; [W’ (®(z)) — q’(xi))] >1-¢&

This coincides exactly with the primal optimization problem of SVMs, with a fea-
ture mapping ¥: X x X — H defined by ¥(z,z’) = ®(a’) — ®(z) for all (z,2') €
X x X, and with a hypothesis set of functions of the form (z,z') — w - ®¥(x,2’).
Thus, clearly, all the properties already presented for SVMs apply in this instance.
In particular, the algorithm can benefit from the use of PDS kernels. Problem (10.9)
admits an equivalent dual that can be expressed in terms of the kernel matrix K’
defined by

K = W (xy,27) - O(z),2)) = K (2, 2;) + K (2}, 2) — K (2}, x5) — K (24, 25), (10.10)

for all 4,5 € [m]. This algorithm can provide an effective solution for pairwise
ranking in practice. The algorithm can also be used and extended to the case where
the labels are in {—1,0,+1}. The next section presents an alternative algorithm
for ranking in the score-based setting.

10.4 RankBoost

This section presents a boosting algorithm for pairwise ranking, RankBoost, similar
to the AdaBoost algorithm for binary classification. RankBoost is based on ideas
analogous to those discussed for classification: it consists of combining different
base rankers to create a more accurate predictor. The base rankers are hypotheses
returned by a weak learning algorithm for ranking. As for classification, these
base hypotheses must satisfy a minimal accuracy condition that will be described
precisely later.

Let H denote the hypothesis set from which the base rankers are selected. Al-
gorithm 10.1 gives the pseudocode of the RankBoost algorithm when X is a set of
functions mapping from X to {0,1}. For any s € {—1,0,+1}, we define €; by

6§ =D Dl ey -hee=s = , B [yt -nete=s: (10.11)
=1
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RANKBOOST(S = ((xlvmllvyl) ey (xm»x/maym)))

1 for i<+ 1tomdo

2 D1(i) « ~
3 fort<1to T do
4 h: < base ranker in H with smallest ¢, — ¢ = — E [yi (he(7) — ht(a:l))]
5 oy — %log ? e
6 Zy €0 + QEe;ret_ ]2 >normalization factor
7 for i < 1 to m do
8 Dy (i) ¢ Do [z () e
9 f+ Zil athy
10 return f

Figure 10.1
RankBoost algorithm for 3¢ C {0,1}~.

and simplify the notation ;" into ¢, and similarly write ¢, instead of ¢, *. With
these definitions, clearly the following equality holds: €Y + ¢ + ¢, = 1.

The algorithm takes as input a labeled sample S = ((:vl, 2,1)s e (T, T, ym))
with elements in X x X x {—1,0, 41}, and maintains a distribution over the subset
of the indices ¢ € {1,...,m} for which y; # 0. To simplify the presentation, we will
assume that y; # 0 for all ¢ € {1,...,m} and consider distributions defined over
{1,...,m}. This can be guaranteed by simply first removing from the sample the
pairs labeled with zero.

Initially (lines 1-2), the distribution is uniform (D;). At each round of boosting,
that is at each iteration ¢ € [T] of the loop 3-8, a new base ranker h; € H is
selected with the smallest difference ¢, — ¢;7, that is one with the smallest pairwise
misranking error and largest correct pairwise ranking accuracy for the distribution
Dy:

hy € argmin{ - E [yl (h(a}) — h(xz))} }
heXH i~Dy
Note that €, — ¢ = ¢, — (1 —¢; —€Y) = 2¢; + ¢? — 1. Thus, finding the smallest
difference €, —¢;" is equivalent to seeking the smallest 2¢; +¢€?, which itself coincides
with seeking the smallest €, when ¢ = 0. Z; is simply a normalization factor to
ensure that the weights D;14(¢) sum to one. RankBoost relies on the assumption
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that at each round ¢ € [T], for the hypothesis h; found, the inequality €, — ¢, > 0
holds; thus, the probability mass of the pairs correctly ranked by h; (ignoring pairs
with label zero) is larger than that of misranked pairs. We denote by ~v; the edge
of the base ranker hy: v = E:F%Et_

The precise reason for the definition of the coefficient «; (line 5) will become clear
later. For now, observe that if ¢/ — ¢, > 0, then € /e; > 1 and «; > 0. Thus,
the new distribution D;41 is defined from D, by increasing the weight on ¢ if the
pair (z;, x}) is misranked (y;(h¢(z}) — he(z;) < 0), and, on the contrary, decreasing
it if (z;,}) is ranked correctly (y;(hi(x}) — hi(z;) > 0). The relative weight is
unchanged for a pair with h(x}) — he(xz;) = 0. This distribution update has the
effect of focusing more on misranked points at the next round of boosting.

After T rounds of boosting, the hypothesis returned by RankBoost is f, which is
a linear combination of the base classifiers h;. The weight «; assigned to h; in that
sum is a logarithmic function of the ratio of ¢ and ¢, . Thus, more accurate base
rankers are assigned a larger weight in that sum.

For any t € [T], we will denote by f; the linear combination of the base rankers
after ¢ rounds of boosting: f; = 22:1 aghe. In particular, we have fr = f. The
distribution Dy can be expressed in terms of f; and the normalization factors Z,
s € [t], as follows:

e~ vi(fe(x}))— fe (@)
T
m HS:1 Zs
We will make use of this identity several times in the proofs of the following sections.

It can be shown straightforwardly by repeatedly expanding the definition of the
distribution over the point x;:

Dy (i)e*atyi(ht(wi)*ht(wi))

D 1) =
) -
@t_l(i)efat—lyi(ht—l(mﬁz)*ht—l(fﬂz‘))e*atyi(ht(xi)*ht(ri))
B Zi 174
e~ Yi Loy s (hs (@) —hs (@)
= t
m]._[szl ZS

10.4.1 Bound on the empirical error

We first show that the empirical error of RankBoost decreases exponentially fast
as a function of the number of rounds of boosting when the edge ~; of each base
ranker h; is lower bounded by some positive value v > 0.
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Theorem 10.3 The empirical error of the hypothesis h: X — {0, 1} returned by Rank-
Boost verifies:

Rs(h) < exp [— 2;2 (ej 26;)1. (10.13)

L
€, —€
L5, then

Furthermore, if there exists vy such that for all t € [T,

Rg(h) < exp(—2+°T) . (10.14)
Proof: Using the general inequality 1,<¢ < exp(—wu) valid for all v € R and iden-
tity 10.12, we can write:

1 & LN bl ) fmn

z[mnzf}@m -1

By the definition of normalization factor, for all ¢ € [T], we have Z; = >\ | Dy(i)
e~ awi(he(@)=he(z)) - By grouping together the indices i for which y; (h (2}) — hy(2;))
takes the values in +1, —1, or 0, Z; can be rewritten as

[ — [+
€ €
_ — t — t _
Zi=¢fe ™™ defe™ + 6 =¢f €—++et 6—_—1—6?:2 e +é.
¢ ¢

Since ¢ =1 —¢; — ¢}, we have

defe; = (6 +6 ) — (6 — ) =(1—€¢)> = (¢f —€ )

IN

| A

Thus, assuming that ¢) < 1, Z; can be upper bounded as follows:

Zt:\/(l_et)Q (& —e )2 +¢

S N ¥ S

(1 0)2
of )
e
e —€)2 & — e )2
<omp (-G ) <o (S e (-2l - )2,

where we used for the first inequality the concavity of the square-root function and
the fact that 0 < 1 — €2 < 1, and the inequality 1 — 2 < e=% valid for all x € R
for the second inequality. This upper bound on Z; also trivially holds when €Y = 1
since in that case ;7 = ¢; = 0. This concludes the proof. O
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A+s can be seen from the proof of the theorem, the weak ranking assumption v <
Ef% with v > 0 can be replaced with the somewhat weaker requirement v <

5+—57 . 0 . . 1 e+—57 . + —
t—t with € # 1, which can be rewritten as v < 5 ————, with ¢ + ¢, # 0,

2\/1—6? ’ /ezr_"_;, )

P
where the quantity ——=— can be interpreted as a (normalized) relative difference
RV ej-‘re;

between ¢, and e; .

The proof of the theorem also shows that the coefficient o is selected to minimize
Z;. Thus, overall, these coefficients are chosen to minimize the upper bound on
the empirical error HtT:1 Zy, as for AdaBoost. The RankBoost algorithm can be
generalized in several ways:

« Instead of a hypothesis with minimal difference €, —¢;", h; can be more generally
a base ranker returned by a weak ranking algorithm trained on D; with € > ¢; ;

« The range of the base rankers could be [0, +1], or more generally R. The coeffi-
cients ay can then be different and may not even admit a closed form. However,
in general, they are chosen to minimize the upper bound HtT:1 Z; on the empirical
€error.

10.4.2 Relationship with coordinate descent

RankBoost coincides with the application of the coordinate descent technique to a
convex and differentiable objective function F' defined for all samples S =
(1,21, 91)s -+, (@, T ym)) € X x X x {=1,0,41} and & = (v, ...,aq,) € RV,
N >1 by

m m
F(a) = Ze—yi[fN(f;)—fN(zi)} — Ze—yz‘ S0 aylhy (@) —hj (@) , (10.15)
=1

i=1

where fy = Z;yzl ojhj. This loss function is a convex upper bound on the zero-
one pairwise loss function & — Y -, Ly, [fn (2))— fn (z:))<0s Which is not convex.
Let ej, denote the unit vector corresponding to the kth coordinate in R and let
a1 = @y +ney denote the parameter vector after iteration ¢ (with ag = 0). Also,
for any t € [T, we define the function f; = Zjvzl @ ;h; and distribution D, over

the indices {1,...,m} as follows:

e~ vi(fe(@))—Fr(z:))
m HZ:1 Z

where Z, is the analogue of Z; computed as a function of D, instead of D;. Similarly,

let E;“ ,€ , and & denote the analogues of ej . € , and ¢; defined with respect to D,

instead of Dy.

Following very similar steps as in section 7.2.2, we will use an inductive argument
argument to show that coordinate descent on F' and the RankBoost algorithm are

Diya(i) =

: (10.16)
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in fact equivalent. Clearly, D;;1 = Dy 1 if we have f; = f; for all t. We trivially
have fy = fo, so we will make the inductive assumption that f,_; = f,_; and show
that this implies f; = f;.
At each iteration ¢ > 1, the direction e selected by coordinate descent is the one
minimizing the directional derivative, which is defined as:
(1, e1) = lim 2@zt mek) = Fla)
n—0 n

Since F(ay_1 +ne) = ZT” ) e~ Yi S i,y (hy (@) —hy (26) —nyi (b (2)) —hi (1)) the di-
_ - ,
rectional derivative along e; can be expressed as follows:

F/(C_!tflvek)
N

- — iyi(hk(ﬂf;) — hi(z;)) exp [ Z - hj(xi))}
= —iyi(hk(aj — hi(xi)) [ 1:[

m

[Z y1 (he(zf)—he(zi))=+1 — Z® yl(ht( N—hi(z ))_1] {mHZs}
=6 —&] {thlZs}.

The first equality holds by differentiation and evaluation at 7 = 0 and the second
one follows from (10.12). In view of the final equality, since mnz;ll Z, is fixed,
the direction ey selected by coordinate descent is the one minimizing é. By the
inductive hypothesis D; = D, and & = ¢, thus, the chosen base ranker corresponds
exactly to the base ranker h; selected by RankBoost.

The step size 7 is identified by setting the derivative to zero in order to minimize
the function in the chosen direction e;. Thus, using identity 10.12 and the definition

|_|
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of &, we can write:

dF (a1 + nex)
dn

o — Zyi(ht(x;) — hy(x))e Y S5l dey (hy (@) —hy(:)) g =nyi (hi (x]) —ha (z4)) _
i=1

=0

m t—1
& = 3 wilhe(a) = () Dy (i) [m [ Z,]emmnuteD=ee = g
i=1 s=1

& =Y wilh(ah) = haw)) Dy(i) e e — g
i=1

e —[ge™ —& e =0

By the inductive hypothesis, we have € = ¢ and & = ¢; and this proves that
the step size chosen by coordinate descent matches the base ranker weight «; of
RankBoost. Thus, by combining the previous results we have f; = f; and the proof
by induction is complete. This shows that coordinate descent applied to F' precisely
coincides with the RankBoost algorithm.

As in the classification case, other convex loss functions upper bounding the zero-
one pairwise misranking loss can be used. In particular, the following objective func-
tion based on the logistic loss can be used: &~ S log(1 + e~ ¥il/n(z)—fn (@l
to derive an alternative boosting-type algorithm.

10.4.3 Margin bound for ensemble methods in ranking

To simplify the presentation, we will assume for the results of this section, as in
section 10.2, that the pairwise labels are in {—1,+1}. By lemma 7.4, the empirical
Rademacher complexity of the convex hull conv(H) equals that of H. Thus, theo-
rem 10.1 immediately implies the following guarantee for ensembles of hypotheses
in ranking.

Corollary 10.4 Let H{ be a set of real-valued functions. Fix p > 0; then, for any
6 > 0, with probability at least 1 — § over the choice of a sample S of size m, each
of the following ranking guarantees holds for all h € conv(J):

R(h) < Rs,(h) + %(mgl (30) + R22 (30)) + 1;%5 (10.17)
R(h) < Rg,,(h) + %(97151 (3) + R, (7)) +3 12%5 . (10.18)
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For RankBoost, these bounds apply to f/||c||1, where f is the hypothesis returned
by the algorithm. Since f and f/||a|]; induce the same ordering of the points, for
any ¢ > 0, the following holds with probability at least 1 — §:

log %

RUP) < R llel) + = (98 (90) + 9882 (90) +
Remarkably, the number of rounds of boosting T does not appear in this bound.
The bound depends only on the margin p, the sample size m, and the Rademacher
complexity of the family of base classifiers 3. Thus, the bound guarantees an effec-
tive generalization if the pairwise margin loss }A%& o(f/lle|1) is small for a relatively
large p. A bound similar to that of theorem 7.7 for AdaBoost can be derived for
the empirical pairwise ranking margin loss of RankBoost (see exercise 10.3) and
similar comments on that result apply here.

These results provide a margin-based analysis in support of ensemble methods

10.19
o (10.19)

in ranking and RankBoost in particular. As in the case of AdaBoost, however,
RankBoost in general does not achieve a maximum margin. But, in practice, it has
been observed to obtain excellent pairwise ranking performances.

10.5 Bipartite ranking

This section examines an important ranking scenario within the score-based setting,
the bipartite ranking problem. In this scenario, the set of points X is partitioned
into two classes: X, the class of positive points, and X_ that of negative ones. The
problem consists of ranking positive points higher than negative ones. For example,
for a fixed search engine query, the task consists of ranking relevant (positive)
documents higher than irrelevant (negative) ones.

The bipartite problem could be treated in the way already discussed in the pre-
vious sections with exactly the same theory and algorithms. However, the setup
typically adopted for this problem is different: instead of assuming that the learner
receives a sample of random pairs, here pairs of positive and negative elements, it
is assumed that it receives a sample of positive points from some distribution and
a sample of negative points from another. This leads to the set of all pairs made of
a positive point of the first sample and a negative point of the second.

More formally, the learner receives a sample Sy = (af,...,2),) drawn i.i.d. ac-
cording to some distribution D, over X, and a sample S_ = (z1,...,z,) drawn
i.i.d. according to some distribution D_ over X_.}7 Given a hypothesis set H of

17 This two-distribution formulation also avoids a potential dependency issue that can arise for
some modeling of the problem: if pairs are drawn according to some distribution D over X_ x X4
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functions mapping X to R, the learning problem consists of selecting a hypothesis
h € H with small expected bipartite misranking or generalization error R(h):

R(h) = B [h(') < h()]. (10.20)

m’~D+

The empirical pairwise misranking or empirical error of h is denoted by ﬁs s (h)
and defined by

m n
Rs. s (h) = % Z Z Lh(at)<h(a;) - (10.21)
=1 j5=1
Note that while the bipartite ranking problem bears some similarity with binary
classification, in particular, the presence of two classes, they are distinct problems,
since their objectives and measures of success clearly differ.

By the definition of the formulation of the bipartite ranking just presented, the
learning algorithm must typically deal with mn pairs. For example, the application
of SVMs to ranking in this scenario leads to an optimization with mn slack variables
or constraints. With just a thousand positive and a thousand negative points,
one million pairs would need to be considered. This can lead to a prohibitive
computational cost for some learning algorithms. The next section shows that
RankBoost admits an efficient implementation in the bipartite scenario.

10.5.1 Boosting in bipartite ranking
This section shows the efficiency of RankBoost in the bipartite scenario and dis-
cusses the connection between AdaBoost and RankBoost in this context.

The key property of RankBoost leading to an efficient algorithm in the bipartite
setting is the fact that its objective function is based on the exponential function.
As a result, it can be decomposed into the product of two functions, one depending
on only the positive and the other on only the negative points. Similarly, the
distribution D; maintained by the algorithm can be factored as the product of two
distributions D and D; . This is clear for the uniform distribution D; at the
first round as for any i € [m] and j € [n], D1(4,5) = 1/(mn) = D (i)D; (j) with
D (i) = 1/m and Dj (j) = 1/n. This property is recursively preserved since, in
view of the following, the decomposition of D; implies that of D;; for any t € [T.

and the learner makes use of this information to augment its training sample, then the resulting
sample is in general not i.i.d. This is because if (x1,2]) and (22, z}) are in the sample, then so are
the pairs (x1,25) and (x2,2]) and thus the pairs are not independent. However, without sample
augmentation, the points are i.i.d., and this issue does not arise.
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For any ¢ € [m] and j € [n], by definition of the update, we can write:
Dt(i,j)e_a‘[ht(l’/i)_ht(zj)] Dj(l) —atht(m ) :D ( ) athe(xj)
Zy B Zy+ Z,— ’

)

Diy1(4,5) =

since the normalization factor Z; can also be decomposed as Z; = Z; Z;", with

= 3" Df(i)e= (@) and Z; = Y0 Dy (j)e*™(*i). Furthermore, the
pairwise misranking of a hypothesis h € H based on the distribution D; used to
determine h; can also be computed as the difference of two quantities, one depending
only on positive points, the other only on negative ones:

CE [h@f) —h(z)l= E [ E [h(2)) —h(z;)]] = E [h(2)] = E_[h(x;)].
(4,5)~D+ i~Df j~D; i~Df j~D;

Thus, the time and space complexity of RankBoost depends only on the total
number of points m-+n and not the number of pairs mn. More specifically, ignoring
the call to the weak ranker or the cost of determining h;, the time and space
complexity of each round is linear, that is, in O(m + n). Furthermore, the cost of
determining h; is a function of O(m + n) and not O(mn). Figure 10.2 gives the
pseudocode of the algorithm adapted to the bipartite scenario.

In the bipartite scenario, a connection can be made between the classification algo-
rithm AdaBoost and the ranking algorithm RankBoost. In particular, the objective
function of RankBoost can be expressed as follows for any a = (ay,...,ar) € RT,
T>1:

FRankBoost(a) = Z Z eXP(—[f(xg) - f(l‘])])

j=11i=1
-2, achi(x)) S adhe(zy)
(B Btaemen) (B o)
— Fy()F_(a),

where F; denotes the function defined by the sum over the positive points and F_
the function defined over the negative points. The objective function of AdaBoost
can be defined in terms of these same two functions as follows:

FAdaBoost Z exp yz + Z exp —Y; f(xj ))

Jj=1

— Z e~ E?:l Oét,ht(x;:) + Z €+ ZZ;I ache(zy)

i=1 j=1

=Fi(a) + F_(a).
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BIPARTITERANKBOOST(S = (2, ...,20,, %1, ..., %))
1 for j+ 1to mdo
2 SHORS
3 fori«+ 1tondo
4 Dy (i) + 5
5 fort< 1to T do
6 hi < base ranker in H with smallest ¢, — ¢/ = E [h(x;)] — ]EJr[h(x;)]
7 oy — %log :i: D e
8 ZF 11— ef Ve e
9 for i < 1 to m do
0 D} (3) Dmexpz[;atht(w;)]
11 Zy «—1—e +Ve e
12 for j + 1 to n do
3 Dr () @;(j>exp£t+mht(wj>]
4 fe S ah
15 return f
Figure 10.2

Pseudocode of RankBoost in a bipartite setting, with % C {0,1}%, e;r = Ei~®j [h(z})] and
=B,y b))

Note that the gradient of the objective function of RankBoost can be expressed in
terms of AdaBoost as follows:

vQrF]:{ankBoost((x) =F_ (a)vaFJr(a) + FJF(Q)VQF, (a) (1022)
=F (a)(VaFi(a) + VoF_(a)) + (Fi(a) — F_(a))VoF_(a)
= F_(a)VaFadaBoost (@) + (Fi(a) — F_ () Vo F_ ().

If « is a minimizer of FaqaBoost; then Vo FadaBoost(@) = 0 and it can be shown

that the equality Fy(a) — F_(a) = 0 also holds for e, provided that the fam-

ily of base hypotheses H used for AdaBoost includes the constant hypothesis

ho: « — 1, which often is the case in practice. Then, by (10.22), this implies
that Vo FRankBoost (@) = 0 and therefore that a is also a minimizer of the convex



10.5 Bipartite ranking 255

—_

- > o0

True positive rate

o

o

0 2 A .6 .8 1
False positive rate

Figure 10.3
The AUC (area under the ROC curve) is a measure of the performance of a bipartite ranking.

function FrankBoost- In general, FaqaBoost does not admit a minimizer. Never-
theless, it can be shown that if limg_, oo FadaBoost(@x) = info Fadapoost() for
some sequence (ay)gen, then, under the same assumption on the use of a con-
stant base hypothesis and for a non-linearly separable dataset, the following holds:
limy 00 FRankBoost (ak) = info FRankBoost (a)

The connections between AdaBoost and RankBoost just mentioned suggest that
AdaBoost could achieve a good ranking performance as well. This is often observed
empirically, a fact that brings strong support to the use of AdaBoost both as a
classifier and a ranking algorithm. Nevertheless, RankBoost may converge faster
and achieve a good ranking faster than AdaBoost.

10.5.2 Area under the ROC curve

The performance of a bipartite ranking algorithm is typically reported in terms of
the area under the receiver operating characteristic (ROC) curve, or the area under
the curve (AUC) for short.

Let U be a test sample used to evaluate the performance of h (or a training
sample) with m positive points 21,..., 2., and n negative points z1,...,2,. For
any h € I, let ﬁ(h, U) denote the average pairwise misranking of h over U. Then,
the AUC of h for the sample U is precisely 1 — E(h, U), that is, its average pairwise

ranking accuracy on U:

AUC(R,U) ZZ h(z))>h(z;) = I[%f[h(zl) > h(z)].
i=1 j=1 A~y

I N+
2~DY;

Here, D+ denotes the empirical distribution corresponding to the positive points in
U and D+ the empirical distribution corresponding to the negative ones. AUC(h,U)
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Figure 10.4
An example ROC curve and illustrated threshold. Varying the value of 6 from one extreme to the
other generates points on the curve.

is thus an empirical estimate of the pairwise ranking accuracy based on the sample
U, and by definition it is in [0,1]. Higher AUC values correspond to a better
ranking performance. In particular, an AUC of one indicates that the points of U
are ranked perfectly using h. AUC(h,U) can be computed in linear time from a
sorted array containing the m+n elements h(z]) and h(z;), for i € [m] and j € [n].
Assuming that the array is sorted in increasing order (with a positive point placed
higher than a negative one if they both have the same scores) the total number
of correctly ranked pairs r can be computed as follows. Starting with r = 0, the
array is inspected in increasing order of the indices while maintaining at any time
the number of negative points seen n and incrementing the current value of r with
n whenever a positive point is found. After full inspection of the array, the AUC
is given by r/(mn). Thus, assuming that a comparison-based sorting algorithm is
used, the complexity of the computation of the AUC is in O((m + n)log(m + n)).

As indicated by its name, the AUC coincides with the area under the ROC curve
(figure 10.3). An ROC curve plots the true positive rate, that is, the percentage
of positive points correctly predicted as positive as a function of the false positive
rate, that is, the percentage of negative points incorrectly predicted as positive.
Figure 10.4 illustrates the definition and construction of an ROC curve.

Points are generated along the curve by varying a threshold value 6 as in the
right panel of figure 10.4, from higher values to lower ones. The threshold is used
to determine the label of any point « (positive or negative) based on sgn(h(z) —0).
At one extreme, all points are predicted as negative; thus, the false positive rate is
zero, but the true positive rate is zero as well. This gives the first point (0,0) of
the plot. At the other extreme, all points are predicted as positive; thus, both the
true and the false positive rates are equal to one, which gives the point (1,1). In
the ideal case, as already discussed, the AUC value is one, and, with the exception
of (0,0), the curve coincides with a horizontal line reaching (1,1).
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10.6 Preference-based setting

This section examines a different setting for the problem of learning to rank: the
preference-based setting. In this setting, the objective is to rank as accurately as
possible any test subset X C X, typically a finite set that we refer to as a finite query
subset. This is close to the query-based scenario of search engines or information
extraction systems and the terminology stems from the fact that X could be a
set of items needed to rank in response to a particular query. The advantage of
this setting over the score-based setting is that here the learning algorithm is not
required to return a linear ordering of all points of X, which may be impossible
to achieve faultlessly in accordance with a general possibly non-transitive pairwise
preference labeling. Supplying a correct linear ordering for a query subset is more
likely to be achievable exactly or at least with a better approximation.

The preference-based setting consists of two stages. In the first stage, a sample of
labeled pairs S, exactly as in the score-based setting, is used to learn a preference
function h : X x X — [0,1], that is, a function that assigns a higher value to a
pair (u,v) when u is preferred to v or is to be ranked higher than v, and smaller
values in the opposite case. This preference function can be obtained as the output
of a standard classification algorithm trained on S. A crucial difference with the
score-based setting is that, in general, the preference function h is not required to
induce a linear ordering. The relation it induces may be non-transitive; thus, we
may have, for example, h(u,v) = h(v,w) = h(w,u) =1 for three distinct points u,
v, and w.

In the second stage, given a query subset X C X, the preference function h is used
to determine a ranking of X. How can h be used to generate an accurate ranking?
This will be the main focus of this section. The computational complexity of the
algorithm determining the ranking is also crucial. Here, we will measure its running
time complexity in terms of the number of calls to h.

When the preference function is obtained as the output of a binary classification
algorithm, the preference-based setting can be viewed as a reduction of ranking to
classification: the second stage specifies how a ranking is obtained from a classifier’s
output.

10.6.1 Second-stage ranking problem

The ranking problem of the second stage is modeled as follows. We assume that a
preference function A is given. From the point of view of this stage, the way the
function A has been determined is immaterial, it can be viewed as a black box. As
already discussed, h is not assumed to be transitive. But, we will assume that it is
pairwise consistent, that is h(u,v) + h(v,u) = 1, for all u,v € X.
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Let D be an unknown distribution according to which pairs (X,c*) are drawn
where X C X is a query subset and ¢* a target ranking or permutation of X,
that is, a bijective function from X to {1,...,|X|}. Thus, we consider a stochastic
scenario, and ¢* is a random variable. The objective of a second-stage algorithm
A consists of using the preference function h to return an accurate ranking A(X)
for any query subset X. The algorithm may be deterministic, in which case A(X)
is uniquely determined from X or it may be randomized, in which case we denote
by s the randomization seed it may depend on.

The following loss function L can be used to measure the disagreement between
a ranking o and a desired one o* over a set X of n > 1 elements:

2
Y Loy <o ) Lo () <o () (10.23)

where the sum runs over all pairs (u,v) with u and v distinct elements of X. All the
results presented in the following hold for a broader set of loss functions described
later. Abusing the notation, we also define the loss of the preference function h
with respect to a ranking o* of a set X of n > 1 elements by

N 2
L(h,o*) = T D b1, 0) s (v)<on (u)- (10.24)
uFv
The expected loss for a deterministic algorithm A is thus E(x o) [L(A(X),c")].
The regret of algorithm A is then defined as the difference between its loss and that
of the best fixed global ranking. This can be written as follows:
o * . !/ *

Reg(A)= B [L(AX).0)]—min B [Lolx.0)).  (1025)
where O'|/  denotes the ranking induced on X by a global ranking ¢’ of X. Similarly,
we define the regret of the preference function as follows

hy= E [L(h )] — mi E [L(h{y,o* 10.2
Reg(h) (X,a*)ND[ ( X0 )] H}lLl'n(X,g*)N’D[ ( |x50 IE (10.26)
where h|x denotes the restriction of h to X x X, and similarly with A’. The regret
results presented in this section hold assuming the following pairwise independence
on irrelevant alternatives property:

E 10*11 o*(u)l — E la*v o*(u)ls 10.27
0*|X1[ (v)<o*(u)] U*|X2[ (v)<o*(w)] ( )
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for any w,v € X and any two sets X; and X5 containing u and v, and where ¢*| X
denotes the random variable o* conditioned on X.!® Similar regret definitions can
be given for a randomized algorithm additionally taking the expectation over s.
Clearly, the quality of the ranking output by the second-stage algorithm inti-
mately depends on that of the preference function h. In the next sections, we
discuss both a deterministic and a randomized second-stage algorithm for which
the regret can be upper bounded in terms of the regret of the preference function.

10.6.2 Deterministic algorithm
A natural deterministic algorithm for the second-stage is based on the sort-by-degree
algorithm. This consists of ranking each element of X based on the number of other
elements it is preferred to according to the preference function h. Let Agore-by-degree
denote this algorithm. In the bipartite setting, the following bounds can be proven
for the expected loss of this algorithm and its regret:
E [L(Asort-by-degree(X),0%)] <2 E [L(h,0™)] (10.30)
X,0* X,0*
Reg(Asort-by-degree (X)) < 2Reg(h). (10.31)

These results show that the sort-by-degree algorithm can achieve an accurate rank-
ing when the loss or the regret of the preference function h is small. They also
bound the ranking loss or regret of the algorithm in terms of the classification loss
or regret of h, which can be viewed as a guarantee for the reduction of ranking to
classification using the sort-by-degree algorithm.

Nevertheless, in some cases, the guarantee given by these results is weak or un-
informative owing to the presence of the factor of two. Consider the case of a
binary classifier A with an error rate of just 25 percent, which is quite reasonable
in many applications. Assume that the Bayes error is close to zero for the classi-
fication problem and, similarly, that for the ranking problem the regret and loss
approximately coincide. Then, using the bound in (10.30) guarantees a worst-case
pairwise misranking error of at most 50 percent for the ranking algorithm, which
is the pairwise misranking error of random ranking.

18 More generally, they hold without that assumption using the following weaker notions of regret:

Reg/(A) = e B plLAG), o)) — [rr;i/na gX[L(a/,a*)]] (10.28)
Reg'(h)=  E  [L(hix,0")] ~E [min g@lxwh',a*)}] : (10.29)

where o’ denotes a ranking of X and h’ a preference function defined over X x X.
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Figure 10.5
Illustration of the proof of theorem 10.5.

Furthermore, the running time complexity of the algorithm quadratic, that is in
Q(|X|?) of a query set X, since it requires calling the preference function for every
pair (u,v) with 4 and v in X.

As shown by the following theorem, no deterministic algorithm can improve upon
the factor of two appearing in the regret guarantee of the sort-by-degree algorithm.

Theorem 10.5 (Lower bound for deterministic algorithms) For any deterministic algori-
thm A, there is a bipartite distribution for which

Reg(A) > 2Reg(h). (10.32)

Proof: Consider the simple case where X = X = {u, v, w} and where the preference
function induces a cycle as illustrated by figure 10.5a. An arrow from u to v
indicates that v is preferred to u according to h. The proof is based on an adversarial
choice of the target o*.

Without loss of generality, either A returns the ranking u,v,w (figure 10.5b) or
w, v, u (figure 10.5¢). In the first case, let o* be defined by the labeling indicated in
the figure. In that case, we have L(h,o*) = 1/3, since u is preferred to w according
to h while w is labeled positively and w negatively. The loss of the algorithm is
L(A,0*) = 2/3, since both u and v are ranked higher than the positively labeled
w by the algorithm. Similarly, c* can be defined as in figure 10.5¢ in the second
case, and we find again that L(h,0*) = 1/3 and L(A,0*) = 2/3. This concludes
the proof. O

The theorem suggests that randomization is necessary in order to achieve a better
guarantee. In the next section, we present a randomized algorithm that benefits
both from better guarantees and a better time complexity.

10.6.3 Randomized algorithm
The general idea of the algorithm described in this section is to use a straightforward
extension of the randomized QuickSort algorithm in the second stage. Unlike in
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Figure 10.6
Iustration of randomized QuickSort based on a preference function h (not necessarily transitive).

the standard version of QuickSort, here the comparison function is based on the
preference function, which in general is not transitive. Nevertheless, it can be shown
here, too, that the expected time complexity of the algorithm is in O(nlogn) when
applied to an array of size n.

The algorithm works as follows, as illustrated by figure 10.6. At each recursive
step, a pivot element wu is selected uniformly at random from X. For each v # u, v
is placed on the left of u with probability h(v,u) and to its right with the remaining
probability h(u,v). The algorithm proceeds recursively with the array to the left of
u and the one to its right and returns the concatenation of the permutation returned
by the left recursion, u, and the permutation returned by the right recursion.

Let AQuicksors denote this algorithm. In the bipartite setting, the following guar-
antees can be proven:

X];E* S[L(AQuicksort(X, s),0%)] = XIE;—*[L(h7 )] (10.33)
Reg(Aquicksort) < Reg(h). (10.34)

Thus, here, the factor of two of the bounds in the deterministic case has vanished,
which is substantially more favorable. Furthermore, the guarantee for the loss
is an equality. Moreover, the expected time complexity of the algorithm is only
in O(nlogn), and, if only the top k items are needed to be ranked, as in many
applications, the time complexity is reduced to O(n + klog k).

For the QuickSort algorithm, the following guarantee can also be proven in the
case of general ranking setting (not necessarily bipartite setting):

LE [L(Aquiasort (X, ),0")] <2 E [L(h,0™)). (10.35)

) )
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10.6.4 Extension to other loss functions
All of the results just presented hold for a broader class of loss functions L., defined
in terms of a weight function or emphasis function w. L, is similar to (10.23), but
measures the weighted disagreement between a ranking ¢ and a desired one o* over
a set X of n > 1 elements as follows:

2

Py Z w(e™(v), 0" (1)) Lo(w)<o(w) Lox(w)y<or () (10.36)

Lw 5 ) =
(o,0%) e 2

where the sum runs over all pairs (u,v) with v and v distinct elements of X, and
where w is a symmetric function whose properties are described below. Thus,
the loss counts the number of pairwise misrankings of ¢ with respect to ¢*, each
weighted by w. The function w is assumed to satisfy the following three natural
axioms:

o symmetry: w(i,j) = w(j,7) for all i, j;
« monotonicity: w(i,j) < w(i, k) if either i < j <k ori > j > k;
« triangle inequality: w(i,j) < w(i, k) + w(k, j).

The motivation for this last property stems from the following: if correctly ordering
items in positions (i, k) and (k, j) is not of great importance, then the same should
hold for items in positions (i, j).

Using different functions w, the family of functions L,, can cover several familiar
and important losses. Here are some examples. Setting w(i,j) = 1 for all i # j
yields the unweighted pairwise misranking measure. For a fixed integer k > 1,
the function w defined by w(i,7) = 1(i<k)v(i<k))a@izs) for all (,7) can be used
to emphasize ranking at the top k elements. Misranking of pairs with at least
one element ranked among the top k is penalized by this function. This can be
of interest in applications such as information extraction or search engines where
the ranking of the top documents matters more. For this emphasis function, all
elements ranked below k are in a tie. Any tie relation can be encoded using w.
Finally, in a bipartite ranking scenario with m™ positive and m™ negative points
and m* +m~ = n, choosing w(i,j) = ;ﬂg’i—mll
coinciding with 1 — AUC.

yields the standard loss function

10.7 Other ranking criteria

The objective function for the ranking problems discussed in this chapter were
all based on pairwise misranking. Other ranking criteria have been introduced in
information retrieval and used to derive alternative ranking algorithms. Here, we
briefly present several of these criteria.
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« Precision, precision@n, average precision, recall. All of these criteria assume that
points are partitioned into two classes (positives and negatives), as in the bi-
partite ranking setting. Precision is the fraction of positively predicted points
that are in fact positive. Whereas precision takes into account all positive predic-
tions, precision@n only considers the top n predictions. For example, precision@5
considers only the top 5 positively predicted points. Awverage precision involves
computing precision@n for each value of n, and averaging across these values.
Each precision@n computation can be interpreted as computing precision for a
fixed value of recall, or the fraction of positive points that are predicted to be
positive (recall coincides with the notion of true positive rate).

« DCG, NDCG. These criteria assume the existence of relevance scores associated
with the points to be ranked, e.g., given a web search query, each website returned
by a search engine has an associated relevance score. Moreover, these criteria mea-
sure the extent to which points with large relevance scores appear at or near the
beginning of a ranking. Define (¢;);en as a predefined sequence of non-increasing
and non-negative discount factors, e.g., ¢; = log(i)~!. Then, given a ranking of
m points and defining r; as the relevance score of the ith point in this ranking,
the discounted cumulative gain (DCG) is defined as DCG = Y_." ¢;r;. Note
that DCG is an increasing function of m. In contrast, the normalized discounted
cumulative gain (NDCG) normalizes the DCG across values of m by dividing the
DCG by the IDCG, or the ideal DCG that would result from an optimal ordering
of the points.

10.8 Chapter notes

The problem of learning to rank is distinct from the purely algorithmic one of rank
aggregation, which, as shown by Dwork, Kumar, Naor, and Sivakumar [2001], is
NP-hard even for & = 4 rankings. The Rademacher complexity and margin-based
generalization bounds for pairwise ranking given in theorem 10.1 and corollary 6.13
are novel. Margin bounds based on covering numbers were also given by Rudin,
Cortes, Mohri, and Schapire [2005]. Other learning bounds in the score-based
setting of ranking, including VC-dimension and stability-based learning bounds,
have been given by Agarwal and Niyogi [2005], Agarwal et al. [2005] and Cortes
et al. [2007b].

The ranking algorithm based on SVMs presented in section 10.3 has been used
and discussed by several researchers. One early and specific discussion of its use
can be found in Joachims [2002]. The fact that the algorithm is simply a special
instance of SVMs seems not to be clearly stated in the literature. The theoretical
justification presented here for its use in ranking is novel.
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RankBoost was introduced by Freund et al. [2003]. The version of the algo-
rithm presented here is the coordinate descent RankBoost from Rudin et al. [2005].
RankBoost in general does not achieve a maximum margin and may not increase
the margin at each iteration. A Smooth Margin ranking algorithm [Rudin et al.,
2005] based on a modified version of the objective function of RankBoost can be
shown to increase the smooth margin at every iteration, but the comparison of
its empirical performance with that of RankBoost has not been reported. For the
empirical ranking quality of AdaBoost and the connections between AdaBoost and
RankBoost in the bipartite setting, see Cortes and Mohri [2003] and Rudin et al.
[2005].

The Receiver Operating Characteristics (ROC) curves were originally developed
in signal detection theory [Egan, 1975] in connection with radio signals during
World War II. They also had applications to psychophysics [Green and Swets,
1966] and have been used since then in a variety of other applications, in particular
for medical decision making. The area under an ROC curve (AUC) is equivalent
to the Wilcoxon-Mann-Whitney statistic [Hanley and McNeil, 1982] and is closely
related to the Gini index [Breiman et al., 1984] (see also chapter 9). For a statistical
analysis of the AUC and confidence intervals depending on the error rate, see Cortes
and Mohri [2003, 2005]. The deterministic algorithm in the preference-based setting
discussed in this chapter was presented and analyzed by Balcan et al. [2008]. The
randomized algorithm as well as much of the results presented in section 10.6 are
due to Ailon and Mohri [2008].

A somewhat related problem of ordinal regression has been studied by some
authors [McCullagh, 1980, McCullagh and Nelder, 1983, Herbrich et al., 2000] which
consists of predicting the correct label of each item out of a finite set, as in multi-
class classification, with the additional assumption of an ordering among the labels.
This problem is distinct, however, from the pairwise ranking problem discussed in
this chapter.

The DCG ranking criterion was introduced by Jérvelin and Kekéldinen [2000],
and has been used and discussed in a number of subsequent studies, in particular
Cossock and Zhang [2008] who consider a subset ranking problem formulated in
terms of DCG, for which they consider a regression-based solution.

10.9 Exercises
10.1 Uniform margin-bound for ranking. Use theorem 10.1 to derive a margin-based

learning bound for ranking that holds uniformly for all p > 0 (see similar binary
classification bounds of theorem 5.9 and exercise 5.2).



10.9 Exercises 265

10.2 On-line ranking. Give an on-line version of the SVM-based ranking algorithm
presented in section 10.3.

10.3 Empirical margin loss of RankBoost. Derive an upper bound on the empirical
pairwise ranking margin loss of RankBoost similar to that of theorem 7.7 for
AdaBoost.

10.4 Margin maximization and RankBoost. Give an example showing that Rank-
Boost does not achieve the maximum margin, as in the case of AdaBoost.

10.5 RankPerceptron. Adapt the Perceptron algorithm to derive a pairwise ranking
algorithm based on a linear scoring function. Assume that the training sample
is linear separable for pairwise ranking. Give an upper bound on the number of
updates made by the algorithm in terms of the ranking margin.

10.6 Margin-maximization ranking. Give a linear programming (LP) algorithm re-
turning a linear hypothesis for pairwise ranking based on margin maximization.

10.7 Bipartite ranking. Suppose that we use a binary classifier for ranking in the
bipartite setting. Prove that if the error of the binary classifier is €, then that of
the ranking it induces is also at most €. Show that the converse does not hold.

10.8 Multipartite ranking. Consider the ranking scenario in a k-partite setting where
X is partitioned into k subsets X1, ..., X with k > 1. The bipartite case (k = 2)
is already specifically examined in the chapter. Give a precise formulation of
the problem in terms of k distributions. Does RankBoost admit an efficient
implementation in this case? Give the pseudocode of the algorithm.

10.9 Deviation bound for the AUC. Let h be a fixed scoring function used to rank
the points of X. Use Hoeffding’s bound to show that with high probability the
AUC of h for a finite sample is close to its average.

10.10 k-partite weight function. Show how the weight function w can be defined so
that L, encodes the natural loss function associated to a k-partite ranking
scenario.






1 1 Regression

This chapter discusses in depth the learning problem of regression, which consists
of using data to predict, as closely as possible, the correct real-valued labels of the
points or items considered. Regression is a common task in machine learning with a
variety of applications, which justifies the specific chapter we reserve to its analysis.

The learning guarantees presented in the previous sections focused largely on
classification problems. Here we present generalization bounds for regression, both
for finite and infinite hypothesis sets. Several of these learning bounds are based
on the familiar notion of Rademacher complexity, which is useful for characterizing
the complexity of hypothesis sets in regression as well. Others are based on a
combinatorial notion of complexity tailored to regression that we will introduce,
pseudo-dimension, which can be viewed as an extension of the VC-dimension to
regression. We describe a general technique for reducing regression problems to
classification and deriving generalization bounds based on the notion of pseudo-
dimension. We present and analyze several regression algorithms, including linear
regression, kernel ridge regression, support-vector regression, Lasso, and several
on-line versions of these algorithms. We discuss in detail the properties of these
algorithms, including the corresponding learning guarantees.

11.1  The problem of regression

We first introduce the learning problem of regression. Let X denote the input space
and Y a measurable subset of R. Here, we will adopt the stochastic scenario and
will denote by D a distribution over X x Y. As discussed in section 2.4.1, the
deterministic scenario is a straightforward special case where input points admit a
unique label determined by a target function f: X — Y.

As in all supervised learning problems, the learner receives a labeled sample
S = ((z1,91), -+ (Tm,ym)) € (X x Y)™ drawn ii.d. according to D. Since the
labels are real numbers, it is not reasonable to hope that the learner could predict
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precisely the correct label when it is unique, or precisely its average label. Instead,
we can require that its predictions be close to the correct ones. This is the key
difference between regression and classification: in regression, the measure of error
is based on the magnitude of the difference between the real-valued label predicted
and the true or correct one, and not based on the equality or inequality of these
two values. We denote by L: Y x Y — R, the loss function used to measure
the magnitude of error. The most common loss function used in regression is the
squared loss Lo defined by L(y,y') = |y — y|? for all y,%’ € Y, or, more generally,
an Ly, loss defined by L(y,y’) = |y’ — y|?, for some p > 1 and all y,y" € Y.

Given a hypothesis set H of functions mapping X to Y, the regression problem
consists of using the labeled sample S to find a hypothesis A € H with small
expected loss or generalization error R(h) with respect to the target f:

R = E [L(h(@).y)]. (1L
(z,y)~D
As in the previous chapters, the empirical loss or error of h € H is denoted by
Rs(h) and defined by

~ 1 &

Rg(h) = - ;L(h(xi)ayi) : (11.2)
In the common case where L is the squared loss, this represents the mean squared
error of h on the sample S.

When the loss function L is bounded by some M > 0, that is L(y',y) < M
for all y,y’ € Y or, more strictly, L(h(z),y) < M for all h € H and (z,y) €
X x Y, the problem is referred to as a bounded regression problem. Much of the
theoretical results presented in the following sections are based on that assumption.
The analysis of unbounded regression problems is technically more elaborate and
typically requires some other types of assumptions.

11.2 Generalization bounds

This section presents learning guarantees for bounded regression problems. We
start with the simple case of a finite hypothesis set.

11.2.1 Finite hypothesis sets
In the case of a finite hypothesis, we can derive a generalization bound for regression
by a straightforward application of Hoeffding’s inequality and the union bound.

Theorem 11.1 Let L be a bounded loss function. Assume that the hypothesis set H is
finite. Then, for any 6 > 0, with probability at least 1 — 0, the following inequality
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holds for all h € H:

log |H| + log %

2m

R(h) < Rg(h) + M

Proof: By Hoeffding’s inequality, since L takes values in [0, M], for any h € K, the
following holds: ,

P [R(h) — Rg(h) > e} < e HiE
Thus, by the union bound, we can write

_ 2me?

P [ah € H: R(h) — Rs(h) > e} < };CIP [R(h) — Rs(h) > €| < |3t]e .

Setting the right-hand side to be equal to § yields the statement of the theorem. (]

With the same assumptions and using the same proof, a two-sided bound can be
derived: with probability at least 1 — 4, for all h € H,

. log |H| + log 2
IR() — Rs(h)| < ay| BT ERES

These learning bounds are similar to those derived for classification. In fact, they
coincide with the classification bounds given in the inconsistent case when M = 1.
Thus, all the remarks made in that context apply identically here. In particular,
a larger sample size m guarantees better generalization; the bound increases as a
function of log |H| and suggests selecting, for the same empirical error, a smaller
hypothesis set. This is an instance of Occam’s razor principle for regression. In
the next sections, we present other instances of this principle for the general case
of infinite hypothesis sets using the notions of Rademacher complexity and pseudo-
dimension.

11.2.2 Rademacher complexity bounds

Here, we show how the Rademacher complexity bounds of theorem 3.3 can be used
to derive generalization bounds for regression in the case of the family of L, loss
functions. We first show an upper bound for the Rademacher complexity of a
relevant family of functions.

Proposition 11.2 (Rademacher complexity of y-Lipschitz loss functions) Let L: Y xY —
R be a non-negative loss upper bounded by M >0 (L(y,y") < M for all y,y' € Y)
and such that for any fized y' € Y, y — L(y,y’) is u-Lipschitz for some u > 0.
Then, for any sample S = ((x1,y1),- .-, (Tm,Ym)), the Rademacher complexity of
the family § = {(z,y) — L(h(z),y): h € H} is upper bounded as follows:

Rs(9) < pRg(H).
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Proof: Since for any fixed y;, y — L(y, y;) is pu-Lipschitz, by Talagrand’s contraction
lemma (lemma 5.7), we can write

Rs( m]g{zm (i) yl}éég{zozuhxz)}ufﬁs( );

=1

which completes the proof. O

Theorem 11.3 (Rademacher complexity regression bounds) Let L: YxY — R be a non-
negative loss upper bounded by M > 0 (L(y,y') < M for all y,y' € Y) and such
that for any fizred y' €Y, y— L(y,y’) is p-Lipschitz for some p > 0.

1 m logl
E [L < = Lz, ys) + 20 R (H) + M| —2

WE L) < m; (i, 93) + 2B (30) + My [ —
E [L( )]<l§:L( i)+ 2 gﬁ(j{)_FgM %

(2,5)~D ,Y)| > m Ly Yi HAS m, .

i=1
Proof: Since for any fixed y;, y — L(y, y;) is pu-Lipschitz, by Talagrand’s contraction
lemma (lemma 5.7), we can write

Rs( m]g[zaz } <= {Zaluhxz)} = uRg(H).

Combining this inequality with the general Rademacher complexity learning bound
of theorem 3.3 completes the proof. O

Let p > 1 and assume that |h(z) —y| < M for all (z,y) € X x Y and h € H. Then,
since for any 3’ the function y — |y—/|P is pMP~1-Lipschitz for (y—v') € [-M, M],
the theorem applies to any L,-loss. As an example, for any ¢ > 0, with probability
at least 1 — 0 over a sample S of size m, each of the following inequalities holds for
all h € H:

log %

1 m
h(z ] <= pMP=IR, (H) + MP
(x,y)N “ *mzz: T+ P (30 + 2m

As in the case of classification, these generalization bounds suggest a trade-off
between reducing the empirical error, which may require more complex hypothesis
sets, and controlling the Rademacher complexity of H, which may increase the
empirical error. An important benefit of the last learning bound of the theorem is
that it is data-dependent. This can lead to more accurate learning guarantees. The
upper bounds on R,, (H) or Rg(H) for kernel-based hypotheses (theorem 6.12) can
be used directly here to derive generalization bounds in terms of the trace of the
kernel matrix or the maximum diagonal entry.
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21 22

Figure 11.1
Illustration of the shattering of a set of two points {z1, z2} with witnesses ¢; and ts.

11.2.3 Pseudo-dimension bounds

As previously discussed in the case of classification, it is sometimes computation-
ally hard to estimate the empirical Rademacher complexity of a hypothesis set. In
chapter 3, we introduce other measures of the complexity of a hypothesis set such as
the VC-dimension, which are purely combinatorial and typically easier to compute
or upper bound. However, the notion of shattering or that of VC-dimension intro-
duced for binary classification are not readily applicable to real-valued hypothesis
classes.

We first introduce a new notion of shattering for families of real-valued functions.
As in previous chapters, we will use the notation G for a family of functions, when-
ever we intend to later interpret it (at least in some cases) as the family of loss func-
tions associated to some hypothesis set H: § = {z = (z,y) — L(h(z),y): h € H}.

Definition 11.4 (Shattering) Let G be a family of functions from a set Z to R. A set
{#1,...,2m} C X is said to be shattered by G if there exist t1,...,t, € R such that,

sgn (g(z1) — t1)

: gEeG | =2m.
sgn (g(zm) — tm)
When they exist, the threshold values tq,...,t,, are said to witness the shattering.
Thus, {z1,...,2m} is shattered if for some witnesses t1,...,t,,, the family of func-

tions §G is rich enough to contain a function going above a subset A of the set of
points J = {(z;,t;): © € [m]} and below the others (J — A), for any choice of the
subset A. Figure 11.1 illustrates this shattering in a simple case. The notion of
shattering naturally leads to the following definition.
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= L(h(z),y)
t
= L (h(z)y)>t

SEaETy
v

Figure 11.2

A function g: z = (z,y) — L(h(z),y) (in blue) defined as the loss of some fixed hypothesis h € H,
and its thresholded version (z,y) = lp(n(ax),y)>¢ (in red) with respect to the threshold ¢ (m
yellow).

Definition 11.5 (Pseudo-dimension) Let G be a family of functions mapping from X to
R. Then, the pseudo-dimension of G, denoted by Pdim(S), is the size of the largest
set shattered by G.

By definition of the shattering just introduced, the notion of pseudo-dimension of
a family of real-valued functions G coincides with that of the VC-dimension of the
corresponding thresholded functions mapping X to {0, 1}:

Pdim(9) = VCdim({(x,t) > 1ig(a)—1)>0° 9 € 9}) . (11.3)
Figure 11.2 illustrates this interpretation. In view of this interpretation, the follow-
ing two results follow directly the properties of the VC-dimension.

Theorem 11.6 The pseudo-dimension of hyperplanes in RY is given by

Pdim({x = w-x+b:wecRY beR}) =N +1.

Theorem 11.7 The pseudo-dimension of a vector space of real-valued functions H is
equal to the dimension of the vector space:

Pdim(H) = dim(¥H).

The following theorem gives a generalization bound for bounded regression in
terms of the pseudo-dimension of a family of loss function § = {z = (z,y) —
L(h(z),y): h € H} associated to a hypothesis set H. The key technique to derive
these bounds consists of reducing the problem to that of classification by making
use of the following general identity for the expectation of a random variable X:

E[X] = —/0 P[X < t]dt + /;oo P[X > t]dt, (11.4)

—00
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which holds by definition of the Lebesgue integral. In particular, for any distribution
D and any non-negative measurable function f, we can write

E [f()] —/OOO P [f(z) > t]dt. (11.5)

2~D z~D

Theorem 11.8 Let H be a family of real-valued functions and § = {(z,y) — L(h(z),
y): h € H} the family of loss functions associated to H. Assume that Pdim(G) = d
and that the loss function L is non-negative and bounded by M. Then, for any
& > 0, with probability at least 1 —§ over the choice of am i.i.d. sample S of size m
drawn from D™, the following inequality holds for all h € H:

~ 2d log < log &
< My /=4 4 M| —2. 11.
R(h) < Rs(h) + M| = + M| > (11.6)

Proof: Let S be a sample of size m drawn i.i.d. according to D and let D denote
the empirical distribution defined by S. For any h € H and t > 0, we denote by
c(h,t) the classifier defined by c(h,t): (x,y) = 1L(h(z),y)>¢t- The error of c¢(h,t) can
be defined by
R(c(h,t))= P J[e(h,t)(x,y)=1]= P [L(h(x),y) > t],
(b)) = P lelhtie)=1= P [L(h(z).y)>1]
and, similarly, its empirical error is Rg(c(h,t)) = LW [L(h(x),y) > t].
Now, in view of the identity (11.5) and the fact that the loss function L is bounded
by M, we can write:

[R(h) = Rs(W)| = | E_[Llh(x),y)]— E [L(h(x),y)]

(z,y)~D (z,y)m'ﬁ
M

- / P L(h(z)y) > 1~ P _[L(h(z)y) > 1] | dt
0 (@,y)~D (z,y)~D

<M sup | P [Llh(),y)>t]— P [L(h(z),y) > 1]
tefo,M] |(z.y)~D (z,y)~D

=M suwp [R(e(h,t)) — Rs(c(h.1))]
te[0,M]

This implies the following inequality:

P | sup |R(h) — Rs(h)| > } <B | sup |Rle(h 1)~ Rs(elh, )] >
heH heH M
t€[0,M]
The right-hand side can be bounded using a standard generalization bound for
classification (corollary 3.19) in terms of the VC-dimension of the family of hy-
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Figure 11.3
For N = 1, linear regression consists of finding the line of best fit, measured in terms of the

squared loss.

potheses {c(h,t): h € H,t € [0, M]}, which, by definition of the pseudo-dimension,
is precisely Pdim(G) = d. The resulting bound coincides with (11.6). O
The notion of pseudo-dimension is suited to the analysis of regression as demon-
strated by the previous theorem; however, it is not a scale-sensitive notion. There
exists an alternative complexity measure, the fat-shattering dimension, that is scale-
sensitive and that can be viewed as a natural extension of the pseudo-dimension.
Its definition is based on the notion of ~-shattering.

Definition 11.9 (y-shattering) Let G be a family of functions from Z to R and let v > 0.
A set {z1,...,zm} C X is said to be y-shattered by G if there exist t1,...,t, € R
such that for ally € {—1,41}™, there exists g € G such that:

Vie [m], wyi(g(zi)—t:) >7.

Thus, {z1,...,2m} is vy-shattered if for some witnesses t1,...,t,,, the family of
functions G is rich enough to contain a function going at least v above a subset A
of the set of points J = {(z;,t;): i € [m]} and at least v below the others (J — A),
for any choice of the subset A.

Definition 11.10 (y-fat-dimension) The ~-fat-dimension of G, fat.,(5), is the size of the
largest set that is y-shattered by G.

Finer generalization bounds than those based on the pseudo-dimension can be de-
rived in terms of the v-fat-dimension. However, the resulting learning bounds, are
not more informative than those based on the Rademacher complexity, which is also
a scale-sensitive complexity measure. Thus, we will not detail an analysis based on
the ~-fat-dimension.
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11.3 Regression algorithms

The results of the previous sections show that, for the same empirical error, hypoth-
esis sets with smaller complexity measured in terms of the Rademacher complexity
or in terms of pseudo-dimension benefit from better generalization guarantees. One
family of functions with relatively small complexity is that of linear hypotheses. In
this section, we describe and analyze several algorithms based on that hypothe-
sis set: linear regression, kernel ridge regression (KRR), support vector regression
(SVR), and Lasso. These algorithms, in particular the last three, are extensively
used in practice and often lead to state-of-the-art performance results.

11.3.1 Linear regression

We start with the simplest algorithm for regression known as linear regression. Let
®: X — RY be a feature mapping from the input space X to R and consider the
family of linear hypotheses

H={z—w ®x)+b:wecRV becR}. (11.7)

Linear regression consists of seeking a hypothesis in H with the smallest empirical
mean squared error. Thus, for a sample S = ((xl,yl), cee (xm,ym)) e (X xY)m,
the following is the corresponding optimization problem:

m

1 2
E B (z; —y) . 11.
nn’bnmil(w (z;) +b—y;) (11.8)

Figure 11.3 illustrates the algorithm in the simple case where N = 1. The opti-
mization problem admits the simpler formulation:

1
min F(W) = —|X'W - Y|, (11.9)
w m
wr Y1
using the notation X = [‘1’(‘”1) 'i’(’”m)], W=| : |and Y = | : |. The objec-
1 1 wWN y

b
tive function F' is convex, by composition of the convex function u ~ |lul|?> with

the affine function W +— XTW — Y, and it is differentiable. Thus, F admits a
global minimum at W if and only if VF(W) = 0, that is if and only if

2
ZX(XTW-Y)=0 XX'"W=XY. (11.10)
m

When XX is invertible, this equation admits a unique solution. Otherwise,
the equation admits a family of solutions that can be given in terms of the
pseudo-inverse of matrix XX (see appendix A) by W = (XX )XY + (I —
(XX (XX T))W(, where Wy is an arbitrary matrix in R¥*Y. Among these,
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the solution W = (XX T)’XY is the one with the minimal norm and is often
preferred for that reason. Thus, we will write the solutions as

(XX T)~IXY if XXT is invertible,
= (11.11)

(XXT)IXY  otherwise.

The matrix XX can be computed in O(mN?). The cost of its inversion or that
of computing its pseudo-inverse is in O(N?3).!? Finally, the multiplication with X
and Y takes O(mN?). Therefore, the overall complexity of computing the solution
W is in O(mN? + N3). Thus, when the dimension of the feature space N is not
too large, the solution can be computed efficiently.

While linear regression is simple and admits a straightforward implementation,
it does not benefit from a strong generalization guarantee, since it is limited to
minimizing the empirical error without controlling the norm of the weight vector
and without any other regularization. Its performance is also typically poor in most
applications. The next sections describe algorithms with both better theoretical
guarantees and improved performance in practice.

11.3.2 Kernel ridge regression

We first present a learning guarantee for regression with bounded linear hypotheses
in a feature space defined by a PDS kernel. This will provide a strong theoretical
support for the kernel ridge regression algorithm presented in this section. The
learning bounds of this section are given for the squared loss. Thus, in particular,
the generalization error of a hypothesis h is defined by R(h) = E(; o [(h(z) —
y)?].

Theorem 11.11 Let K: X x X — R be a PDS kernel, ®: X — H a feature mapping
associated to K, and H = {x — w - ®(x): ||w|m < A}. Assume that there exists
r > 0 such that K(z,z) < r?> and M > 0 such that |h(z) —y| < M for all
(x,y) € X x Y. Then, for any 6 > 0, with probability at least 1 — ¢, each of the
following inequalities holds for all h € H:

~ 2A2 log 1
R(h) < Rs(h) + 400y ) 220 a2y | 2285
m 2m

4AMAL/Tr[K [log 2
S(h)+Tr[]+3M2 &

2m

=)

R(h) <

19Tn the analysis of the computational complexity of the algorithms discussed in this chapter,
the cubic-time complexity of matrix inversion can be replaced by a more favorable complexity
O(N?*+@), with w = .376 using asymptotically faster matrix inversion methods such as that of
Coppersmith and Winograd.
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Proof: By the bound on the empirical Rademacher complexity of kernel-based
hypotheses (theorem 6.12), the following holds for any sample S of size m:

~ A/ Tr[K 2A\2
Rs(H) < VK] [r2A
m m

)

which implies that R, (H) < 4/ % Combining these inequalities with the learn-
ing bounds of Theorem 11.3 yield immediately the inequalities claimed. ([l

The learning bounds of the theorem suggests minimizing a trade-off between the
empirical squared loss (first term on the right-hand side), and the norm of the weight
vector (upper bound A on the norm appearing in the second term), or equivalently
the norm squared. Kernel ridge regression is defined by the minimization of an
objective function that has precisely this form and thus is directly motivated by
the theoretical analysis just presented:

m
min F(w) = AW+ (w- ® (@) —i)° (11.12)
i=1
Here, ) is a positive parameter determining the trade-off between the regularization
term ||w||? and the empirical mean squared error. The objective function differs
from that of linear regression only by the first term, which controls the norm of w.
As in the case of linear regression, the problem can be rewritten in a more compact
form as

min F(W) = MW+ |XTW - Y%, (11.13)

where X € RY*™ is the matrix formed by the feature vectors, X = [®(z1) ... ®(zm)],
W =w,and Y = (y1,...,9Ym) . Here too, F is convex, by the convexity of
w — ||[w||? and that of the sum of two convex functions, and is differentiable. Thus
F admits a global minimum at W if and only if

VF(W)=0s (XXT + MD)W =XY & W = (XX + \I)7!XY. (11.14)

Note that the matrix XX + Al is always invertible, since its eigenvalues are the
sum of the non-negative eigenvalues of the symmetric positive semidefinite matrix
XX T and A > 0. Thus, kernel ridge regression admits a closed-form solution.

An alternative formulation of the optimization problem for kernel ridge regression
equivalent to (11.12) is

m
min Z(w - ®(z;) —yi)? subject to: ||w|* < A2
w
i=1

This makes the connection with the bounded linear hypothesis set of theorem 11.11
even more evident. Using slack variables &, for all ¢ € [m], the problem can be
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equivalently written as

m
min Zf? subject to: ([|[w]? < A%) A (Vi € [m], & =y —w- ®(y)).
i
This is a convex optimization problem with differentiable objective function and
constraints. To derive the equivalent dual problem, we introduce the Lagrangian
L, which is defined for all £, w, ', and A > 0 by

m m

LEw,a/ )= &+ ailyi—& —w-@(x) + A(|w|* = A%).
i=1 i=1

The KKT conditions lead to the following equalities:

m 1 m

Vol = —Za;@(aji)JrQ)\W:O = w = ﬁzaﬁ’(xi)
i=1 =1

Ve L =26 — =0 — & = aj/2

Vie [m],ai(y, — & —w-®(z;)) =0
A(w([* = A%) = 0.

Plugging in the expressions of w and §;s in that of £ gives

m 12 m m 72
[

L=3% a4 +> adyi— > O; - % Zm: aje; @ () " ®(x))
i=1 i=1 =1 w=
2l e - 4%)
i=1

1 m m 1 m
=3 Za’? + Zagyi - Z o ®(x;)  ®(x;) — AN?
i=1 i=1 X

1,j=1

:—tXﬁEC@—%2jiphyi— ﬁé aﬂwqﬂxQTQij)—»AA{
i=1 i=1

,j=1

with o = 2Aa;. Thus, the equivalent dual optimization problem for KRR can be
written as follows:

max “Aa'a+2a'Y —a' (X X)a, (11.15)

or, more compactly, as

max G(a) = —a' (K+\N)a+2a'Y, (11.16)

acR™

where K = XTX is the kernel matrix associated to the training sample. The
objective function G is concave and differentiable. The optimal solution is obtained
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by differentiating the function and setting it to zero:
VG(a)=0 <= 2(K+\)a=2Y <= a=(K+A)'Y. (11.17)

Note that (K+AI) is invertible, since its eigenvalues are the sum of the eigenvalues of
the SPSD matrix K and A > 0. Thus, as in the primal case, the dual optimization
problem admits a closed-form solution. By the first KKT equation, w can be
determined from o by

W= ;®(x;) =Xa=XK+)Y. (11.18)
i=1

The hypothesis h solution can be given as follows in terms of a:

m

VeeX, h(x)=w- -®(z)= ZaiK(xi,x) . (11.19)

Note that the form of the solution, h = " | a;K(z;,-), could be immediately
predicted using the Representer theorem, since the objective function minimized
by KRR falls within the general framework of theorem 6.11. This also could show
that w could be written as w = Xa. This fact, combined with the following
simple lemma, can be used to determine « in a straightforward manner, without
the intermediate derivation of the dual problem.

Lemma 11.12 The following identity holds for any matriz X:
(XXT + A IX =X(XTX + A1),

Proof: Observe that (XX T + )X = X(X "X + AI). Left-multiplying by (XX +
AI)~! this equality and right-multiplying it by (XX + AI)~! yields the statement
of the lemma. O

Now, using this lemma, the primal solution of w can be rewritten as follows:
w=(XXT +A\D)7IXY = X(XTX + A\I)7'Y = X(K + A\I)"'Y.

Comparing with w = Xa gives immediately a = (K + A\I)~'Y.

Our presentation of the KRR algorithm was given for linear hypotheses with no
offset, that is we implicitly assumed b = 0. It is common to use this formulation
and to extend it to the general case by augmenting the feature vector ®(z) with
an extra component equal to one for all x € X and the weight vector w with an
extra component b € R. For the augmented feature vector ®'(x) € RM*! and
weight vector w' € RV*1 we have w’ - ®(z) = w - ®(x) + b. Nevertheless, this
formulation does not coincide with the general KRR algorithm where a solution of
the form z — w - ®(x) 4+ b is sought. This is because for the general KRR, the
regularization term is A||w||, while for the extension just described it is A||w’]|.
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Table 11.1

Comparison of the running-time complexity of KRR for computing the solution or the prediction
value of a point in both the primal and the dual case. xk denotes the time complexity of computing
a kernel value; for polynomial and Gaussian kernels, kK = O(N).

Solution Prediction
Primal | O(mN? + N3) O(N)
Dual O(km? +m?) O(km)

In both the primal and dual cases, KRR admits a closed-form solution. Table 11.1
gives the time complexity of the algorithm for computing the solution and the one
for determining the prediction value of a point in both cases. In the primal case,
determining the solution w requires computing matrix XX, which takes O(mN?),
the inversion of (XX T + AI), which is in O(N?), and multiplication with X, which
is in O(mN?). Prediction requires computing the inner product of w with a feature
vector of the same dimension that can be achieved in O(N). The dual solution first
requires computing the kernel matrix K. Let x be the maximum cost of computing
K(z,2") for all pairs (z,2’) € X x X. Then, K can be computed in O(km?). The
inversion of matrix K + AI can be achieved in O(m?®) and multiplication with Y

takes O(m?). Prediction requires computing the vector (K (x1,z),..., K(zpy,z))"
for some x € X, which requires O(xkm), and the inner product with «, which is in
O(m).

Thus, in both cases, the main step for computing the solution is a matrix inversion,
which takes O(N?) in the primal case, O(m?) in the dual case. When the dimension
of the feature space is relatively small, solving the primal problem is advantageous,
while for high-dimensional spaces and medium-sized training sets, solving the dual
is preferable. Note that for relatively large matrices, the space complexity could
also be an issue: the size of relatively large matrices could be prohibitive for memory
storage and the use of external memory could significantly affect the running time
of the algorithm.

For sparse matrices, there exist several techniques for faster computations of the
matrix inversion. This can be useful in the primal case where the features can be
relatively sparse. On the other hand, the kernel matrix K is typically dense; thus,
there is less hope for benefiting from such techniques in the dual case. In such
cases, or, more generally, to deal with the time and space complexity issues arising
when m and N are large, approximation methods using low-rank approximations
via the Nystrom method or the partial Cholesky decomposition can be used very
effectively.

The KRR algorithm admits several advantages: it benefits from favorable theo-
retical guarantees since it can be derived directly from the generalization bound we
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Figure 11.4
SVR attempts to fit a “tube” with width e to the data. Training data within the “epsilon tube”
(blue points) incur no loss.

presented; it admits a closed-form solution, which can make the analysis of many
of its properties convenient; and it can be used with PDS kernels, which extends
its use to non-linear regression solutions and more general features spaces. KRR
also admits favorable stability properties that we discuss in chapter 14.

The algorithm can be generalized to learning a mapping from X to R, p > 1.
This can be done by formulating the problem as p independent regression problems,
each consisting of predicting one of the p target components. Remarkably, the
computation of the solution for this generalized algorithm requires only a single
matrix inversion, e.g., (K + AI)~! in the dual case, regardless of the value of p.

One drawback of the KRR algorithm, in addition to the computational issues for
determining the solution for relatively large matrices, is the fact that the solution it
returns is typically not sparse. The next two sections present two sparse algorithms
for linear regression.

11.3.3 Support vector regression
In this section, we present the support vector regression (SVR) algorithm, which
is inspired by the SVM algorithm presented for classification in chapter 5. The
main idea of the algorithm consists of fitting a tube of width € > 0 to the data, as
illustrated by figure 11.4. As in binary classification, this defines two sets of points:
those falling inside the tube, which are e-close to the function predicted and thus
not penalized, and those falling outside, which are penalized based on their distance
to the predicted function, in a way that is similar to the penalization used by SVMs
in classification.

Using a hypothesis set H of linear functions: H = {z — w - ®(z) + b: w €
RY b € R}, where ® is the feature mapping corresponding some PDS kernel K,
the optimization problem for SVR can be written as follows:

(11.20)

€ )

1 S
min §||WH2 + OZ |y — (W - ®(x;) +b)
’ i=1
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where | - | denotes the e-insensitive loss:
Vy,y' €Y, [y —yle = max(0, |y —y| —¢). (11.21)

The use of this loss function leads to sparse solutions with a relatively small number
of support vectors. Using slack variables {; > 0 and &, > 0, i € [m], the optimization
problem can be equivalently written as

1 m
min |[wl*+C Y (& +&) (11.22)
w,b¢ 2 =
subject to (w- ®(x;) +b) —y; <e+¢&;
yi — (W ®(z;) +b) < e+

& >0,8 >0, Vi€ [m].

This is a convex quadratic program (QP) with affine constraints. Introducing the
Lagrangian and applying the KKT conditions leads to the following equivalent dual
problem in terms of the kernel matrix K:

1

5(0/ —a) K@ —a) (11.23)
subject to: (0 < a < C)A(0<a' <C)A((a/ —a)'1=0).

max —e(a’+a)'1+ (o' —a)'y -
a,o’

Any PDS kernel K can be used with SVR, which extends the algorithm to non-
linear regression solutions. Problem (11.23) is a convex QP similar to the dual
problem of SVMs and can be solved using similar optimization techniques. The
solutions & and o’ define the hypothesis h returned by SVR as follows:

VeeX, h(z)= zm:(a; —a;)K(xi,x) + b, (11.24)

i=1
where the offset b can be obtained from a point x; with 0 < a; < C by

m

b=—) (o~ a)K(ziz;) +y; +e (11.25)
=1

or from a point x; with 0 < oy < C' via

b=—) (o —a)K(zi,25) +y; —e (11.26)
=1

By the complementarity conditions, for all ¢ € [m], the following equalities hold:
ai(w-®(z;) +b)—yi—e—&) =0
o (w-®(z;) +b) —y; +e+ &) =0.
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Thus, if a; # 0 or o} # 0, that is if z; is a support vector, then, either (w- ®(x;) +
b) —y; —e =& holds or y; — (w-®(z;) +b) —e = £}. This shows that support vectors
points lying outside the e-tube. Of course, at most one of a; or «} is non-zero for
any point x;: the hypothesis either overestimates or underestimates the true label
by more than e. For the points within the e-tube, we have o; = a; = 0; thus,
these points do not contribute to the definition of the hypothesis returned by SVR.
Thus, when the number of points inside the tube is relatively large, the hypothesis
returned by SVR is relatively sparse. The choice of the parameter € determines a
trade-off between sparsity and accuracy: larger € values provide sparser solutions,
since more points can fall within the e-tube, but may ignore too many key points
for determining an accurate solution.

The following generalization bounds hold for the e-insensitive loss and kernel-
based hypotheses and thus for the SVR, algorithm. We denote by D the distribution
according to which sample points are drawn and by D the empirical distribution
defined by a training sample of size m.

Theorem 11.13 Let K: X x X — R be a PDS kernel, let ®: X — H be a feature
mapping associated to K and let H = {x — w - ®(x): ||w|g < A}. Assume that
there exists r > 0 such that K(x,x) < r? and M > 0 such that |h(z) —y| < M for
all (x,y) € X xY. Fixe > 0. Then, for any 6 > 0, with probability at least 1 — 4,
each of the following inequalities holds for all h € I,

r2A2 log &

E hiz)—vyl] < E h(z) —yl] +2 + My =2

W E 1) ~yl] B [17(z) = ylc] - 5
2A+/Tr[K log 2
E [h@)-yl]< B () -yl + 2B gpp, 085
(mvy)ND (m,y)N'D m 2m

Proof: Since for any ¢y’ € Y, the function y — |y — ¢'|¢ is 1-Lipschitz, the result
follows Theorem 11.3 and the bound on the empirical Rademacher complexity of
H. |

These results provide theoretical guarantees for the SVR algorithm. Notice, how-
ever, that the theorem does not provide guarantees for the expected loss of the
hypotheses in terms of the squared loss. For 0 < € < 1/4, the inequality |z|? < |2/,
holds for all z in [—7n., —n] U [ne,n.] with n. = %‘/m and 7. = H'f‘/m. For
small values of €, . = 0 and 7. ~ 1, thus, if M = 2rX < 1, then, the squared loss
can be upper bounded by the e-insensitive loss for almost all values of (h(z) — )
in [—1,1] and the theorem can be used to derive a useful generalization bound for
the squared loss.

More generally, if the objective is to achieve a small squared loss, then, SVR can
be modified by using the quadratic e-insensitive loss, that is the square of the e-
insensitive loss, which also leads to a convex QP. We will refer by quadratic SVR to
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this version of the algorithm. Introducing the Lagrangian and applying the KKT
conditions leads to the following equivalent dual optimization problem for quadratic
SVR in terms of the kernel matrix K:
max —e(a’+a)'1+ (o —a)'y - l(a’ —a)’ (K + lI) (@ —a)
a,o’ 2 C
(11.27)

subject to: (a > 0) A (a/ > 0) A (e —a)T1=0).

Any PDS kernel K can be used with quadratic SVR, which extends the algorithm to
non-linear regression solutions. Problem (11.27) is a convex QP similar to the dual
problem of SVMs in the separable case and can be solved using similar optimization
techniques. The solutions @ and «’ define the hypothesis h returned by SVR as

follows:
m

h(z) = Z(ag —a;)K (xi,%) + b, (11.28)
i=1

where the offset b can be obtained from a point z; with 0 < a; < C or 0 < ag <C
exactly as in the case of SVR with (non-quadratic) e-insensitive loss. Note that for
e = 0, the quadratic SVR algorithm coincides with KRR as can be seen from the
dual optimization problem (the additional constraint (' — ) "1 = 0 appears here
due to use of an offset b). The following generalization bound holds for quadratic
SVR. It can be shown in a way that is similar to the proof of theorem 11.13 using
the fact that the quadratic e-insensitive function x + |x|? is 2M-Lipschitz over the
interval [—M, +M].

Theorem 11.14 Let K: X x X — R be a PDS kernel, let &: X — H be a feature
mapping associated to K and let H = {z — w - &(z): ||w|g < A}. Assume that
there exists 7 > 0 such that K(z,z) <r? and M > 0 such that |h(z) —y| < M for
all (x,y) € X xY. Fize > 0. Then, for any 6 > 0, with probability at least 1 — 0,
each of the following inequalities holds for all h € H,

22 logl
E [h(z)—y2] < E _[|h(z) —y|?] +4My/ = + M2y =2
B M@ 3R] B ) —af2] vy T [

E [lhx)-ylf]< E [h(m)—yf]+lm1\\n{m+3M2\/%.

(z,y)~D (x,y)w@

This theorem provides a strong justification for the quadratic SVR algorithm. Al-
ternative convex loss functions can be used to define regression algorithms, in par-
ticular the Huber loss (see figure 11.5), which penalizes smaller errors quadratically
and larger ones only linearly.

SVR admits several advantages: the algorithm is based on solid theoretical guar-
antees, the solution returned is sparse, and it allows a natural use of PDS kernels,
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Figure 11.5
Alternative loss functions that can be used in conjunction with SVR.

which extend the algorithm to non-linear regression solutions. SVR also admits fa-
vorable stability properties that we discuss in chapter 14. However, one drawback
of the algorithm is that it requires the selection of two parameters, C' and e. These
can be selected via cross-validation, as in the case of SVMs, but this requires a
relatively larger validation set. Some heuristics are often used to guide the search
for their values: C' is searched near the maximum value of the labels in the absence
of an offset (b = 0) and for a normalized kernel, and e is chosen close to the average
difference of the labels. As already discussed, the value of € determines the number
of support vectors and the sparsity of the solution. Another drawback of SVR is
that, as in the case of SVMs or KRR, it may be computationally expensive when
dealing with large training sets. One effective solution in such cases, as for KRR,
consists of approximating the kernel matrix using low-rank approximations via the
Nystréom method or the partial Cholesky decomposition. In the next section, we
discuss an alternative sparse algorithm for regression.

11.3.4 Lasso

Unlike the KRR and SVR algorithms, the Lasso (least absolute shrinkage and
selection operator) algorithm does not admit a natural use of PDS kernels. Thus,
here, we assume that the input space X is a subset of RY and consider a family of
linear hypotheses H = {z +— w-x+b: w € RV b € R}.

Let S = ((x1,91)--» (Xm>¥m)) € (XxY)™ be a labeled training sample. Lasso is
based on the minimization of the empirical squared error on S with a regularization
term depending on the norm of the weight vector, as in the case of the ridge
regression, but using the L; norm instead of the Lo norm and without squaring the
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LI regularization L2 regularization

Figure 11.6
Comparison of the Lasso and ridge regression solutions.

norm:
m
min F(w,b) = A[wlli + Y (w-x; +b—1:)" . (11.29)
Wb i=1
Here X\ denotes a positive parameter as for ridge regression. This is a convex
optimization problem, since ||-||; is convex as with all norms and since the empirical
error term is convex, as already discussed for linear regression. The optimization
for Lasso can be written equivalently as

m
Ivl’éi(I)l (w-x;+b—y;)° subject to: ||wl; < Aq, (11.30)
=1
where A; is a positive parameter.

The key property of Lasso as in the case of other algorithms using the L; norm
constraint is that it leads to a sparse solution w, that is one with few non-zero
components. Figure 11.6 illustrates the difference between the L, and Lo regular-
izations in dimension two. The objective function of (11.30) is a quadratic function,
thus its contours are ellipsoids, as illustrated by the figure (in blue). The areas cor-
responding to Ly and Ly balls of a fixed radius A; are also shown in the left and
right panel (in red). The Lasso solution is the point of intersection of the contours
with the L; ball. As can be seen form the figure, this can typically occur at a corner
of the L; ball where some coordinates are zero. In contrast, the ridge regression
solution is at the point of intersection of the contours and the Ly ball, where none
of the coordinates is typically zero.
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The following results show that Lasso also benefits from strong theoretical guaran-
tees. We first give a general upper bound on the empirical Rademacher complexity
of L1 norm-constrained linear hypotheses .

Theorem 11.15 (Rademacher complexity of linear hypotheses with bounded L norm) Let
X CRY and let S = ((x1,41)s---, (Xm:ym)) € (X x Y)™ be a sample of size m.
Assume that for all i € [m], ||X;]loo < Too for some roo > 0, and let H = {x €

X'—w-x:||w|1 <Ai}. Then, the empirical Rademacher complexity of H can be
bounded as follows:

o~ 2r2 A?log(2N
Rs(H) < %olTog()_ (11.31)
Proof: For any i € [m] we denote by z;; the jth component of x;.
~ 1 m
Rg(H)=—E| sup oW - X;
m | wlli <Ay ;
A E H i 0iX; (by definition of the dual norm)
 m oo |l oo Y
= A E | max ZO’ x; (by definition of || - ||co)
m o ]E[N] ilij o)

A i
=—E a a i Lii by definition of || -
e D v IR

Ay
=—E i<
.- bupZO’Z]

zc A

where A denotes the set of N vectors {s(x1j,...,2m;) " : j € [N],s € {=1,+1}}.
For any z € A, we have ||z|l2 < /mr2, = roy/m. Thus, by Massart’s lemma
(theorem 3.7), since A contains at most 2N elements, the following inequality holds:

~ v/ 2log(2N
R (H) < Arroc /mﬁ —r Ay QIL@N)’
m m

which concludes the proof. O

Note that dependence of the bound on the dimension N is only logarithmic, which
suggests that using very high-dimensional feature spaces does not significantly affect
generalization.

Combining the Rademacher complexity bound just proven and the general result
of Theorem 11.3 yields the following generalization bound for the hypothesis set
used by Lasso, using the squared loss.

Theorem 11.16 Let X C RY and H = {x € X — w-x: ||[w|1 < Ay}. Assume
that there exists roo > 0 such for all x € X, ||X]|co < 7o and M > 0 such that
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|h(x) —y| < M for all (z,y) € X xY. Then, for any 6 > 0, with probability at least
1— 9, each of the following inequalities holds for all h € H:

log %

R(h) < Rg(h) + 2reo Ay M =

2108(2N) (11.32)
m
As in the case of ridge regression, we observe that the objective function minimized
by Lasso has the same form as the right-hand side of this generalization bound.
There exist a variety of different methods for solving the optimization problem of
Lasso, including an efficient algorithm (LARS) for computing the entire regulariza-
tion path of solutions, that is, the Lasso solutions for all values of the regularization
parameter A, and other on-line solutions that apply more generally to optimization
problems with an L; norm constraint.
Here, we show that the Lasso problems (11.29) or (11.30) are equivalent to a
quadratic program (QP), and therefore that any QP solver can be used to compute

)

with w* > 0, w= > 0, and wj =0 or w; = 0 for any j € [N], which implies

the solution. Observe that any weight vector w can be written as w = wt — w

lwl1 = Z;\;l w;r +w; . This can be done by defining the jth component of w* as
wj if w; > 0, 0 otherwise, and similarly the jth component of w™ as —w; if w; <0,
0 otherwise, for any j € [N]. With the replacement w = w* — w™, with w > 0,
w~ >0, and ||w|; = Zj\]:l wj + w; , the Lasso problem (11.29) becomes

m

N
min )\Z(wj—i—w;)—f—z((W+—w_)-xi+b—yi)2 . (11.33)
j=1

wt>0,w—>0,b ‘
i=1

Conversely, a solution w = wt — w™ of (11.33) verifies the condition w;-r =0or

w; =0 for any j € [N], thus w; = w;r when w; > 0 and w; = —w; when w; < 0.
This is because if §; = min(wj,w;) > 0 for some j € [N], replacing w;-r with
(w}” —6;) and w; with (w; —d;) would not affect w} —w; = (w] —d) — (w; —9),

but would reduce the term (w;' +w; ") in the objective function by 2d; > 0 and
provide a better solution. In view of this analysis, problems (11.29) and (11.33)
admit the same optimal solution and are equivalent. Problem (11.33) is a QP since
the objective function is quadratic in wT
are affine. With this formulation, the problem can be straightforwardly shown to
admit a natural online algorithmic solution (exercise 11.10).2°

Thus, Lasso has several advantages: it benefits from strong theoretical guarantees

and returns a sparse solution, which is advantageous when there are accurate so-

, w—, and b, and since the constraints

lutions based on few features. The sparsity of the solution is also computationally

20 The technique we described to avoid absolute values in the objective function can be used
similarly in other optimization problems.
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attractive; sparse feature representations of the weight vector can be used to make
the inner product with a new vector more efficient. The algorithm’s sparsity can
also be used for feature selection. The main drawback of the algorithm is that it
does not admit a natural use of PDS kernels and thus an extension to non-linear
regression, unlike KRR and SVR. One solution is then to use empirical kernel maps,
as discussed in chapter 6. Also, Lasso’s solution does not admit a closed-form so-
lution. This is not a critical property from the optimization point of view but one
that can make some mathematical analyses very convenient.

11.3.5 Group norm regression algorithms

Other types of regularization aside from the L; or Ly norm can be used to define
regression algorithms. For instance, in some situations, the feature space may be
naturally partitioned into subsets, and it may be desirable to find a sparse solution
that selects or omits entire subsets of features. A natural norm in this setting is
the group or mixed norm Lg, which is a combination of the L; and Ly norms.
Imagine that we partition w € RY as wy,..., wy, where w; € RN for 1 <j <k
and >, N; = N, and define W = (wi,...,w;)T. Then the Ly; norm of W is
defined as

k
Wil = S wjl-
j=1
Combining the L ; norm with the empirical mean squared error leads to the Group
Lasso formulation. More generally, an L, , group norm regularization can be used
for ¢,p > 1 (see appendix A for the definition of group norms).

11.3.6 On-line regression algorithms

The regression algorithms presented in the previous sections admit natural on-
line versions. Here, we briefly present two examples of these algorithms. These
algorithms are particularly useful for applications to very large data sets for which
a batch solution can be computationally too costly to derive and more generally in
all of the on-line learning settings discussed in chapter 8.

Our first example is known as the Widrow-Hoff algorithm and coincides with
the application of stochastic gradient descent techniques to the linear regression
objective function. Figure 11.7 gives the pseudocode of the algorithm. A similar
algorithm can be derived by applying the stochastic gradient technique to ridge
regression. At each round, the weight vector is augmented with a quantity that
depends on the prediction error (wy - x; — yy).

Our second example is an online version of the SVR algorithm, which is obtained
by application of stochastic gradient descent to the dual objective function of SVR.
Figure 11.8 gives the pseudocode of the algorithm for an arbitrary PDS kernel K
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WIDROWHOFF(wy)
1 wy « wy > typically wg = 0
2 fort<+ 1toT do
3 RECEIVE(x¢)
4 Yt  Wg - Xy
5 RECEIVE(y;)
6 Wit1 < Wi+ 2n(wy - X — y4)x; > learning rate n > 0.
7 return wr

Figure 11.7
The Widrow-Hoff algorithm.

in the absence of any offset (b = 0). Another on-line regression algorithm is given
by exercise 11.10 for Lasso.

11.4 Chapter notes

The generalization bounds presented in this chapter are for bounded regression
problems. When {z — L(h(z),y): h € H}, the family of losses of the hypotheses,
is not bounded, a single function can take arbitrarily large values with arbitrarily
small probabilities. This is the main issue for deriving uniform convergence bounds
for unbounded losses. This problem can be avoided either by assuming the existence
of an enwvelope, that is a single non-negative function with a finite expectation
lying above the absolute value of the loss of every function in the hypothesis set
[Dudley, 1984, Pollard, 1984, Dudley, 1987, Pollard, 1989, Haussler, 1992], or by
assuming that some moment of the loss functions is bounded [Vapnik, 1998, 2006].
Cortes, Greenberg, and Mohri [2013] (see also [Cortes et al., 2010a]) give two-sided
generalization bounds for unbounded losses with finite second moments. The one-
sided version of their bounds coincides with that of Vapnik [1998, 2006] modulo a
constant factor, but the proofs given by Vapnik in both books seem to be incomplete
and incorrect.

The notion of pseudo-dimension is due to Pollard [1984]. Its equivalent defi-
nition in terms of VC-dimension is discussed by Vapnik [2000]. The notion of
fat-shattering was introduced by Kearns and Schapire [1990]. The linear regression
algorithm is a classical algorithm in statistics that dates back at least to the nine-
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ONLINEDUALSVR()
1 a+0
2 a'+0

3 fort< 1to T do

4 RECEIVE(x:)

E T = Y (0 — a) K (g, 21)

6 RECEIVE(y;)

7 yq = ap + min(max(n(ye — ¥ — €), ), € — o)
8 apy1 < o +min(max(n(g —yr —€), —a), C — o)
9

return Zil(a; — o) K (a,-)

Figure 11.8
An on-line version of dual SVR.

teenth century. The ridge regression algorithm is due to Hoerl and Kennard [1970].
Its kernelized version (KRR) was introduced and discussed by Saunders, Gammer-
man, and Vovk [1998]. An extension of KRR to outputs in RP with p > 1 with
possible constraints on the regression is presented and analyzed by Cortes, Mohri,
and Weston [2007¢c]. The support vector regression (SVR) algorithm is discussed
in Vapnik [2000]. Lasso was introduced by Tibshirani [1996]. The LARS algorithm
for solving its optimization problem was later presented by Efron et al. [2004]. The
Widrow-Hoff on-line algorithm is due to Widrow and Hoff [1988]. The dual on-line
SVR algorithm was first introduced and analyzed by Vijayakumar and Wu [1999].
The kernel stability analysis of exercise 10.3 is from Cortes et al. [2010Db].

For large-scale problems where a straightforward batch optimization of a primal or
dual objective function is intractable, general iterative stochastic gradient descent
methods similar to those presented in section 11.3.6, or quasi-Newton methods
such as the limited-memory BFGS (Broyden-Fletcher-Goldfard-Shanno) algorithm
[Nocedal, 1980] can be practical alternatives in practice.

In addition to the linear regression algorithms presented in this chapter and their
kernel-based non-linear extensions, there exist many other algorithms for regression,
including decision trees for regression (see chapter 9), boosting trees for regression,
and artificial neural networks.
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11.5 Exercises

11.1 Pseudo-dimension and monotonic functions.

Assume that ¢ is a strictly monotonic function and let ¢ o H be the family
of functions defined by ¢ o H = {¢(h(:)) : h € H}, where H is some set of
real-valued functions. Show that Pdim(¢ o H) = Pdim(H).

11.2 Pseudo-dimension of linear functions. Let H be the set of all linear functions in
dimension d, i.e. h(x) = w'x for some w € R%. Show that Pdim(3) = d.

11.3 Linear regression.

(a) What condition is required on the data X in order to guarantee that XX
is invertible?

(b) Assume the problem is under-determined. Then, we can choose a solution
w such that the equality X w = XT (XX )Xy (which can be shown to
equal XXy) holds. One particular choice that satisfies this equality is
w* = (XX T)'Xy. However, this is not the unique solution. As a function

of w*, characterize all choices of w that satisfy X 'w = XXy (Hint: use
the fact that XXX = X).

11.4 Perturbed kernels. Suppose two different kernel matrices, K and K’, are used
to train two kernel ridge regression hypothesis with the same regularization
parameter A. In this problem, we will show that the difference in the optimal
dual variables, a and «’ respectively, is bounded by a quantity that depends
on |[K' — K]|2.

(a) Show o' — a = ((K' + AI) 7Y (K’ — K)(K + AI)"!)y. (Hint: Show that for
any invertible matrix M, Ml — M! = -M'~}(M' - M)M~1.)
(b) Assuming Vy € Y, |y| < M, show that
VmM|K — K]
A2 '

I — e <

11.5 Huber loss. Derive the primal and dual optimization problem used to solve the
SVR problem with the Huber loss:

& — 502, otherwise

where & = w - ®(x;) + b — y;.
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ONLINELASSO(W{, W)
1w« w >wg >0

2 w| —wy >wy >0

3 fort+ 1to T do

4 RECEIVE(xy, yt)

5 for j « 1to N do

6 wily; ¢ max (0,wf; — 0| = [ye — (Wi —wy ) xe]xy;

7 w;_lj(—max 0,wg; — 1 )\—l—[yt—(W:r—W;)'Xt]th

8

+ —_
return Wi, — Wrgg

Figure 11.9
On-line algorithm for Lasso.

11.6 SVR and squared loss. Assuming that 2rA < 1, use theorem 11.13 to derive a
generalization bound for the squared loss.

11.7 SVR dual formulations. Give a detailed and carefully justified derivation of the
dual formulations of the SVR, algorithm both for the e-insensitive loss and the
quadratic e-insensitive loss.

11.8 Optimal kernel matrix. Suppose in addition to optimizing the dual variables
a € R™ as in (11.16), we also wish to optimize over the entries of the PDS
kernel matrix K € R™*™,

minmax —\a' @ —a' Ka+2a'y, st. [K|z <1
K-0 o

(a) What is the closed-form solution for the optimal K for the joint optimization?

(b) Optimizing over the choice of kernel matrix will provide a better value of the
objective function. Explain, however, why the resulting kernel matrix is not
useful in practice.

11.9 Leave-one-out error. In general, the computation of the leave-one-out error can
be very costly since, for a sample of size m, it requires training the algorithm m
times. The objective of this problem is to show that, remarkably, in the case of
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kernel ridge regression, the leave-one-out error can be computed efficiently by
training the algorithm only once.

Let S = ((z1,y1)s-- -, (Tm,ym)) denote a training sample of size m and for any
i € [m], let S; denote the sample of size m — 1 obtained from S by removing
(xi,9:): Si = S — {(zi,y;)}. For any sample T, let hr denote a hypothesis
obtained by training T. By definition (see definition 5.2), for the squared loss,
the leave-one-out error with respect to S is defined by

Ruo0(KRR) = 3" (hs, (2:) ~ )*.

=1

m

(a) Let 8§ = ((z1,91),- -+ (Tis hs, (¥i))s - -+, (¥, Ym)). Show that hs, = hg;.

(b) Define y; = y — y;e; + hg,(x;)e;, that is the vector of labels with the ith
component replaced with hg,(z;). Prove that for KRR hg,(z;) =y, (K +
)\I)_lKei.

(c) Prove that the leave-one-out error admits the following simple expression in
terms of hg:

m

~ 1 hs(.%‘l) —Y; 2
Rpoo(KRR) = Ez [e.T(K—i—)\I)—lKe . (11.34)
i=1 i v

(d) Suppose that the diagonal entries of matrix M = (K + AI) 71K are all equal
to 7. How do the empirical error Rg of the algorithm and the leave-one-out
error Ry,o0 relate? Is there any value of « for which the two errors coincide?

11.10 On-line Lasso. Use the formulation (11.33) of the optimization problem of Lasso
and stochastic gradient descent (see section 8.3.1) to show that the problem can
be solved using the on-line algorithm of figure 11.9.

11.11 On-line quadratic SVR. Derive an on-line algorithm for the quadratic SVR
algorithm (provide the full pseudocode).



1 2 Maximum Entropy Models

In this chapter, we introduce and discuss maximum entropy models, also known as
Mazxent models, a widely used family of algorithms for density estimation that can
exploit rich feature sets. We first introduce the standard density estimation problem
and briefly describe the Maximum Likelihood and Maximum a Posteriori solutions.
Next, we describe a richer density estimation problem where the learner additionally
has access to features. This is the problem addressed by Maxent models.

We introduce the key principle behind Maxent models and formulate their pri-
mal optimization problem. Next, we prove a duality theorem showing that Maxent
models coincide with Gibbs distribution solutions of a regularized Maximum Like-
lihood problem. We present generalization guarantees for these models and also
give an algorithm for solving their dual optimization problem using a coordinate
descent technique. We further extend these models to the case where an arbitrary
Bregman divergence is used with other norms, and prove a general duality theorem
leading to an equivalent optimization problem with alternative regularizations. We
also give a specific theoretical analysis of Maxent models with Lo-regularization,
which are commonly used in applications.

12.1 Density estimation problem

Let S = (x1,...,z,) be a sample of size m drawn i.i.d. from an unknown distri-
bution D. Then, the density estimation problem consists of using that sample to
select out of a family of possible distributions P a distribution p that is close to D.

The choice of the family P is critical. A relatively small family may not contain D
or even any distribution close to D. On the other hand, a very rich family defined
by a large set of parameters may make the task of selecting p very difficult if only
a sample of a relatively modest size m is available.
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12.1.1 Maximum Likelihood (ML) solution

One common solution adopted for selecting a distribution p is based on the mawi-
mum likelihood principle. This consists of choosing a distribution out of the family
P that assigns the largest probability to the sample S observed. Thus, using the fact
that the sample is drawn i.i.d., the solution pyy, selected by maximum likelihood
is defined by

PML = argmaxH p(z;) = argmaxz log p(x;). (12.1)
PEF i1 PEF =1
The maximum likelihood principle can be equivalently formulated in terms of the
relative entropy. Let D denote the empirical distribution corresponding to the
sample S. Then, pyr, coincides with the distribution p with respect to which the
empirical distribution D admits the smallest relative entropy:

pur = argmin D(D || p). (12.2)
peP

This can be seen straightforwardly from the following:

’DHp Z@ log® Z'D ) log p(z

— HD) - Y 722':;1 "= Jog p(a)
- ; > 1”% log p(z)

S, N~ logp(xi)
= —H(D) — —r
@)=
since the first term of the last expression, the negative entropy of the empirical
distribution, does not vary with p.

As an example of application of the maximum likelihood principle, suppose we
wish to estimate the bias py of a coin from an i.i.d. sample S = (z1, ..., z,,) where
x; € {h,t} with h denoting heads and t tails. py € [0, 1] is the probability of h
according to the unknown distribution D. Let P be the family of all distributions
p = (p,1 — p) where p € [0,1] is an arbitrary possible bias value. Let ny, denote
the number of occurrences of h in S. Then, choosing p = (ps, 1 — pS) D where
Ps = 7 leads to D(@ |lp) = 0, which, by (12.2), shows that pyr = D. Thus, the
maximum likelihood estimate pypr, of the bias is the empirical value

n
pML = —. (12.3)
m
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12.1.2 Maximum a Posteriori (MAP) solution

An alternative solution based on the so-called Mazimum a Posteriori solution con-
sists of selecting a distribution p € P that is the most likely, given the observed
sample S and a prior P[p] over the distributions p € P. By the Bayes rule, the
problem can be formulated as follows:

P[S|p] P
pyap = argmax P[p|S] = argmax PI5|p] Plp] = argmax P[S|p] P[p]. (12.4)
peP peP ]P[S] peP
Notice that, for a uniform prior, P[p] is a constant and the Maximum a Posteriori
solution then coincides with the Maximum Likelihood solution. The following is
a standard example illustrating the MAP solution and its difference with the ML
solution.

Example 12.1 (Application of the MAP solution) Suppose we need to determine if a pa-
tient has a rare disease, given a laboratory test of that patient. We consider a set
of two simple distributions: d (disease with probability one) and d (no disease with
probability one), thus P = {d,d}. The laboratory test is either pos (positive) or
neg (negative), thus S € {pos, neg}.

Suppose that the disease is rare, say P[d] = .005 and that the laboratory is
relatively accurate: P[pos|d] = .98, and P[neg|d] = .95. Then, if the test is positive,
what should be the diagnosis? We can compute the right-hand side of (12.4) for
both outcomes, given the positive test result, to determine the MAP estimate:

P[pos|d] P[d] = .98 x .005 = .0049
Plpos|d] P[d] = (1 —.95) x (1 —.005) = .04975 > .0049.

Thus, in this case, the MAP prediction is no disease: according to the MAP solution,
with the values indicated, a patient with a positive test result is nonetheless more
likely not to have the disease!

We will not analyze the properties of the Maximum Likelihood and Maximum a
Posteriori solutions here, which depend on the size of the sample and the choice
of the family P. Instead, we will consider a richer density estimation problem
where the learner has access to features, which is the learning problem addressed
by Maximum Entropy (Maxent) models.

12.2 Density estimation problem augmented with features

As with the standard density estimation problem, we consider a scenario where the
learner receives a sample S = (z1,..., ;) C X of size m drawn i.i.d. according to
some distribution D. But, here, additionally, we assume that the learner has access
to a feature mapping ® from X to R with ||®| s < 7. In the most general case,
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we may have N = +oo. We will denote by H a family of real-valued functions
containing the component feature functions ®; with j € [N]. Different feature
functions can be considered in practice. H may be the family of threshold functions
x — 1z,<0, x € R”, 0 € R, defined over n variables as for boosting stumps, or it
may be a family of functions defined by more complex decision trees or regression
trees. Other features often used in practice are monomials of degree k based on the
input variables. To simplify the presentation, in what follows, we will assume that
the input set X is finite.

12.3 Maxent principle

Maxent models are derived from a principle based on the key property that, with
high probability, the empirical average of any feature is close to its true average.
By the Rademacher complexity bound, for any § > 0, the following inequality holds
with probability at least 1 — § over the choice of a sample S of size m:

, (12.5)

where we denote by D the empirical distribution defined by the sample S. This is
the theoretical guarantee that guides the definition of the Maxent principle.

Let pg be a distribution over X with pg(z) > 0 for all x € X, which is often chosen
to be the uniform distribution. Then, the Mazent principle consists of seeking a
distribution p that is as agnostic as possible, that is as close as possible to the
uniform distribution or, more generally, to a prior pg, while verifying an inequality
similar to (12.5):

E [@()] - E [@@)]| <A (12.6)

T~p 2D

where A > 0 is a parameter. Here, closeness is measured using the relative entropy.
Choosing A = 0 corresponds to standard Mazent or unreqularized Mazent and to
requiring the expectation of the features with respect to p to precisely match the
empirical averages. As we will see later, its relaxation, that is the inequality case
(A # 0), translates into a regularization. Notice that, unlike Maximum likelihood,
the Maxent principle does not require specifying a family of probability distributions
P to choose from.
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12.4 Maxent models

Let A denote the simplex of all distributions over X, then, the Maxent principle
can be formulated as the following optimization problem:

min D(p | po) (12.7)
subject to: CEP[‘I)(%)] - IE@[‘I)(:U)]HOO <A

This defines a convex optimization problem since the relative entropy D is con-
vex with respect to its arguments (appendix E), since the constraints are affine,
and since A is a convex set. The solution is in fact unique since the relative en-
tropy is strictly convex. The empirical distribution is clearly a feasible point, thus
problem (12.7) is feasible.

For a uniform prior py, problem (12.7) can be equivalently formulated as an
entropy maximization, which explains the name given to these models. Let H(p) =
— > zex P(x) log p(x) denote the entropy of p. Then, the objective function of (12.7)
can be rewritten as follows:

D(p o) = 3 plir) log 2

zeX po(x)
== p(z)logpo(z) + Y _ p(x)logp(w
zeX zeX
= log|X| — H(p).

Thus, since log |X| is a constant, minimizing the relative entropy D(p|| po) is then
equivalent to maximizing H(p).

Maxent models are the solutions of the optimization problem just described. As
already discussed, they admit two important benefits: they are based on a fun-
damental theoretical guarantee of closeness of empirical and true feature averages,
and they do not require specifying a particular family of distributions 7. In the
next sections, we will further analyze the properties of Maxent models.

12.5 Dual problem

Here, we derive an equivalent dual problem for (12.7) which, as we will show, can be
formulated as a regularized maximum likelihood problem over the family of Gibbs
distributions.

For any convex set K, let Ix denote the function defined by Ix(z) =01if z € K,
Ix(x) = 400 otherwise. Then, the Maxent optimization problem (12.7) can be
equivalently expressed as the unconstrained optimization problem min, F(p) with,
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for all p € RY,

F(p) = B(p | o) + Te (E[®]), (128

with D(p || po) = D(p|| po) if p is in the simplex A, D(p || po) = 400 otherwise, and
with € C RY the convex set defined by € = {u: |ju — E. y)N@[‘I’($7?J)] loo < A}
The general form of a Gibbs distribution py with prior pg, parameter w, and

feature vector ® is
Po [m]ew@(x)

B e (12.9)

Pw [*T} =

where Z(w) = Y (s po[z]e™ " ®(®) is a normalization factor also known as the par-
tition function. Let G be the function defined for all w € RY by

% Pw [xz]:|
G(w)=— lo —A||wll1. 12.10
()= 1y 2o | Bt | Al (12.10)
Then, the following theorem shows the equivalence of the primal problem (12.7) or
(12.8) and a dual problem based on G.

Theorem 12.2 (Maxent duality) Problems (12.7) or (12.8) are equivalent to the opti-
mization problem supy,cpnv G(W):

sup G(w) = min F(p). (12.11)

weRN P
Furthermore, let p* = argmin, F(p) and d* = supy,cpy G(W), then, for any e > 0
and any w such that |G(w)—d*| < e, the following inequality holds: D(p* || pw) < €.

Proof: The first part of the proof follows by application of the Fenchel duality
theorem (theorem B.39) to the optimization problem (12.8) with the functions f,
g, and A defined for all p € RX and u € RN by f(p) = D(p | po), g(u) = Ie(u) and
Ap =3 cx P(z)®(r). Ais abounded linear map since for any p, we have || Ap|| <
llpll1 sup, [|®(z)]|so < 7|lp|l1. Also, notice that for all w € RN, A*w = w - ®.
Consider ug € RN defined by ug = E__5[®(z)] = AD. Since Disin A = dom(f),
ug is in A(dom(f)). Furthermore, since A > 0, ug is in int(€). g = Ie¢ equals zero
over int(€) and is therefore continuous over int(C), thus g is continuous at uy and
we have ug € A(dom(f)) Ncont(g). Thus, the assumptions of Theorem B.39 hold.
By Lemma B.37, the conjugate of f is the function f*: R¥ — R defined by
f*(q) =log (erx po[m]eq[w]) for all ¢ € R*. The conjugate function of g = I¢ is
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the function g* defined for all w € RY by
g*(w) =sup (w-u—Ieg(u)) = sup(w - u)

u uet

= sup (w-u)
[u—E5[@]]|oo <A

=w-E[®]+ sup (w-u)

D llufloo <A
= Efw- @]+ Afwl,

where the last equality holds by definition of the dual norm. In view of these
identities, we can write

—f(AW) = g"(=w) = —log () _ polz]e™ ™)) + Ew - @] — A||w])y
zeX D
—log Z(w ZW ®(z;) — M|w|1
W<I>(T)

Z o8 S =l
72 {

which proves that supy,cpy G(W) = min, F'(p).
Now, for any w € R, we can write

G(w) =D(p" I po) + D(p" || Pw)
= E_ [1og pW[xq —Alwlh - E {103 p*[x]] +,E. {log p*[x]}

] ~ Mlwll = G(w),

oD Po[7] Polz] Pw (7]
— \w o pLM _ o Pw(T)
= i+ 5, Jiog 2] 5 s B
==A|wl|1 + xINE')B [w- ®(x) —log Z(w)] — xLEp* [w- ®(z) — log Z(w)]

= Awl+w- | E_[#@)] - E_[2()]]
The solution of the primal optimization, p*, verifies the constraint Ie(Ey«[®]) =0,
that is [|[E, 3[®(z)] — Ezup+[®(7)]]|oc < A. By Hélder’s inequality, this implies
the following inequality:

AWl +w- | E_[@@)] - E_[@@)]] < -Alwl+Alw]: = 0.

z~D zp*
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Thus, we can write, for any w € RY,
D(p* [ pw) < D(p" || po) — G(w).

Now, assume that w verifies |G(W) — supy,ecpv G(W)| < € for some € > 0. Then,
D(p* || po) — G(w) = (sup,, G(W)) — G(w) < € implies D(p* || pw) < e. This con-
cludes the proof of the theorem. O
In view of the theorem, if w is an e-solution of the dual optimization problem, then
D(p* || pw) < €, which, by Pinsker’s inequality (Proposition E.7) implies that py
is v/2e-close in L;-norm to the optimal solution of the primal: [|p* — pw |1 < V2.
Thus, the solution of our Maxent problem can be determined by solving the dual
problem, which can be written equivalently as follows:

: 1 ¢

ot Affwl E;logpw[aﬂi]. (12.12)
Notice that the solution may not be achieved for any finite w for A = 0, which is why
the infimum is needed. This result may seem surprising since it shows that Maxent
coincides with Maximum Likelihood (A = 0) or regularized Maximum Likelihood
(A > 0) over a specific family P of distributions, that of Gibbs distributions, while,
as pointed out earlier, the Maxent principle does not explicitly specify any family P.
What can then explain that the solution of Maxent belongs to the specific family of
Gibbs distributions? The reason is the specific choice of the relative entropy as the
measure of closeness of p to the prior distribution pg. Other measures of closeness
between distributions lead to different forms for the solution. Thus, in some sense,
the choice of the measure of closeness is the (dual) counterpart of that of the family
of distributions P in maximum likelihood.

Gibbs distributions form a very rich family. In particular, when X is a subset
of a vector space and the features ®;(x) associated to x = (z1,...,2,) € X are
monomials of degree at most 2 based on the input variables x;, that is x;zy, x;,
or the constant a € R, then w - ®(x) is a quadratic form as a function of the
xjs. Thus, Gibbs distributions include the family of distributions defined by the
normalized exponential of a quadratic form, which includes as a special case Gaus-
sian distributions but also bi-modal distributions and normalized exponentials of
non-positive definite quadratic forms. More complex multi-modal distributions can
be further defined using higher-order monomials or more complex functions of the
input variables. Figure 12.1 shows two examples of Gibbs distributions illustrating
the richness of this family.
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8
o
Figure 12.1
Examples of Gibbs distributions in R2. (a) Unimodal Gaussian distribution p[(z1,22)] =
— (22422 (et ra? a2
e (eiten) 1Z 2); (b) Bimodal distribution p[(z1,z2)] = % In each case, Z is a nor-

malization factor.

12.6 Generalization bound

Let L (w) denote the log-loss of the distribution py, with respect to a distribution
D, Lp(w) = E,on[—log pwlz]], and similarly Lg(w) its log-loss with respect to
the empirical distribution defined by a sample S.

Theorem 12.3 Fiz 6 > 0. Let W be a solution of the optimization (12.12) for A =

298, (30) + 4/ %. Then, with probability at least 1 — & over the draw of an i.i.d.
sample S of size m from D, the following inequality holds:

log 2
Lo(W) < inf Lo(w) + 2wl [zmm(yc) +r %] .

Proof: Using the definition of Lo (W) and Lg(w), Holder’s inequality, and inequal-
ity (12.5), with probability at least 1 — §, the following holds:

Lp(w) = Ls(w) =w - [E[®] - E[®]] < [|w]|i [| E[2] — E[®][loc < Al W]
D D

Thus, since w is a minimizer, we can write, for any w,
Lp(W)—Lp(w) =Lp(W) — Ls(W) + Ls(W) — Lp(w)
<MWl 4+ Ls(W) — Lo (w)
S Awlly + Ls(w) = Lo (w) < 2X[[wl],
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where we used for the last inequality the left inequality counterpart of inequality
(12.5). This concludes the proof. O

Assume that w* achieves the infimum of the loss, that is Lp(w*) = infy, L (W)

and that R, (H) = (1/v/m). Then, the theorem shows that, with high probability,
the following inequality holds:
W[l

Lop(W) < inf Lo (w) + O(m).

12.7 Coordinate descent algorithm

The dual objective function in the optimization (12.12) is convex since the Lagrange
dual is always concave (appendix B). Ignoring the constant term —-L >~ | log po[z;],
the optimization problem (12.12) can be rewritten as infy, J(w) with

> po[x]e“w] .

J(w) = Al = w - E[®] +log
D zeX

Note in particular that the function w — log [ 3", .y po[z]e™ ®(®)] is convex as the

conjugate function f* of the function f defined in the proof of Theorem 12.2.

Different optimization techniques can be used to solve this convex optimization
problem, including standard stochastic gradient descent and several special-purpose
techniques. In this section, we will describe a solution based on coordinate descent
which is particularly advantageous in presence of a very large number of features.

Function J is not differentiable but since it is convex, it admits a subdifferential
at any point. The Maxent algorithm we describe consists of applying coordinate
descent to the objective function (12.12).

Direction Let w;_; denote the weight vector defined after (¢t — 1) iterations. At
each iteration ¢ € [T'], the direction e;, j € [N] considered by coordinate descent is
0J(wi—1,€;). If w1 ; # 0, then J admits a directional derivative along e; given
by

J(wi1,e5) = Asgn(wi—1,5) + €15

where €;—1,; = Ep,,  [®;]-E3[®;]. Ifw;—1; =0, J admits right and left directional

derivatives along e;:

Ji(wii,e) =A+e1;  JL(Wioi,e5) = =N+ e
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CDMAXENT(S = (21,...,7m))
1 fort<+1to T do

2 for j < 1to N do
3 if (wt—l,j 7é 0) then
4 dj — )\sgn(wt,l,j) + €t—1,5
5 elseif |e;_; ;| < A then
6 dj +—0
7 else dj — —A sgn(et_lﬁj) + €t—1,5
8 J + argmax |d;]|
JE[N]

9 if (|wt_1,jr2 — 6,5_17j| < )\) then
10 [/ —W¢—1,5
11 elseif (wt,lyjrz —€-1,; > A) then
12 7 < r%[—)\ — Etflyj]
13 else n < 5[A— 1]
14 Wi < Wi + 1€
15 o polale T

Pw, S en Po[a]evt F@

16 return py,

Figure 12.2
Pseudocode of the Coordinate Descent Maxent algorithm. For all j € [N], et—1,; = Ep,,, |[®;] —
Eg [®5].

Thus, in summary, we can define, for all j € [N],
)\sgn(wt_Lj) + €t—1,5 if (wt_l,j # 0)
d0J(wi_1,€;) =<0 else if |€t71,j| <\
—Asgn(e—1,j) +€—1,; otherwise.
The coordinate descent algorithm selects the direction e; with the largest absolute
value of §J(W¢_1,€;).

Step size  Given the direction e;, the optimal step value 7 is given by argmin,

J(wi—1 +nej). ncan be found via a line search or other numerical methods. A
closed-form expression for the step can also be derived by minimizing an upper



306 Chapter 12 Maximum Entropy Models

bound on J(w;_1 + ne;). Notice that we can write
I )= Iwi1) = Ny ol s ~n B og || B 0] (12.13)
In view of ®; € [—r, +r|, by Hoeffding’s lemma, the following inequality holds:
log E [e"]<n E [®;]+ 7727“2.

Pw;_ 1 Pw;_1 2

Combining this inequality with (12.13) and disregarding constant terms, minimizing
the resulting upper bound on J(w;_1 + ne;) — J(w;_1) becomes equivalent to
minimizing ¢(n) defined for all » € R by

n2r?

o(n) = Mw;j +nl +net—15 + 5

Let n* denote the minimizer of ¢(n). If w,_1 ; +n* = 0, then the subdifferential of
|wi—1,;+mn| at n* is the set {v: v € [-1,+1]}. Thus, in that case, the subdifferential
Op(n*) contains 0 iff there exists v € [—1, +1] such that

AV + €15+ 7]*'/’2 =0¢& wt_l_,jrz —€t—1,j = AV.

The condition is therefore equivalent to w1 ;72 —€;—1,;| < A\ If weq j + 1% >0,
then ¢ is differentiable at n* and ¢’(n*) = 0, that is
1
A1 +nrP=0&n" = T—Q[—)\ —€-1,5)-

In view of that expression, the condition w;—1 ; +n* > 0 is equivalent to w;_1, jr2 —
€—1,; > A. Similarly, if w,—1; + 7% < 0, ¢ is differentiable at n* and ¢'(n*) = 0,
which gives )

nt = ﬁ[)\ — €1,
Figure 12.2 shows the pseudocode of the Coordinate Descent Maxent algorithm
using the closed-form solution for the step size just presented. Note that we do not
need to update distribution py, at every iteration of the algorithm (line 15) and we
only need to be able to compute E,,,, [®;] which defines ¢ ;. Various approximation
strategies can be used to do this efficiently, including for instance rejection sampling
techniques.

12.8 Extensions
As already pointed out, the Gibbs distribution form of the Maxent models is tightly

related to the choice of the divergence (relative entropy) used to measure closeness
in the Maxent principle. For distributions, the relative entropy coincides with the
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unnormalized relative entropy, which is a Bregman divergence. Maxent models can
be generalized by using an arbitrary Bregman divergence By instead (appendix E),
where ¥ is a convex function. Moreover, other norms || - || can be used to bound
the difference of the empirical and true average feature vectors. This leads to the
following general primal optimization problem for Maxent models:

in B 12.14
min By (p |l po) (12.14)
subject to: || E [®(z)] - E_ [‘P(m)]H <A,
TP x~D

which, as with (12.7), is a convex optimization problem since By is convex with
respect to its first argument and in fact strictly convex if ¥ is strictly convex. The
following general duality theorem gives the form of the dual problem equivalent to
(12.14) in terms of the conjugate function ¥* of W. Here, || - || is an arbitrary norm
over RV and || - ||, its conjugate. We will assume here that sup, ||®(z)| < r.

Theorem 12.4 Let U be a convex function defined over R*. Then, problem (12.14)
admits the following equivalent dual:

in B
min v (Pl Po)

subject to: | E [@ ()] - i@@[@(@]” <A
= Sup —U*(w-®+V¥(pg)) +w- E [@(z)] — Alwll. — C(po),

where C(po) = ¥(po) — (V¥(po), po)-

Proof: The proof is similar to that of Theorem 12.2 and follows by application of
the Fenchel duality theorem (Theorem B.39) to the following optimization problem:

min f(p) + g(Ap), (12.15)

with the functions f, g, and A defined for all p € R and u € RN by f(p) =
Bu(p |l po) + Ia(p), g(u) = Ie(u), and Ap = > o p(2)®(x). Given these defini-
tions, problem (12.15) is equivalent to (12.14). A is a bounded linear map since
for any p, we have ||Ap| < |lp|l1sup, [|[®(x)|| < r|lp|l1- Also, notice that for all
weERN A'w=w-®.

Consider ug € RN defined by ug = E__5[®(z)] = AD. Since Disin A = dom(f),
ug is in A(dom(f)). Furthermore, since A > 0, ug is in int(€). g = Ie¢ equals zero
over int(€) and is therefore continuous over int(C), thus g is continuous at uy and
we have ug € A(dom(f)) Ncont(g). Thus, the assumptions of Theorem B.39 hold.
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The conjugate function of f is defined for all g € RY by
f(a) = sup(p,a) = Bu(p |l po) — Ia(p)
P

= su£<P7Q> —Bu(p| Po)

= sggm a) — ¥(p) + ¥(po) + (V¥ (po), P — Po)
- Sggmq + V¥(po)) — U (p) + ¥(po) — (V¥(po), po)

=U"(q+ V¥(po)) + ¥(po) — (V¥(po), Po)-

The conjugate function of g = I¢ is defined for all w € R by
g (w) = sup(w, u) — Ie(u)
= sup(w, u>
uel

= sup (w,u)
lu—Ez[@]I<A

= (W, E[®]) + ”lsll‘ll%(Ww = (W»%[‘I’D + AWl

where the last equality holds by definition of the dual norm. In view of these
identities, by Theorem B.39, we have

min f(p) +9(Ap) = sup —f"(A"W) — g"(w)

weRN
= sup —U*(w- @+ VU(p)) +w-E[®] - Allw].
weRN D
— ¥(po) + (V¥(po), Po),
which completes the proof. O

Note, the previous proof and its use of Fenchel duality holds even when considering
norms that are not inner product norms and, more generally, Banach spaces are
considered (as mentioned in section B.4).

Much of the analysis and theoretical guarantees presented in previous sections in
the special case of the unnormalized relative entropy straightforwardly extend to a
broad family of Bregman divergences.

12.9 Ls-regularization
In this section, we study a common variant of the Maxent algorithm where a reg-

ularization based on the norm-2 squared of the weight vector w is used. Observe
that this is not covered by the general framework discussed in the previous section
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where the regularization was based on some norm of w. The corresponding (dual)
optimization problem is the following:

1 m
in A|w[3— — ) logpw[z]. 12.16
min w3 - — ; 0g pw [i] (12.16)
Let Lp(w) denote the log-loss of the distribution py, with respect to a distribution
D, Lo(w) = Epun[—log pw[z]], and similarly Lg(w) its log-loss with respect to
the empirical distribution defined by a sample S. Then, the algorithm admits the
following guarantee.

Theorem 12.5 Let W be a solution of the optimization problem (12.16). Then, for
any 0 > 0, with probability at least 1 — § over the draw of an i.i.d. sample S of size
m from D, the following inequality holds:

. 2 1\?
Lo (W) < inf Lo(w) + A w3 + ;m<1 +4/log 5) .

Proof: Let D denote the empirical distribution defined by the sample S. Then, the
optimization problem (12.16) can be formulated as follows:

min A|w[l3 — E_[logpw([z]] = A|w[5 —w- E_[®(x)] +log Z(w),

weRN z~D

z~D

where Z(w) = (Y, exp(w - ®(z))). Similarly, let wp denote the solution of the
minimization problem with the distribution D:

. 2 2
min A|w[3 — B [logpulal] = Alw[} ~w- E [@()] +log Z(w).

We first give an upper-bound on L (W) valid for all w € R, starting with a decom-
position of L5 (W) as a sum of terms, next using the expression of Lo (W) — Lg(W)
in terms of average feature values, then the optimality of w, next the expression
of Ls(wp) — Lp(wp) in terms of average feature values, and finally the Cauchy-
Schwarz inequality and the optimality of wo:

Lp(W)
=Lp(W) = Ls(W) + Ls(W) = Lo(Wp) + Lp(wWp) + A|[W[[5 — AWl

=% | E [®()] - E, [®()] + Ls(W) ~ Lo(wn) + Lo(wn) + NW]3 — AI%]3

<w-| E [®@)] - E [®()]] + Ls(Wp) — Ln(ws) + L(wsp) + Mwo [§ — AW}
z~D zr

IN

W —wo]- [ E_[@@)] - E [®()]] +Lo(wn) + A|wsll} - A|W[3
x~D T~

E_[®()] ~ E, [2(x)]], + Lo(w) +Aw]3.

< %~ wo s 5
x~ Ead
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Next, we bound ||W —wq||2 using the fact that w and wo are solutions of the min-
imization of convex and differentiable objectives functions, whose gradients must
be zero at the minimizing values:

AW — E [®(z)] + Vg Z(W) =0
z~D

2wn — B [®(2)] + Vg Z(wn) =0,

o
which implies

2A(W —wop) = INEZB[(I)(:E)] - x@NED[@(x)] + Vleg Z(wp) — Viog Z(w).

Multiplying both sides by (W — wop) gives
2M[|W — wo |3

= | E[@@)] - E [®@)]]-[W-ws] - [Vlog Z(W) - Vlog Z(ws)] - [¥ — ws)]
x~D Ead

<| E (@)~ E ()] [# - wn]

in view of the convexity of w — log Z(w). Using the Cauchy-Schwarz inequality
and simplifying, we obtain

|E,.5@(@)] ~ Ecun[@(@)]|
2\
Plugging this back in the upper bound previously derived for Lo (W) yields

W —wo2 <

|2, 52 - ot
2X

Lp(W) < )+ Awlf3.

We now use McDiarmid’s inequality to bound H E 5[®(@)] —Ezop|® H Let
U(S) denote this quantity for a sample S. Let S’ be a sample differing from S by
one point, say x,, for S, z], for S’. Then, by the triangle inequality,

()~ w(s) = || E [@@)- E @), -| E@6) - E@w]],
<[ E #@)- E @@,
< ’<I>(x’) @(mm)H < 27".

Thus, for any 6 > 0, with probability at least 1 — §, the following inequality holds

1

log 5
< —_—.
T(S) < SNE@M[\I/(S)] +2r 9
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For any i € [m], let Z; denote the random variable E__ 7[®(2;)] — Ezup[®()].
Then, by Jensen’s inequality, Egpm [¥(S)] can be upper-bounded as follows:

1w, |2
< |E H* 7|l |

2] o [ m ; 2}
Since the random variables Z;s are i.i.d. and centered (E[Z;] = 0), we have

o[l pmm e e

5oz ][5z

i#£j
_ E[]|Z,)?]
m
_E 1Z1]17 + 1|1 Z2]1?]
2m
_ E[]|Z, - Zo|?]
n 2m '

where, for the last equality, we used the fact that E[Z-Zs] = E[Z;]-E[Z3] = 0. This

shows that E[¥(S)] < \/22% and that, with probability at least 1 — §, the following
holds

2r 1
U(S) < ——(1+14/lo >,
(5)< = (14 o
and therefore also

Lo(R) < 12’"2(1 +1/log 1>2 + Lo(w) + Alw|?2
2\ m 5 2
72(1+1/lo 1>2+c (W) + A w2
m &5 P >

which ends the proof. O

IN

Assume that w* achieves the infimum of the loss, that is Lo (w*) = infy, Lp (W)
and that we are given an upper bound As on its norm: |[w*|2 < Ag. Then, we
can use that upper bound and choose A to minimize the two terms containing A:
A2 = /\”Ti, that is A = ﬁ and the theorem would then guarantee the following

inequality with probability 1 — ¢ for w:
T\ 2

Ay

Jm

L (W) < inf Lo (W) +
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12.10 Chapter notes

The Maxent principle was first explicitly advocated by Jaynes [1957] (see also Jaynes
[1983]) who referred to Shannon’s notion of entropy (appendix E) to support this
principle. As seen in Section 12.5, standard Maxent models coincide with Gibbs
distributions, as in the original Boltzmann models in statistical mechanics. In
fact, Jaynes [1957] argued that statistical mechanics could be viewed as a form of
statistical inference, as opposed to a physical theory, and that the thermodynamic
notion of entropy could be replaced by the information-theoretical notion. The
justification of the Maxent principle presented in this chapter is instead based upon
learning theory arguments.

Maximum entropy models, commonly referred to as Maxent models, are used in
a variety of tasks in natural language processing [Berger et al., 1996, Rosenfeld,
1996, Pietra et al., 1997, Malouf, 2002, Manning and Klein, 2003, Ratnaparkhi,
2010] and in many other applications, including species habitat modeling [Phillips
et al., 2004, 2006, Dudik et al., 2007, Elith et al., 2011]. One key benefit of Maxent
models is that they allow the use of diverse features that can be selected and
augmented by the user. The richness of the features used in many tasks as well
as small sample sizes have motivated the use of regularized Maxent models where
the Li-norm [Kazama and Tsujii, 2003] or the Ly-norm [Chen and Rosenfeld, 2000,
Lebanon and Lafferty, 2001] of the parameter vector defining the Gibbs distribution
is controlled. This can be shown to be equivalent to the introduction of a Laplacian
or Gaussian prior over the parameter vectors in a Bayesian interpretation [Williams,
1994, Goodman, 2004], thereby making Maxent models coincide with Maximum a
Posteriori solutions with specific choices of the prior.

An extensive theoretical study of these regularizations and the introduction of
other more general ones were given by Dudik, Phillips, and Schapire [2007] and by
Altun and Smola [2006] who studied the extensions to arbitrary Bregman diver-
gences and norms (Section 12.8) using Fenchel duality (see also [Lafferty, Pietra,
and Pietra, 1997]). Cortes, Kuznetsov, Mohri, and Syed [2015] give a more general
family of density estimation models, Structural Mazent models, with feature func-
tions selected from a union of possibly very complex sub-families for which they also
give a duality theorem, strong learning guarantees, and algorithms. These models
can also be viewed as Maxent with a more general type of regularization.

The Maxent duality theorem is due to Pietra, Pietra, and Lafferty [1997] (see
also [Dudik et al., 2007] and [Altun and Smola, 2006]). Theorem 12.2 is a slight
extension giving a guarantee for an e-solution of the dual and is a special instance
of a more general theorem given for Structural Maxent models [Cortes et al., 2015].
The generalization bounds of Sections 12.6 and 12.9 and their proofs are variants
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of results due to Dudik et al. [2007]. The stability analysis used in the proof of
Theorem 12.5 is equivalent to the one described in Chapter 14 using Bregman
divergences.

A variety of different techniques have been suggested to solve the Maxent op-
timization problem including standard gradient descent and stochastic gradient
descent. Some specific algorithms were introduced for this problem, including gen-
eralized iterative scaling (GIS) [Darroch and Ratcliff, 1972] and improved iterative
scaling (IIS) [Pietra et al., 1997]. It was shown by Malouf [2002] that these algo-
rithms perform poorly in several natural language processing tasks in comparison
with conjugate gradient techniques and limited-memory BFGS methods (see also
[Andrew and Gao, 2007]). The coordinate descent solution presented in this chap-
ter is due to Cortes et al. [2015]. It is a simpler version of an algorithm of Dudik
et al. [2007] which uses a tighter upper bound on J(w;_; + ne;) but which is
subject to various technical conditions. Both algorithms benefit from a similar
asymptotic convergence rate [Cortes et al., 2015] and are particularly adapted to
cases where the number of features is very large and where updating all feature
weights is impractical. A sequential greedy approximation due to Zhang [2003b] is
also advocated by Altun and Smola [2006] as a general algorithm for general forms
of the Maxent problem.

12.11 Exercises

12.1 Convexity. Prove directly that the function w — log Z(w) = log(}_, o, €% *@)
is convex (Hint: compute its Hessian).

12.2 Lagrange duality. Derive the dual problem of the Maxent problem and justify
it carefully in the case of the stricter constraint of positivity for the distribution
p: p(xz) > 0 for all z € X.

12.3 Dual of norm-2 squared regularized Maxent. Derive the dual formulation of the
norm-2 squared regularized Maxent optimization shown in equation (12.16).

12.4 Extension to Bregman divergences. Derive theoretical guarantees for the ex-
tensions discussed in Section 12.8. What additional property is needed for the
Bregman divergence so that your learning guarantees hold?

12.5 Ly-regularization. Let w be the solution of Maxent with a norm-2 squared
regularization.
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(a) Prove the following inequality: [|w|[; < 2 (Hint: you could compare the

values of the objective function at w and 0.). Generalize this result to other
|| - [|[b-regularizations with p > 1.

(b) Use the previous question to derive an explicit learning guarantee for Maxent
with norm-2 squared regularization (Hint: you could use the last inequality
given in Section 12.9 and derive an explicit expression for As).



1 3 Conditional Maximum Entropy Models

This chapter presents algorithms for estimating the conditional probability of a class
given an example, rather than only predicting the class label for that example.
This is motivated by several applications where confidence values are sought, in
addition to the class prediction. The algorithms discussed, conditional Maxent
models, also known as multinomial logistic regression algorithms, are among the
most well-known and most widely used multi-class classification algorithms. In the
special case of two classes, the algorithm is known as logistic regression.

As suggested by their name, these algorithms can be viewed as Maxent models
for conditional probabilities. To introduce them, we will extend the ideas discussed
in the previous chapter (Chapter 12), starting from an extension of the Maxent
principle to the conditional case. Next, we will prove a duality theorem leading to an
equivalent dual optimization problem for conditional Maxent. We will specifically
discuss different aspects of multi-class classification using conditional Maxent and
reserve a special section to the analysis of logistic regression.

13.1 Learning problem

We consider a multi-class classification problem with ¢ classes, ¢ > 1. Let Y =
{1,...,c} denote the output space and D a distribution over X x Y. The learner
receives a labeled training sample S = ((z1,¥1),- .-, (Tm, Ym)) € (X x Y)™ drawn
i.i.d. according to D. As in Chapter 12, we assume that, additionally, the learner
has access to a feature mapping ®: X xY — RY with RV a normed vector space and
with || ®||c < r. We will denote by H a family of real-valued functions containing
the component feature functions ®; with j € [N]. Note that in the most general
case, we may have N = +oco. The problem consists of using the training sample S
to learn an accurate conditional probability p[-|z], for any = € X.
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13.2 Conditional Maxent principle

As for Maxent models, conditional Maxent or logistic regression models can be
derived from a key concentration inequality. By the general Rademacher complexity
bound (Theorem 3.3), for any § > 0, the following inequality holds with probability
at least 1 — § over the choice of a sample of size m:

where we denote by D the empirical distribution defined by the sample S. We
will also denote by @l(x) the empirical distribution of x in the sample S. For any
x € X, let po[-|z] denote a conditional probability, often chosen to be the uniform
distribution. Then, the conditional Mazent principle consists of seeking conditional
probabilities p[-|z] that are as agnostic as possible, that is as close as possible to
the uniform distribution, or, more generally, to priors pg[-|x], while verifying an
inequality similar to (13.1):

log %

13.1
25 (3

E [®(y)]- E [@(x,yﬂH < 20,30 +

(z,y)~D (z,y)w@ oo

r~Dt (w,9)~D .
y~pl-|z

where A > 0 is a parameter. Here, closeness is defined via the conditional relative
entropy (appendix E) based on the empirical marginal distribution Dt of input
points. Choosing A = 0 corresponds to standard conditional Mazent or unregu-
larized conditional Mazent and to requiring the expectation of the features based
on D! and the conditional probabilities p[-|z] to precisely match the empirical av-
erages. As we will see later, its relaxation, that is the inequality case (A # 0),
translates into a regularization. Notice that the conditional Maxent principle does
not require specifying a family of conditional probability distributions P to choose
from.

13.3 Conditional Maxent models
Let A denote the simplex of the probability distributions over Y, X; = supp(@l) the

support of D!, and p € A% the family of conditional probabilities, p = (p[-|7])zex, -
Then, the conditional Maxent principle can be formulated as the following optimiza-
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tion problem:

. @1 D(pl- . 13.
min 3 D) D(plfx] | pol o] (133)
zeXy
st E [®@y)- E _[B@y)]] <A
ol e *

This defines a convex optimization problem since the objective is a positive sum
of relative entropies and since the relative entropy D is convex with respect to its
arguments (appendix E), since the constraints are affine functions of p, and since
AX1 is a convex set. The solution is in fact unique, since the objective is strictly
convex as a positive sum of relative entropies, each strictly convex. The empirical
conditional probabilities @1(\;10), x € Xy, clearly form a feasible solution, thus
problem (12.7) is feasible.

For uniform priors pg[-|z], problem (13.3) can be equivalently formulated as a
conditional entropy maximization, which explains the name given to these models.
Let Hp) = —E,_5: [Zyey p[Ay\a:] log p[y|]] denote the conditional entropy of p
with respect to the marginal D!. Then, the objective function of (12.7) can be
rewritten as follows:

> plylz]log plylz]

D(plfa] I polfal) = E

T~ yey pO[y|$]
= E [— > plylz]log(1/e) + Y plylz]log plylz]
o yeY yeYy

= log(c) — H(p).

Thus, since log(c) is a constant, minimizing the objective is then equivalent to
maximizing H(p).

Conditional Maxent models are the solutions of the optimization problem just
described. As in the non-conditional case, they admit two important benefits:
they are based on a fundamental theoretical guarantee of closeness of empirical
and true feature averages, and they do not require specifying a particular family
of distributions P. In the next sections, we will further analyze the properties of
conditional Maxent models.

13.4 Dual problem
Here, we derive an equivalent dual problem for (13.3) which, as we will show, can

be formulated as a regularized conditional maximum likelihood problem over the
family of Gibbs distributions.
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The Maxent optimization problem (13.3) can be equivalently expressed as the
unconstrained optimization problem ming F(p) with, for all p = (p[-|z] € (RY)*1,

FE) = 5 (Bt lmbie)] +Ie< E [@(x,yn), (13.4)
y~p[-|z]

with D(p[-|2] || po[-|z]) = D(p[|] [ po[-|2]) if p[-|z] is in A, D(p[:|z] | po[-|x]) = +o0
otherwise, and with € = {u € RY: |[u — E [®(x,y)] loo < A}, which is a
convex set.

Let G be the function defined for all w € RV by

Zl og [pw yil] ] —Mwlh (13.5)

[yi 2]

(,y)~D

with, for all z € Xy and y € Y,

_ polylz]e™ =) _ W (z,1)
Pwlylz] = —Z(w,x) and Z(w,z) = % poly|z]e . (13.6)

Then, the following theorem gives a result similar to the duality theorem presented
in the non-conditional case (Theorem 12.2, Section 12.5).

Theorem 13.1 Problem (13.3) is equivalent to the dual optimization problem
SUPwery G(W):
sup G(w)= min_ F(p). (13.7)
weRN pe(RY)™1
Furthermore, let p* = argming F'(p). Then, for any ¢ > 0 and any w such that
|G(W) — supyepny G(W)| <€, we have B3, [D(p*[|2] || pol-|2])] < e.

The proof is similar to that of Theorem 12.2 and is given at the end of this chapter
since it is somewhat longer (Section 13.9).

In view of the theorem, if w is an e-solution of the dual optimization problem,
then E__5, [D(p*[:|z] || po[-|z])] < €, which, by Jensen’s inequality and Pinsker’s
inequality (Proposition E.7) implies that

B[t = oubill] < | & flobel —putel] < v

Thus, pw|[-|z] is then v/2e-close in Dl-averaged Li-norm to the optimal solution of
the primal and the theorem suggests that the solution of the conditional Maxent
problem can be determined by solving the dual problem, which can be written
equivalently as follows for a uniform prior:

. 1 &
inf Affwlh - — > " log [pwlyili]]. (13.8)

=1
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Similar remarks to those made for non-conditional Maxent models apply here. In
particular, the solution may not be achieved for any finite w for A = 0, which is
why the infimum is needed. Also, this result may seem surprising since it shows
that conditional Maxent coincides with conditional Maximum Likelihood (A = 0)
or regularized conditional Maximum Likelihood (A > 0) using for the family P
of conditional probabilities to choose from that of Gibbs distributions, while the
conditional Maxent principle does not explicitly specify any family of conditional
probabilities P. The reason is the specific choice of the conditional relative entropy
as the measure of closeness of p[-|z] to the prior conditional distributions pg[|z].
Other measures of closeness between distributions lead to different forms for the
solution. Thus, in some sense, the choice of the measure of closeness is the (dual)
counterpart of that of the family of conditional distributions in maximum likelihood.
Also, as already mentioned in the standard Maxent case, Gibbs distributions form
a very rich family.

Notice that both the primal and the dual optimization problems for conditional
Maxent involve only conditional probabilities p[-|x] for  in Xy, that is for z in the
training sample. Thus, they do not provide us with any information about other
conditional probabilities. However, the dual shows that, for z in Xy, the solution
admits the same general form py|[-|z], which only depends on the weight vector w.
In view of that, we extend the definition of Maxent conditional probabilities to all
x € X by using the same general form pyw|[-|z] and the same vector w for all z.

Observe also that in the definition of the primal or dual problems we could have
used some other distribution Q over X in lieu of D. It is straightforward to verify
that the duality theorem would continue to hold in that case using the same proof.
In fact, ideally, we would have chosen Q to be D!'. However, that optimization
problem would require knowledge of the feature vectors for all z € supp(D*), which
of course is not accessible to us given a finite sample. The weighted vector w found
when using D! can be viewed as an approximation of the one obtained if using D*!.

13.5 Properties
In this section, we discuss several aspects of conditional Maxent models, including

the form of the dual optimization problems, the feature vectors used, and prediction
with these models.
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13.5.1 Optimization problem
Lq-regularized conditional Maxent models are therefore conditional probability
models solutions of the primal problem (13.3) or, equivalently, models defined by

ew-‘l’(m,y)

Pwlylz] = 70 and Z(x) = Z W E@y) (13.9)

yeY

where w is solution of the dual problem

. IS
Jmin Allwll = — glog Pwlyilzi],

with A > 0 is a parameter. Using the expression of the conditional probabilities,
this optimization problem can be written more explicitly as

; 1\ w®(zi,y)—w-B(zi,yi)
Juin Awll1 + p Zlog [Z e . (13.10)
=1 yeY
or, equivalently, as
: 1 - 1 - w-P(z;,y)
wnEanN)\HWHl _W.E;y%yiwagmg L;de y} (13.11)

By definition of the dual problem, this is an unconstrained convex optimization
problem in w. This can be also seen from the fact that the log-sum function
w — log [Zyey ew'q’(m’y)] is convex for any x € X.

There are many optimization solutions available for this problem, including sev-
eral special-purpose algorithms, general first-order and second-order solutions, and
special-purpose distributed solutions. One common method is simply to use stochas-
tic gradient descent (SGD), which has been reported to be more efficient than most
special-purpose methods in applications. When the dimension of the feature vec-
tors ® (or the cardinality of the family of feature functions H) is very large, these
methods are typically inefficient. An alternative method then consists of applying
coordinate descent to solve this problem. In that case, the resulting algorithm coin-
cides with the version of Li-regularized boosting where, instead of the exponential
function, the logistic function is used.

13.5.2 Feature vectors

Using feature vectors ®(x,y) depending on both the input = and the output y is
often important in applications. For example, in machine translation, it is conve-
nient to use features whose values may depend on the presence of some words in
the input sentence and some others in the output sequence. A common choice of
the feature vector is however one where the column vectors ®(z,y) and w admit ¢
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blocks of equal size and where only the block in ®(x,y) corresponding to the class
y is non-zero and equal to a feature vector I'(z) independent of the class labels:

0 wi
0 w, 1
(}(xa y) = F(Ol) W = wwil
Y
0 we

In view of that, the inner product of w and ®(x,y) can be expressed in terms of
the feature vector I'(x), which only depends on x, but with a distinct parameter
vector wy,:

w-®(z,y) =w,  I'(z).

The optimization problem for L;-regularized conditional Maxent can then be writ-
ten in terms of the vectors w, as follows:

: 1 - wy,-I'(z;)—wy,. -T'(x;)
wrrelﬁ{nN)\ZHWyHlJrEZlog [Ze i . (13.12)
yeY i=1 y€eY

Notice that, if the vectors w, were not correlated via the second term of the objec-
tive function (for example if, instead of the log of the sum, this term were replaced
by the sum of the logs), then the problem would be reduced to ¢ separate optimiza-
tion functions learning a distinct weight vector for each class, as in the one-vs-all
setup of multi-class classification.

13.5.3 Prediction
Finally, note that the class y(x) predicted by a conditional Maxent model with
parameter w is given by
y(x) = argmax pw[y|z] = argmax w - ®(z, y). (13.13)
yey yeY
Thus, conditional Maxent models define linear classifiers. Conditional Maxent mod-
els are also sometimes referred to as log-linear models.

13.6 Generalization bounds

In this section, we will present learning guarantees for conditional Maxent models
in two different settings: one where the dimension of the feature vectors ® (or
the cardinality of the family of feature functions H) is infinite or extremely large
and where a coordinate-descent or boosting-type algorithm is more suitable, and
another one where the dimension of the feature vectors @ is finite and not too large.
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We start with the case where the dimension of the feature vectors ® is very large.
The following margin-based guarantee holds in that case.

Theorem 13.2 For any 6 > 0, with probability at least 1 — & over the draw of an
i.i.d. sample S of size m, the following holds for all p > 0 and f € F = {(z,y) —
w-@(z,y): [|wl <1}

1 & S —feiv)\ 8 loglogz% log 2
R(f)gmiz_;loguo(Ze » )+pmm(nl(%))+\/ 5

yeY

where ug = log(1 + 1/e) and 1 (H) = {z — é(z,y): ¢ € H,y € V}.
Proof: For any f: (z,y) — w-®(z,y) and ¢ € [m], let ps(z;,y;) denote the margin
of f at (i, yi):

pf(wi,y:) = min f(zg,y;) — f(wi,y) = minw - (®(2;,9;) — (2:,9))-
Y#Yi Y#£Yi

Fix p > 0. Then, by Theorem 9.2, for any § > 0, with probability at least 1 — §,
the following inequality holds for all f € H and p € (0, 2r]:

1 4e log log, 4~ log 2
R(f) < % Z 1pf(a:i,yi)SP + ?%W(Hl(?)) + \/ 2+ .
=1

m 2m '

where I, (F) = {z — f(z,y):y € Y,f € H}. The inequality trivially holds
for all p > 0 since for p > 2r, by Holder’s inequality, we have |w - ®(x,y)| <
Iwly [z, y) oo < v for [[wils < 1, and thus min, ., f(@s,p:) — f(@iy) < 2r < p
for all i € [m] and y € Y. Now, for any p > 0, the p-margin loss can be upper
bounded by the p-logistic loss:

Yu € R, lugp = 1%*1§0 < lOguO(l + 67%).

Thus, the p-margin loss of f at (x;,y;) can be upper bounded as follows:

_p(fimioy;)
lpf(fuyi)ﬁp S loguo(1 te i )
flziy)—f(z4,95)

=1lo 1+ maxe o
gUO( Y#Yi
flziy)—f(xi,94) flziy)—f(xi,94)
<log,, (14 30 ) log,, (),
Y#Yi yeY

Thus, with probability at least 1 — §, the following inequality holds for all f € H
and p > 0:

1 & Fgow)—f (w0 4c log log, % log%
R(f)<m;10guO(Ze ’ )+pmm(nl($))+\/ 5

yeyY
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For any sample S = (x1,..., %y, ) of size m, the empirical Rademacher complexity
of 11 (&) can be bounded as follows:

N 1
Rs(II1(F)) = —E| sup Zaz Zw] i(z3,y)
me \IWI\1<1
€Y
1 B N m
=—E| sup ij Zaz@] (x4, 9y)
me lwi1<1 j=1 i=1
yeY
1 m
=—E| sup Jiq)'(xivy)‘
m e | je[N] ; !
- yeY
1 - ~
<LE | sup Zazé(xwy)’ < 25 (I1,(90)),
mo | eei| iy
L e
which completes the proof. ([l

The learning guarantee of the theorem is remarkable since it does not depend on
the dimension N and since it only depends on the complexity of the family H of
feature functions (or base hypotheses). Since for any p > 0, f/p admits the same
generalization error as f, the theorem implies that with probability at least 1 — ¢,
the following inequality holds for all f € {(z,y) — w - ®(z,y): [|[w]1 < %} and
p > 0:

8 log log, 4 log 2
) < ZIOguo(Zef(””“” Sl )+:%m(ﬂl(ﬂf))+\/ e

yeyY

This inequality can be used to derive an algorithm that selects w and p > 0 to
minimize the right-hand side. The minimization with respect to p does not lead
to a convex optimization and depends on theoretical constant factors affecting the
second and third term. Thus, instead, p is left as a free parameter of the algorithm,
typically determined via cross-validation.

Now, since only the first term of the right-hand side depends on w, for any
p > 0, the bound suggests selecting w as the solution of the following optimization

problem:
|\v§r\|mi o Z log (Z W E@iy w‘tp(ri’y’?)>. (13.14)
y€Y
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Introducing a Lagrange variable A > 0, the optimization problem can be written
equivalently as

min Allw; + — Zlog (Zew BlEiy)—w 4’(%@). (13.15)

yeY

Since for any choice of p in the constraint of (13.14), there exists an equivalent dual
variable A in the formulation of (13.15) that achieves the same optimal w, A can
be freely selected via cross-validation. The resulting algorithm precisely coincides
with conditional Maxent.

When the dimension N of the feature vectors ® is finite, the following margin-
based guarantee holds.

Theorem 13.3 For any 6 > 0, with probability at least 1 — & over the draw of an
i.i.d. sample S of size m, the following holds for all p > 0 and f € F = {(z,y) —
w®(z,y): |lw < 1}

1 & faiwn -t \  dery/2log(2¢N log log, 2~ log 2
< ZIOguo(Zep)Jr cry/2log(2e )+\/ VIR fa-¥:
mai4 p m

om’
yey

where ug = log(1 + 1/e).

Proof: The proof coincides with that of Theorem 13.2, modulo the upper bound on
R (111 (F)). For any sample S = (z1,. .., %) of size m, the empirical Rademacher
complexity of IT; () can be bounded as follows:

m

Re (I, (F)) = lIE sup Zaiw . @(xi,y)]

mo
i HWH1S1 i=1

. _
:EIE sup w- ZO’Z (zi,y ]

L Iwll1<1
yeY
L | sup| S rete)|
= — sup o;®P x“y
mo ye‘d
-E >
=— sup sy 0;®;(zi,y)
me FE[N] =
“yeY,se{-1,+1}
2log(2¢N),

where the third equality holds by definition of the dual norm, and the last inequality
by the maximal inequality (Corollary D.11), since the supremum is taken over 2¢N
choices. (]
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This learning guarantee of the theorem is very favorable even for relatively high-
dimensional problems since its dependency on the dimension N is only logarithmic.

13.7 Logistic regression

The binary case of conditional Maxent models (¢ = 2) is known as logistic regression
and is one of the most well-known algorithms for binary classification.

13.7.1 Optimization problem
In the binary case, the sum appearing in the optimization problem of conditional
Maxent models can be simplified as follows:

Z eV (@i y) =W (wiy) — WP (i, 1) WP (2i,vi) + eV (@i, —1)—w-2(zi,y:)
yeY =14+ efyiw'[q’(l’i,+1)*‘1’(fbi,*1)]

=1+ e—yi‘""‘l’(ﬂcri)7

where for all z € X, ¥(z) = ®(x,+1) — ®(z,—1). This leads to the following
optimization problem, which defines L-regularized logistic regression:

m

1
in A -3 {1 —W"I’(”ﬁ”] 13.16
nin, lwll1 + - ; og |l+e ( )

As discussed in the general case, this is a convex optimization problem which ad-
mits a variety of different solutions. A common solution is SGD, another one is
coordinate descent. When coordinate descent is used, then the algorithm coin-
cides with the alternative to AdaBoost where the logistic loss is used instead of the
exponential loss (¢(—u) = logy (1 +e™) > 1y<o)-

13.7.2 Logistic model
In the binary case, the conditional probability defined by the weight vector w can
be expressed as follows:

6w-<I>(:v,Jr1)

e (13.17)

Pwly = +1 2] =
with Z(z) = e ®@+D 4 W ®(@=1)  Thys, prediction is based on a linear decision
rule defined by the sign of log-odds ratio:

Pwly = +1 | 7]

lo
% bwly = —1 | ]

=w- (®(z,+1) — ®(z,-1)) = w- ¥(z).
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1.0
~[© 0.5

0.0

Figure 13.1
Plot of the logistic function fiogistic-

This is why logistic regression is also known as a log-linear model. Observe also
that the conditional probability admits the following logistic form:

=41 — 1 — 1 — .
pw[y =+ | -’13] = 1+ o—w- B (2, 41)—B(z,—1)] = 1+ o—w ¥ (z) - floglstlc(

w - \Il(a:)),

where fiogistic is the function defined over R by fiogistic: © — H% Figure 13.1
shows the plot of this function. The logistic function maps the images of the
linear function x — W(z) to the interval [0, 1], which makes them interpretable as
probabilities.

Lq-regularized logistic regression benefits from the strong learning guarantees
already presented for conditional maxent models, in the special case of two classes
(¢ = 2). The learning guarantees for Lo-regularized logistic regression will be
similarly special cases of those presented in the next section.

13.8 Ls-regularization

A common variant of conditional Maxent models is one where the dimension N is
finite and where the regularization is based on the norm-2 squared of the weight
vector w. The optimization problem is thus given by

1 m
. 2 E s
“{IEIIRDN Allwllz — mi3 log pw [yi|7il,

where for all (z,y) € X x Y,

Pwly|z] = W and Z(z)= Zexp(w - ®(z,y)). (13.18)
yeY

As for the norm-1 regularization, there are many optimization solutions available for
this problem, including special-purpose algorithms, general first-order and second-
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order solutions, and special-purpose distributed solutions. Here, the objective is
additionally differentiable. A common optimization method is simply stochastic
gradient descent (SGD).

In contrast to norm-1-regularized conditional Maxent models, which lead to sparser
weight vectors, norm-2 conditional Maxent models lead to non-sparse solutions,
which may be preferable and lead to more accurate solutions in some applications
such as natural language processing. The following margin-based guarantee holds
for norm-2 regularized conditional Maxent, assuming that the norm-2 of the feature
vector is bounded.

Theorem 13.4 For any 6 > 0, with probability at least 1 — & over the draw of an
i.i.d. sample S of size m, the following holds for all p > 0 and f € F = {(z,y) —
w-@(z,y): [lw2 <1}

1 i f(@iy) = f(®4,94) 47’202 log 1Og2 irz IOg 2
R(f)<—)H 1 £ 0
(f)_m;oguo(Ze ’ )+phm+\/ 5

yeY

where ug = log(1 + 1/e) and o = sup, . [|®(z,y)l|2-

Proof: The proof is similar to that of Theorem 13.3, modulo the observation
that here |w - ®(z,y)| < ||w]|2]|®(z,y)]]2 < ro and modulo the upper bound on
R, (111 (F)). For any sample S = (21, ..., Zy,) of size m, the empirical Rademacher
complexity of IT; (F) can be bounded as follows:

Rs (11, (F)) = iE sup Z%W : ‘I’(ﬂﬂi,y)]

lwll2<17—3
- yey

1 B m
=—E| sup W~Zai<1>(;vi,y)]

m e | wlz2<1

ey i=1
1 m
= —FE |sup 0;®(xi,y)
me | yey ; B 2
1 m
< EZIE ZUi‘I’($i7y)" ]
y€Y i=1 2
m 2
1
< — E P (T,
<15 e[S amen]
yeY =1
-y [ Yee y>2] < I
- [z 21 = 7 —>»
m =\ = vm

where the third equality holds by definition of the dual norm, and the second
inequality by Jensen’s inequality. (|
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The learning guarantee of the theorem for Ly-regularized conditional maxent models
admits the advantage that the bound does not depend on the dimension. It can
be very favorable for ry relatively small. The algorithm can then be very effective,
provided that a small error can be achieved by a non-sparse weight vector.

13.9 Proof of the duality theorem

In this section, we give the full proof of Theorem 13.1.

Proof: The proof is similar to that of Theorem 12.2 and follows by application
of the Fenchel duality theorem (theorem B.39) to the optimization problem (13.4)
with the functions f and g defined for all p € (RY)* and u € RY by f(p) =
E, 3 [D(p[‘lx} [ po[-lw])] ,g9(n) = Te(u)and Ap = 3= 3=, oy D' (2)plylz]®(z,y).
A is a bounded linear map since we have [|Ap|| < [[p|li supex yey [P(,9) [l <
7||p|ly for any p € (RY)¥1. Also, notice that the conjugate of A is given for all
w e RN and (z,y) € X1 x Y by (A*w)(z,y) = w - (D! (z)®(z,y)).

Consider ug € RY defined by uy = E(wjy)mﬁ[é(x, y)] = Apo with pg = (D(-|x))zex, -
Since pg is in dom(f) = AX1, ug is in A(dom(f)). Furthermore, since A is positive,
Uy is contained in int(C). g = Ie equals zero over int(C) and is therefore continuous
over int(€), thus g is continuous at ug and we have uy € A(dom(f)) N cont(g).
Thus, the assumptions of Theorem B.39 hold.

The conjugate function of f is defined for all § = (q[-|2])zex, € (RY)*1 by

ra@= s {ea) - X D@ Bt | |x]>}

peE(RY)™1 z€X
- sw {%; DI yze:y Ply g??"x g;l D[] D(p[-|] || pol- Ix])}
-3 9, e { o] - St ,,M}
- 3 D (2

where, for all z € X; and p € RY1, f, is defined by f,(p) = D(p[-|z] || po[-|z]). By

Lemma B.37, the conjugate function f is given for all g € (R?)*1 by f* [ylz] =

D (x)
alylz]
log <Zyey po[y|x}e’l’1<w>). Thus, f* is given for all g € (RY)** by

aly| =]

= [1og (X oobleleF0)].

oD
x~D yey
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As in the proof of Theorem 12.2, the conjugate function of g = Ie is given for all
w € RY by ¢g*(w) = E(, 5 W ®(2,y)] + A|w|/1. In view of these identities, we
can write, for all w € RY,

~ AW — g (W)
o E~P%(§meﬂwé“”ﬂ*' E [ ®(,y)] - Alwl:

o = (z)~D
= —xNEDl[logZ w,x)] ZW ®(z5,y;) — A|lwl

W q)(wzﬂh)

leog p = Alwlh

—Zm[wwﬁ]an—mm,

AEZ

which proves that supycpy G(W) = minge ryyx, F(p).
The second part of the proof is similar to that of Theorem 12.2. For any w € RY,
we can write

G(w)— E_[D(p"[-|] [l po[-|=])] + E@I[D(p*[~\x] I pw[-[2])]

z~D1 T~

I L R M U R 9 U]

oD po[y|z] Pw[ylz]
y~p”[-|z] y~p*[|z
(z,y)~D Po[y|] z~D? Poy|]
y~p*[-|z]
=-Aw[i+ E jS[VV*I-’(%,y)*10gZ(W,$)]* E@l W ®(z,y) — log Z(w, x)]
(wu) yp"[|a]
= Awh+w-| E @@y E [2@y)]
x,y)~ T~
y~p*[|z]

As the solution of the primal optimization, p* verifies I¢ (]E ot [®(7, y)]) =0,
y~p*[]2]
E 5 [®(2,9)] —E b [®(x, y)]H < \. By Holder’s inequality, this

o y~prla] )
implies the following inequality:

that is

ﬂwm+w[ E [w-®(ey)] ijwﬂ%m}swwmﬂmmzu
(z,y)~D xN*'[ o]
b
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Thus, we can write, for any w € RY,

E_[D@ el pulle)] < E (D"l | polfe))] - Glw).

T~

Now, assume that w verifies |G(W) — supg,ecpv G(W)| < € for some € > 0. Then,
B, _5:[D(p* ] | pol-2])] — G(w) = (sup,, G(w))—G(w) < e implies the inequality
E, 5:[D(p*[-|2] || pw[-|7])] < €. This concludes the proof of the theorem. O

13.10 Chapter notes

The logistic regression model is a classical model in statistics. The term logistic was
introduced by the Belgian mathematician Verhulst [1838, 1845]. An early reference
for logistic regression is the publication of Berkson [1944] who advocated the use of
the logistic function, instead of the cumulative distribution function of the standard
normal distribution (probit model).

Conditional maximum entropy models in natural language processing were in-
troduced by Berger et al. [1996] and were widely adopted for a variety of different
tasks, including part-of-speech tagging, parsing, machine translation, and text cate-
gorization (see tutorial by Manning and Klein [2003]). Our presentation of the con-
ditional Maxent principle, including their regularized variants, the duality theorem
for conditional Maxent models (Theorem 13.1) and their theoretical justifications
are based on [Cortes, Kuznetsov, Mohri, and Syed, 2015]. This chapter provided
two types of justification for these models: one based on the conditional Maxent
principle, another based on standard generalization bounds.

As in the case of Maxent models for density estimation, conditional Maxent mod-
els can be extended by using other Bregman divergences [Lafferty, Pietra, and
Pietra, 1997] and other regularizations. Lafferty [1999] presented a general frame-
work for incremental algorithms based on Bregman divergences that admits logistic
regression as as special case, see also [Collins et al., 2002] who showed that boost-
ing and logistic regression were special instances of a common framework based
on Bregman divergences. The regularized conditional Maxent models presented in
this chapter can be extended similarly using other Bregman divergences. In the
binary classification case, when coordinate descent is used to solve the optimiza-
tion problem of regularized conditional Maxent models, the algorithm coincides
with Lj-regularized AdaBoost modulo the use of the logistic loss instead of the
exponential loss.

Cortes, Kuznetsov, Mohri, and Syed [2015] presented a more general family of
conditional probability models, conditional structural Maxent models, for which
they also presented a duality theorem and gave strong learning guarantees. These
Maxent models are based on feature functions selected from a union of possibly
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very complex sub-families. The resulting algorithms coincide with the DeepBoost
algorithms of Cortes, Mohri, and Syed [2014] in the binary classification case or the
multi-class DeepBoost algorithm of Kuznetsov, Mohri, and Syed [2014] in the multi-
class classification case, when the logistic function is used as a convex surrogate loss
function.

13.11 Exercises

13.1 Extension to Bregman divergences.

(a) Show how conditional Maxent models can be extended by using arbitrary
Bregman divergences instead of the (unnormalized) relative entropy.

(b) Prove a duality theorem similar to Theorem 13.1 for theses extensions.

(c) Derive theoretical guarantees for these extensions. What additional property
is needed for the Bregman divergence so that your learning guarantees hold?

13.2 Stability analysis for Ls-regularized conditional Maxent.

(a) Give an upper bound on the stability of the La-regularized conditional Max-
ent in terms of the sample size and A (Hint: use the techniques and results
of Chapter 14).

(b) Use the previous question to derive a stability-based generalization guarantee
for the algorithm.

13.3 Maximum conditional Maxent. An alternative measure of closeness, instead
of the conditional relative entropy, is the maximum relative entropy over all
x € f)Cl.

(a) Write the primal optimization problem for this maximum conditional Maxent
formulation. Show that it is a convex optimization problem, and discuss its
feasibility and the uniqueness of its solution.

(b) Prove a duality theorem for maximum conditional Maxent and write the
equivalent dual problem.

(c) Analyze the properties of maximum conditional Maxent and give a general-
ization bound for the algorithm.
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13.4 Conditional Maxent with other marginal distributions: discuss and analyze con-
ditional Maxent models when using a distribution Q over X instead of D*. Prove
that a duality theorem similar to Theorem 13.1 holds.



1 4 Algorithmic Stability

In chapters 2-5 and several subsequent chapters, we presented a variety of general-
ization bounds based on different measures of the complexity of the hypothesis set
H used for learning, including the Rademacher complexity, the growth function,
and the VC-dimension. These bounds ignore the specific algorithm used, that is,
they hold for any algorithm using H as a hypothesis set.

One may ask if an analysis of the properties of a specific algorithm could lead
to finer guarantees. Such an algorithm-dependent analysis could have the benefit
of a more informative guarantee. On the other hand, it could be inapplicable to
other algorithms using the same hypothesis set. Alternatively, as we shall see in
this chapter, a more general property of the learning algorithm could be used to
incorporate algorithm-specific properties while extending the applicability of the
analysis to other learning algorithms with similar properties.

This chapter uses the property of algorithmic stability to derive algorithm-dependent
learning guarantees. We first present a generalization bound for any algorithm that
is sufficiently stable. Then, we show that the wide class of kernel-based regular-
ization algorithms enjoys this property and derive a general upper bound on their
stability coefficient. Finally, we illustrate the application of these results to the
analysis of several algorithms both in the regression and classification settings, in-
cluding kernel ridge regression (KRR), SVR, and SVMs.

14.1 Definitions

We start by introducing the notation and definitions relevant to our analysis of
algorithmic stability. We denote by z a labeled example (x,y) € X x Y. The hy-
potheses h we consider map X to a set Y’ sometimes different from Y. In particular,
for classification, we may have Y = {—1,+1} while the hypothesis h learned takes
values in R. The loss functions L we consider are therefore defined over Y’ x Y, with
Y =Y in most cases. For a loss function L: Y’ x Y — R, we denote the loss of
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a hypothesis h at point z by L,(h) = L(h(x),y). We denote by D the distribution
according to which samples are drawn and by H the hypothesis set. The empirical
error or loss of h € H on a sample S = (z1,...,2y,) and its generalization error are
defined, respectively, by

Rs(h) = %i L.(h) and R(h)= E [L.(h)].
=1

Given an algorithm A, we denote by hg the hypothesis hg € H returned by A
when trained on sample S. We will say that the loss function L is bounded by
M >0ifforallhe Hand z € X xY, L.(h) < M. For the results presented in this
chapter, a weaker condition suffices, namely that L.(hg) < M for all hypotheses
hg returned by the algorithm A.

We are now able to define the notion of uniform stability, the algorithmic property
used in the analyses of this chapter.

Definition 14.1 (Uniform stability) Let S and S’ be any two training samples that dif-
fer by a single point. Then, a learning algorithm A is uniformly [S-stable if the
hypotheses it returns when trained on any such samples S and S’ satisfy

Vz€ Z, |L:(hs)— Lz(hs)| < B.

The smallest such B satisfying this inequality is called the stability coefficient
of A.

In other words, when A is trained on two similar training sets, the losses incurred
by the corresponding hypotheses returned by A should not differ by more than 5.
Note that a uniformly [-stable algorithm is often referred to as being §-stable or
even just stable (for some unspecified §). In general, the coefficient S depends on
the sample size m. We will see in section 14.2 that 8 = o(1/4/m) is necessary for
the convergence of the stability-based learning bounds presented in this chapter.
In section 14.3, we will show that a more favorable condition holds, that is, g =
O(1/m), for a wide family of algorithms.

14.2 Stability-based generalization guarantee

In this section, we show that exponential bounds can be derived for the general-
ization error of stable learning algorithms. The main result is presented in theo-
rem 14.2.

Theorem 14.2 Assume that the loss function L is bounded by M > 0. Let A be a
B-stable learning algorithm and let S be a sample of m points drawn i.i.d. according
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to distribution D. Then, with probability at least 1 — § over the sample S drawn,
the following holds:

R(hs) < Rs(hs) + B + (2mB + M)

Proof: The proof is based on the application of McDiarmid’s inequality (theo-
rem D.8) to the function ® defined for all samples S by ®(S) = R(hs) — Rs(hs).
Let S’ be another sample of size m with points drawn i.i.d. according to D that
differs from S by exactly one point. We denote that point by z,, in S, 2/, in S,
ie.,

S=(21y--y2m-1,2m) and S = (21,...,2m_1,2,)-

By definition of ®, the following inequality holds:
|(5") — ®(S)| < |R(hs') — R(hs)| + | R (hs) — Rs(hs)|. (14.1)
We bound each of these two terms separately. By the §-stability of .4, we have
(R(hs) = Rihs)| = | EIL.(hs)] — E[L.(hs)]| < E[L.(hs) - L.(hs')]] < 5.

Using the boundedness of L along with S-stability of A, we also have

~ ~ 1
h — ’ h ’ = —
|Rs(hs) — Rs(hs)| -

( ij L..(hs) - inmg)) L., (hs)— Lo, (hs)

IN

% [( z_: |L2i(h5') — L, (hS’)|) + |Lzm(h5') - Lz;n (hS’)|]

m—1 M M

< B+—<B+—.
m m

m
Thus, in view of (14.1), ® satisfies the condition |[®(S) — ®(5’)| < 28 + . By
applying McDiarmid’s inequality to ®(.S), we can bound the deviation of ® from
its mean as

P [@(S) >e€ +ﬂ;:[<b(5)]} < exp (m) )

or, equivalently, with probability 1 — ¢,
D(S) <e+ ]E[@(S)], (14.2)

where 0 = exp (%) If we solve for € in this expression for §, plug into

(14.2) and rearrange terms, then, with probability 1 — §, we have

(S)< B [B(S))+(2mp+ M)

(14.3)
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We now bound the expectation term, first noting that by linearity of expectation
Eg[®(S)] = Eg[R(hs)] — Es[Rs(hs)]. By definition of the generalization error,

JE R = E [E L) = B [Lh)l  (144)
By the linearity of expectation,
1 m
E — E . = E [L 14.
JE [Rs(ho)l =3 B [L(hs)l= B [L(hs),  (145)

i=1
where the second equality follows from the fact that the z; are drawn i.i.d. and
thus the expectations Egpm[L,,(hg)], i € [m], are all equal. The last expression
in (14.5) is the expected loss of a hypothesis on one of its training points. We can
rewrite it as Egopm[L., (hs)] = Eg ,pm+1[L.(hs')], where S’ is a sample of m
points containing z extracted from the m + 1 points formed by S and z. Thus, in
view of (14.4) and by the j-stability of A, it follows that

B el =] I,gmﬂ[Lz(hs)] - B ILs)]
< E . (1La(hs) ~ Lo(hs)]
< S,ZN]}%mH[B] =B.
We can thus replace Eg[®(S)] by £ in (14.3), which completes the proof. O

The bound of the theorem converges for (m3)//m = o(1), that is 8 = o(1//m).
In particular, when the stability coefficient S is in O(1/m), the theorem guarantees
that R(hg) — Rg(hs) = O(1//m) with high probability. In the next section,
we show that kernel-based regularization algorithms precisely admit this property
under some general assumptions.

14.3 Stability of kernel-based regularization algorithms

Let K be a positive definite symmetric kernel, H the reproducing kernel Hilbert
space associated to K, and || - ||k the norm induced by K in H. A kernel-based
regularization algorithm is defined by the minimization over H of an objective
function Fs based on a training sample S = (z1,..., z,) and defined for all h € H
by:

Fs(h) = Rs(h) + M| hl[%- (14.6)
In this equation, Rg(h) = LS L., (h) is the empirical error of hypothesis & with
respect to a loss function L and A > 0 a trade-off parameter balancing the emphasis
on the empirical error versus the regularization term |h%. The hypothesis set 3
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is the subset of H formed by the hypotheses possibly returned by the algorithm.
Algorithms such as KRR, SVR and SVMs all fall under this general model.

We first introduce some definitions and tools needed for a general proof of an
upper bound on the stability coefficient of kernel-based regularization algorithms.
Our analysis will assume that the loss function L is convex and that it further
verifies the following Lipschitz-like smoothness condition.

Definition 14.3 (c-admissibility) A loss function L is o-admissible with respect to the
hypothesis class H if there exists o € Ry such that for any two hypotheses h,h' € H
and for all (z,y) € X x Y,

[L(W(x),y) — L(h(x),y)| < o|h'(z) — h(z)]. (14.7)

This assumption holds for the quadratic loss and most other loss functions where
the hypothesis set and the set of output labels are bounded by some M € R.:
Vh e H, Ve € X, |h(z)| < M and Vy € Y, |y| < M.

We will use the notion of Bregman divergence, B which can be defined for any
convex and differentiable function F': H — R as follows: for all f,g € H,

Br(fllg) = F(f) = F(9) = (f =9, VF(g)).

Section E.4 presents the properties of the Bregman divergence in more detail and
also contains figure E.2 which illustrates the geometric interpretation of the Breg-
man divergence. We generalize the definition of Bregman divergence to cover the
case of convex but non-differentiable loss functions F' by using the notion of sub-
gradient. For a convex function F': H — R, we denote by F(h) the subdifferential
of I’ at h, which is defined as follows:

OF(h) = {g € H: Yh' € H, F(I') — F(h) > (I — h,g)}.

Thus, OF(h) is the set of vectors g defining a hyperplane supporting function F at
point h (see figure 14.1). Elements of the subdifferential are called subgradients (see
section B.4.1 for more discussion). Note, the subgradient found in 9F(h) coincides
with VF(h) when F is differentiable at h, i.e. dF(h) = {VF(h)}. Furthermore,
at a point h where F' is minimal, 0 is an element of JF(h). The subgradient is
additive, that is, for two convex function Fy and Fy, O(Fy + F2)(h) = {g1+¢g2: g1 €
OF1(h), g2 € OF(h)}. For any h € H, we fix F(h) to be an (arbitrary) element of
OF (h). For any such choice of § F', we can define the generalized Bregman divergence
associated to F' by:

Vh',h € H,Br(h' || h) = F(h') — F(h) — (b — h,0F(h)) . (14.8)
Note that by definition of the subgradient, Bp(h' || k) > 0 for all &', h € H.

Starting from (14.6), we can now define the generalized Bregman divergence of
Fg. Let N denote the convex function h — |h||%. Since N is differentiable,
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1.2
0.8
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Figure 14.1
Illustration of the notion of subgradient: supporting hyperplanes (shown in red, orange and green)
for the function F' (shown in blue) at point h are defined by elements of the subdifferential OF (k).

ON(h) = VN(h) for all h € H, and thus dN (as well as By) is uniquely defined. To
make the definition of the Bregman divergences for Fg and ES compatible so that
Br. = Bj, +ABy, we define 6 Rs in terms of 6Fs by: dRs(h) = 6Fs(h) — AVN ()
for all h € H. Furthermore, we choose dFg(h) to be 0 for any point h where Fg
is minimal and let Fg(h) be an arbitrary element of 0Fg(h) for all other h € H.
We proceed in a similar way to define the Bregman divergences for Fg/ and ﬁS/ SO
that BFS’ = Bﬁs’ + )\BN

We will use the notion of generalized Bregman divergence for the proof of the
following general upper bound on the stability coefficient of kernel-based regular-
ization algorithms.

Proposition 14.4 Let K be a positive definite symmetric kernel such that for all
r € X, K(z,z) < r? for some r € R, and let L be a convex and o-admissible
loss function. Then, the kernel-based reqularization algorithm defined by the mini-
mization (14.6) is B-stable with the following upper bound on f3:

0.2,,,2

p<

m\

Proof: Let h be a minimizer of Fis and A’ a minimizer of Fs/, where samples S and
S’ differ exactly by one point, z,, in S and 2/, in S’. Since the generalized Bregman
divergence is non-negative and since Bp, = Bﬁs + ABy and Bp,, = BES/ + ABy,
we can write

Brs (W'[|h) + By, (h[[1') = A(Bn (W'[|h) + Bn (h][H)).
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Observe that By (h'||h) + Bn(h||h') = — (k' — h,2h) — (h — W', 2R) = 2|’ — h||%.
Let Ah denote h/ — h, then we can write
2X[|AR| %

<Bp(h'[[h) + Brg, (h]|1)

= Fs(h/) — Fs(h) — <h/ — h, (5Fs(h)> + Fsr(h) — Fs/(h/) — <h — h/,ést(h/»

= Fg(h') — Fs(h) + Fs:(h) — Fs:(h')

= Rs(h') — Rs(h) + Rg/(h) — Rs/ ().
The second equality follows from the definition of A’ and h as minimizers and our
choice of the subgradients for minimal points which together imply 6Fs/(h') = 0
and §Fg(h) = 0. The last equality follows from the definitions of Fg and Fg. Next,
we express the resulting inequality in terms of the loss function L and use the fact

that S and S’ differ by only one point along with the o-admissibility of L to get

1
2N|ARIE < —[Le, (W) = Le,, (h) + Ly, (h) = Ly, (W)

IN

o
U AR@)| + [Ah(, )] (14.9)
By the reproducing kernel property and the Cauchy-Schwarz inequality, for all

e X,
Ah(z) = (Ah, K(x,-)) < [|Ah]| k|| K(z, )|k = vV EK(z,2)[|Ah|x < r|Ah| k.

In view of (14.9), this implies ||Ah||x < £-. By the o-admissibility of L and the

reproducing property, the following holds:
Vze X xY,|L.(W) — L.(h)| < o|Ah(z)| < ro||Ah| k,

which gives
022

VzeX xY,|L.(h)—L.(h)| <

)

mA
and concludes the proof. O

Thus, under the assumptions of the proposition, for a fixed A, the stability coefficient
of kernel-based regularization algorithms is in O(1/m).

14.3.1 Application to regression algorithms: SVR and KRR

Here, we analyze more specifically two widely used regression algorithms, Support
Vector Regression (SVR) and Kernel Ridge Regression (KRR), which are both
special instances of the family of kernel-based regularization algorithms.
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SVR is based on the e-insensitive loss L, defined for all (y,y’) € Y x Y by:

0 if [y —yl < e

/ . (14.10)
ly" —y| — € otherwise.

Le(y',y) = {
We now present a stability-based bound for SVR assuming that L. is bounded for
the hypotheses returned by SVR (which, as we shall later see in lemma 14.7, is
indeed the case when the label set Y is bounded).

Corollary 14.5 (Stability-based learning bound for SVR) Assume that K(x,z) < r? for
all x € X for some r > 0 and that L. is bounded by M > 0. Let hg denote the
hypothesis returned by SVR when trained on an i.i.d. sample S of size m. Then,
for any 6 > 0, the following inequality holds with probability at least 1 —§:

2 2 1

N r 2r log =

R(hs) < Rs(hs) + — + (5 + M) s

(hs) < S(S)+mA+ /\+ 2m

Proof: We first show that L.(-) = L.(-,y) is 1-Lipschitz for any y € Y. For any

y',y" €Y, we must consider four cases. First, if |y — y| < e and |y’ — y| < ¢, then

|Le(y")—Le(y')| = 0. Second, if [y’ —y| > e and |y’ —y| > €, then | L (y")—L(y')| =

lv" —y|— 1y —yl| < |y — ¢'|, by the triangle inequality. Third, if |y’ — y| < € and

ly" =yl > €, then [Le(y") = Le(y)| = [lv" —yl—el = [y" —yl—e < [y —y| =y —y| <

ly" —y/|. Fourth, if |y —y| < e and |y’ — y| > €, by symmetry the same inequality
is obtained as in the previous case.

Thus, in all cases, |Le(y”,y)—Le(y', y)| < |y” —%'|. This implies in particular that

L. is o-admissible with o = 1 for any hypothesis set H. By proposition 14.4, under

2
the assumptions made, SVR is $-stable with 3 < . Plugging this expression into
the bound of theorem 14.2 yields the result. (I

We next present a stability-based bound for KRR, which is based on the square
loss Loy defined for all ¢,y € Y by:

Loy’ y) = (v —v)*. (14.11)

As in the SVR setting, we assume in our analysis that Ly is bounded for the
hypotheses returned by KRR (which, as we shall later see again in lemma 14.7, is
indeed the case when the label set Y is bounded).

Corollary 14.6 (Stability-based learning bound for KRR) Assume that K(x,z) < r? for
all © € X for some r > 0 and that Lo is bounded by M > 0. Let hg denote the
hypothesis returned by KRR when trained on an i.i.d. sample S of size m. Then,
for any & > 0, the following inequality holds with probability at least 1 —§:

~ AMr? 8Mr2 log 4
< 9
R(hs) < Rs(hs) + =~ +( : +M)\/ o
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Proof: For any (x,y)e%xldand Jh! €
L2 (2), ) — La(h( :|h< ~ (h(z) - )*|
=\h< @] @) =) + (h(x) = )]
< (I(a) - y\+|h<> yl)|h(2) = ()
< 2VM|h(2) - (),

where we used the M-boundedness of the loss. Thus, Lo is o-admissible with
2

= 2V M. Therefore, by proposition 14.4, KRR is p-stable with g < %.

Plugging this expression into the bound of theorem 14.2 yields the result. O

The previous two corollaries assumed bounded loss functions. We now present a
lemma that implies in particular that the loss functions used by SVR and KRR are
bounded when the label set is bounded.

Lemma 14.7 Assume that K(z,2) < r2 for all z € X for some v > 0 and that for
ally € Y, L(0,y) < B for some B > 0. Then, the hypothesis hg returned by a
kernel-based regularization algorithm trained on a sample S is bounded as follows:

Vz € X, |hs(z)| < ry/B/A.

Proof: By the reproducing kernel property and the Cauchy-Schwarz inequality, we
can write

Ve e X, |hs(x)| = (hs, K(z,-)) < ||hsllx v K (z,2) < rllhs]|k- (14.12)

The minimization (14.6) is over H, which includes 0. Thus, by definition of Fis and
hg, the following inequality holds:
1 m
Fs(hs) < Fs(0) = — S " L(0,y;) < B.
s(hs) < Fs(0) m; (0,9:) <
Since the loss L is non-negative, we have A||hs||% < Fs(hg) and thus A||hg|/% < B.
Combining this inequality with (14.12) yields the result. O

14.3.2 Application to classification algorithms: SVMs
This section presents a generalization bound for SVMs, when using the standard
hinge loss defined for all y € Y = {—1,+1} and ¢’ € R by

0 if 1 —yy <0;

Liinge(y',y) = ) . (14.13)

1 —yy" otherwise.
Corollary 14.8 (Stability-based learning bound for SVMs) Assume that K (z,2) < 12 for
all x € X for some r > 0. Let hg denote the hypothesis returned by SVMs when
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trained on an i.i.d. sample S of size m. Then, for any § > 0, the following inequality
holds with probability at least 1 —

2 2 1

R(hs) < Rs(hs) + % + (2% + \% + 1) l(;fné .
Proof: It is straightforward to verify that Lpinge (-, y) is 1-Lipschitz for any y € Y and
therefore that it is o-admissible with ¢ = 1. Therefore, by proposition 14.4, SVMs
is B-stable with 8 < n% Since |Lninge(0,y)] < 1 for any y € Y, by lemma 14.7,
Ve € X,|hg(x)| < r/vA. Thus, for any sample S and any z € X and y € Y, the
loss is bounded as follows: Lyinge(hs(z),y) < T/\/X + 1. Plugging this value of M
and the one found for 5 into the bound of theorem 14.2 yields the result. ]

Since the hinge loss upper bounds the binary loss, the bound of the corollary 14.8
also applies to the generalization error of hg measured in terms of the standard
binary loss used in classification.

14.3.3 Discussion
Note that the learning bounds presented for kernel-based regularization algorithms
are of the form R(hg) — ﬁs(hs) < O(ﬁ) Thus, these bounds are informative
only when A > 1/y/m. The regularization parameter \ is a function of the sample
size m: for larger values of m, it is expected to be smaller, decreasing the emphasis
on regularization. The magnitude of A affects the norm of the linear hypotheses
used for prediction, with a larger value of A implying a smaller hypothesis norm. In
this sense, A is a measure of the complexity of the hypothesis set and the condition
required for A\ can be interpreted as stating that a less complex hypothesis set
guarantees better generalization.

Note also that our analysis of stability in this chapter assumed a fixed \: the
regularization parameter is assumed to be invariant to the change of one point of
the training sample. While this is a mild assumption, it may not hold in general.

14.4 Chapter notes

The notion of algorithmic stability was first used by Devroye, Rogers and Wag-
ner [Rogers and Wagner, 1978, Devroye and Wagner, 1979a,b] for the k-nearest
neighbor algorithm and other k-local rules. Kearns and Ron [1999] later gave a
formal definition of stability and used it to provide an analysis of the leave-one-
out error. Much of the material presented in this chapter is based on Bousquet
and Elisseeff [2002]. Our proof of proposition 14.4 is novel and generalizes the re-
sults of Bousquet and Elisseeff [2002] to the case of non-differentiable convex losses.
Moreover, stability-based generalization bounds have been extended to ranking al-
gorithms [Agarwal and Niyogi, 2005, Cortes et al., 2007b], as well as to the non-i.i.d.



14.5 Exercises 343

scenario of stationary ®- and S-mixing processes [Mohri and Rostamizadeh, 2010],
and to the transductive setting [Cortes et al., 2008a]. Additionally, exercise 14.5 is
based on Cortes et al. [2010b], which introduces and analyzes stability with respect
to the choice of the kernel function or kernel matrix.

Note that while, as shown in this chapter, uniform stability is sufficient for de-
riving generalization bounds, it is not a necessary condition. Some algorithms may
generalize well in the supervised learning scenario but may not be uniformly stable,
for example, the Lasso algorithm [Xu et al., 2008]. Shalev-Shwartz et al. [2009]
have used the notion of stability to provide necessary and sufficient conditions for a
technical condition of learnability related to PAC-learning, even in general scenarios
where learning is possible only by using non-ERM rules.

14.5 Exercises

14.1 Tighter stability bounds

(a) Assuming the conditions of theorem 14.2 hold, can one hope to guarantee a
generalization with slack better than O(1/y/m) even if the algorithm is very
stable, i.e. 5 — 07

(b) Can you show an O(1/m) generalization guarantee if L is bounded by C/v/m
(a very strong condition)? If so, how stable does the learning algorithm need
to be?

14.2 Quadratic hinge loss stability. Let L denote the quadratic hinge loss function
defined for all y € {+1,—1} and ' € R by
0 if 1—9y'y <0;
Ly, y) = )\ .

(1 —9y'y)* otherwise.
Assume that L(h(x),y) is bounded by M, 1 < M < oo, for all h € H, z € X,
and y € {+1, —1}, which also implies a bound on |h(z)| for all h € H and = € X.
Derive a stability-based generalization bound for SVMs with the quadratic hinge
loss.

14.3 Stability of linear regression.

(a) How does the stability bound in corollary 14.6 for ridge regression (i.e. kernel
ridge regression with a linear kernel) behave as A — 07

(b) Can you show a stability bound for linear regression (i.e. ridge regression
with A = 0)? If not, show a counter-example.
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14.4 Kernel stability. Suppose an approximation of the kernel matrix K, denoted K’,
is used to train the hypothesis A’ (and let A denote the non-approximate hypoth-
esis). At test time, no approximation is made, so if we let k, = [K(z,21),...,
K(x,xm)]T we can write h(r) = a'k, and h'(r) = a'Tk,. Show that if
Vo,2' € X, K(z,2') < r then

rmM

|7 (2) = h(z)] <

K=Kz
(Hint: Use exercise 10.3)

14.5 Stability of relative-entropy regularization.

(a) Consider an algorithm that selects a distribution g over a hypothesis class
which is parameterized by 6 € ©. Given a point z = (z,y) the expected loss
is defined as

H(g,2) = /@ L(ho(x).4)9(0) db

with respect to a base loss function L. Assuming the loss function L is
bounded by M, show that the expected loss H is M-admissible, i.e. show

[H(g,2) — H(g',2)| < M [g|9(0) — g'(6)| df.

(b) Consider an algorithm that minimizes the entropy reqularized objective over
the choice of distribution g:

Fs(g) = = >~ Hlg.) +AK (9, fo)
i=1

Rs(9)

Here, K is the Kullback-Leibler divergence (or relative entropy) between two
distributions,

Ko fo) = [ a(6)10g 255 ab. (14.14)

and fj is some fixed distribution. Show that such an algorithm is stable by
performing the following steps:

i. First use the fact 4 ([g [9(6) 0)]df)? < K(g,g') (Pinsker’s inequality),
to show

2
([ la5t0) ~ as:(0)1 )" < Bic(.g o) + Bt o'l



14.5 Exercises 345

ii. Next, let g be the minimizer of Fs and ¢’ the minimizer of Fg/, where S
and S’ differ only at the index m. Show that

Br(.10)(9llg") + Br (.50 (dll9)
1
< M|H(g/,zm) — H(g,2m) + H(g,2,) — H(g', 2,))|
oM
<= —q ,
<25 [1s0) - @10

iii. Finally, combine the results above to show that the entropy regularized

algorithm is %—s‘cable.






1 5 Dimensionality Reduction

In settings where the data has a large number of features, it is often desirable to
reduce its dimension, or to find a lower-dimensional representation preserving some
of its properties. The key arguments for dimensionality reduction (or manifold
learning) techniques are:

o Computational: to compress the initial data as a preprocessing step to speed up
subsequent operations on the data.

« Visualization: to visualize the data for exploratory analysis by mapping the input
data into two- or three-dimensional spaces.

o Feature extraction: to hopefully generate a smaller and more effective or useful
set of features.

The benefits of dimensionality reduction are often illustrated via simulated data,
such as the Swiss roll dataset. In this example, the input data, depicted in fig-
ure 15.1a, is three-dimensional, but it lies on a two-dimensional manifold that is
“unfolded” in two-dimensional space as shown in figure 15.1b. It is important
to note, however, that exact low-dimensional manifolds are rarely encountered in
practice. Hence, this idealized example is more useful to illustrate the concept of
dimensionality reduction than to verify the effectiveness of dimensionality reduction

algorithms.
Dimensionality reduction can be formalized as follows. Consider a sample S =
(71,...,2m), a feature mapping ®: X — RY and the data matrix X € RVxm

defined as (®(z1),..., ®(x,,)). The ith data point is represented by x; = ®(x;), or
the 7th column of X, which is an N-dimensional vector. Dimensionality reduction
techniques broadly aim to find, for £ < N, a k-dimensional representation of the
data, Y € R¥*™ that is in some way faithful to the original representation X.

In this chapter we will discuss various techniques that address this problem. We
first present the most commonly used dimensionality reduction technique called
principal component analysis (PCA). We then introduce a kernelized version of
PCA (KPCA) and show the connection between KPCA and manifold learning
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Figure 15.1
The “Swiss roll” dataset. (a) high-dimensional representation. (b) lower-dimensional representa-
tion.

algorithms. We conclude with a presentation of the Johnson-Lindenstrauss lemma,
a classical theoretical result that has inspired a variety of dimensionality reduction
methods based on the concept of random projections. The discussion in this chapter
relies on basic matrix properties that are reviewed in appendix A.

15.1 Principal component analysis

Fix k € [N] and let X be a mean-centered data matrix, that is, >, ; x; = 0. Define
Pi. as the set of N-dimensional rank-k orthogonal projection matrices. PCA consists
of projecting the N-dimensional input data onto the k-dimensional linear subspace
that minimizes reconstruction error, that is the sum of the squared Lo-distances
between the original data and the projected data. Thus, the PCA algorithm is
completely defined by the orthogonal projection matrix solution P* of the following
minimization problem:

i PX — X|%. 15.1
in | I (15.1)

The following theorem shows that PCA coincides with the projection of each
data point onto the k top singular vectors of the sample covariance matrix, i.e.,
C = %XX—r for the mean-centered data matrix X. Figure 15.2 illustrates the
basic intuition behind PCA, showing how two-dimensional data points with highly
correlated features can be more succinctly represented with a one-dimensional rep-
resentation that captures most of the variance in the data.

Theorem 15.1 Let P* € Py be the PCA solution, i.e., the orthogonal projection
matriz solution of (15.1). Then, P* = U,U], where Uy € RN** is the matriz
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formed by the top k singular vectors of C = %XXT, the sample covariance matrix
corresponding to X. Moreover, the associated k-dimensional representation of X is
given by Y = U] X.

Proof: Let P = PT be an orthogonal projection matrix. By the definition of
the Frobenius norm, the linearity of the trace operator and the fact that P is
idempotent, i.e., P? = P, we observe that

|IPX — X||2 = Tr[(PX — X) T (PX — X)] = Tr[X TP2X — 2X "PX + X TX]
= - Tr[X"PX] + Tr[X"X].

Since Tr[X " X] is a constant with respect to P, we have

argmin |PX — X||%2 = argmax Tr[X " PX]. (15.2)
PEPy, PEPy
By definition of orthogonal projections in Py, P = UUT for some U € RNV*k
containing orthogonal columns. Using the invariance of the trace operator under
cyclic permutations and the orthogonality of the columns of U, we have
k
Tr[XTPX] = Tr[U' XX U] = > u/ XX u;,
i=1
where u; is the ith column of U. By the Rayleigh quotient (section A.2.3), it
is clear that the largest k singular vectors of XX T maximize the rightmost sum
above. Since XX and C differ only by a scaling factor, they have the same
singular vectors, and thus U, maximizes this sum, which proves the first statement
of the theorem. Finally, since PX = UkU;c'—X, Y = U;X is a k-dimensional
representation of X with Uy as the basis vectors. O

By definition of the covariance matrix, the top singular vectors of C are the di-
rections of maximal variance in the data, and the associated singular values are
equal to these variances. Hence, PCA can also be viewed as projecting onto the
subspace of maximal variance. Under this interpretation, the first principal com-
ponent is derived from projection onto the direction of maximal variance, given by
the top singular vector of C. Similarly, the ith principal component, for 1 < < k,
is derived from projection onto the ith direction of maximal variance, subject to
orthogonality constraints to the previous ¢ — 1 directions of maximal variance (see
exercise 15.1 for more details).

15.2 Kernel principal component analysis (KPCA)

In the previous section, we presented the PCA algorithm, which involved projecting
onto the singular vectors of the sample covariance matrix C. In this section, we
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Example of PCA. (a) Two-dimensional data points with features capturing shoe size measured
with different units. (b) One-dimensional representation that captures the most variance in the
data, generated by projecting onto largest principal component (red line) of the mean-centered
data points.

present a kernelized version of PCA, called KPCA. In the KPCA setting, ® is
a feature mapping to an arbitrary RKHS (not necessarily to RY) and we work
exclusively with a kernel function K corresponding to the inner product in this
RKHS. The KPCA algorithm can thus be defined as a generalization of PCA in
which the input data is projected onto the top principle components in this RKHS.
We will show the relationship between PCA and KPCA by drawing upon the deep
connections among the SVDs of X, C and K. We then illustrate how various
manifold learning algorithms can be interpreted as special instances of KPCA.

Let K be a PDS kernel defined over X x X and define the kernel matrix as K =
X TX. Since X admits the following singular value decomposition: X = UXV T,
C and K can be rewritten as follows:

1
C=—UAU" K=VAV'T, (15.3)
m

where A = 32 is the diagonal matrix of the singular values (equivalently eigenval-
ues) of mC and U is the matrix of the singular vectors (equivalently eigenvectors)
of C (and mC).

Starting with the SVD of X, note that right multiplying by VX~! and using the
relationship between A and X yields U = XVA~1/2, Thus, the singular vector u of
C associated to the singular value \/m coincides with %, where v is the singular
vector of K associated to A. Now fix an arbitrary feature vector x = ®(x) for
x € X. Then, following the expression for Y in theorem 15.1, the one-dimensional
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representation of x derived by projection onto P, = uu' is defined by

Xv kv
T T T
X u=X ——==—, 15.4
AW 154
where k, = (K(x1,2),...,K(zn,2))". If X is one of the data points, i.e., X = x;

for 1 < i < m, then k, is the ith column of K and (15.4) can be simplified as
follows:

T klv

xu—ﬁ—ﬁ—\f)\v“ (15.5)
where v; is the ith component of v. More generally, the PCA solution of theo-
rem 15.1 can be fully defined by the top k singular vectors (or eigenvectors) of K,
Vi,..., Vg, and the corresponding singular values (or eigenvalues). This alternative
derivation of the PCA solution in terms of K precisely defines the KPCA solution,
providing a generalization of PCA via the use of PDS kernels (see chapter 6 for
more details on kernel methods).

15.3 KPCA and manifold learning

Several manifold learning techniques have been proposed as non-linear methods for
dimensionality reduction. These algorithms implicitly assume that high-dimensional
data lie on or near a low-dimensional non-linear manifold embedded in the input
space. They aim to learn this manifold structure by finding a low-dimensional space
that in some way preserves the local structure of high-dimensional input data. For
instance, the Isomap algorithm aims to preserve approximate geodesic distances, or
distances along the manifold, between all pairs of data points. Other algorithms,
such as Laplacian eigenmaps and locally linear embedding, focus only on preserv-
ing local neighborhood relationships in the high-dimensional space. We will next
describe these classical manifold learning algorithms and then interpret them as
specific instances of KPCA.

15.3.1 Isomap

Isomap aims to extract a low-dimensional data representation that best preserves
all pairwise distances between input points, as measured by their geodesic distances
along the underlying manifold. It approximates geodesic distance assuming that Lo
distance provides good approximations for nearby points, and for faraway points
it estimates distance as a series of hops between neighboring points. The Isomap
algorithm works as follows:
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1. Find the ¢ nearest neighbors for each data point based on Lo distance and
construct an undirected neighborhood graph, denoted by G, with points as nodes
and links between neighbors as edges.

2. Compute the approximate geodesic distances, A;;, between all pairs of nodes
(i,7) by computing all-pairs shortest distances in G using, for instance, the
Floyd-Warshall algorithm.

3. Convert the squared distance matrix into a m x m similarity matrix by perform-
ing double centering, i.e., compute Kis, = —%HAH, where A is the squared
distance matrix, H = I,,, — %11T is the centering matrix, I,, is the m x m
identity matrix and 1 is a column vector of all ones (for more details on double
centering see exercise 15.2).

4. Find the optimal k-dimensional representation, Y = {y;} ,, such that Y =
argminy, Y-,  ([ly; — y5/13 — AF;). The solution is given by,

Y = (Sto) 2 Upyg 1 (15.6)

where X, is the diagonal matrix of the top k singular values of Ky, and
Uiso,i are the associated singular vectors.

Ko can naturally be viewed as a kernel matrix, thus providing a simple connection
between Isomap and KPCA. Note, however, that this interpretation is valid only
when Kjg, is in fact positive semidefinite, which is indeed the case in the continuum
limit for a smooth manifold.

15.3.2 Laplacian eigenmaps

The Laplacian eigenmaps algorithm aims to find a low-dimensional representation
that best preserves neighborhood relations as measured by a weight matrix W.
The algorithm works as follows:

1. Find ¢ nearest neighbors for each point.

2. Construct W, a sparse, symmetric m X m matrix, where W,; = exp ( —||%; —
x;]13/0%) if (x;,x;) are neighbors, 0 otherwise, and ¢ is a scaling parameter.

3. Construct the diagonal matrix D, such that D;; = > j W,;.

4. Find the k-dimensional representation by minimizing the weighted distance be-
tween neighbors as,

Y :argYn/linZWiny; —y;H% (15.7)
0,J

This objective function penalizes nearby inputs for being mapped to faraway
outputs, with “nearness” measured by the weight matrix W. The solution to the
minimization in (15.7) is Y = UE,k, where L = D — W is the graph Laplacian
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and UE’,C are the bottom k singular vectors of L, excluding the last singular
vector corresponding to the singular value 0 (assuming that the underlying
neighborhood graph is connected).

The solution to (15.7) can also be interpreted as finding the largest singular vec-
tors of LT, the pseudo-inverse of L. Defining Ky, = LT we can thus view Laplacian
Eigenmaps as an instance of KPCA in which the output dimensions are normalized
to have unit variance, which corresponds to setting A = 1 in (15.5). Moreover, it
can be shown that Kji, is the kernel matrix associated with the commute times of
diffusion on the underlying neighborhood graph, where the commute time between
nodes ¢ and j in a graph is the expected time taken for a random walk to start at
node ¢, reach node j and then return to i.

15.3.3 Locally linear embedding (LLE)

The locally linear embedding (LLE) algorithm also aims to find a low-dimensional
representation that preserves neighborhood relations as measured by a weight ma-
trix W. The algorithm works as follows:

1. Find ¢ nearest neighbors for each point.

2. Construct W, a sparse, symmetric m X m matrix, whose ith row sums to one and
contains the linear coefficients that optimally reconstruct x; from its ¢ neighbors.
More specifically, if we assume that the ith row of W sums to one, then the
reconstruction error is

2 2
(Xi — Z Wm‘Xj) = ( Z Wij(xi — Xj)) = Z WijWikC;-k (158)
JEN; JEN; J,kEN;
where N is the set of indices of the neighbors of point x; and C;k = (x; —

x;) " (x; — xx) the local covariance matrix. Minimizing this expression with the
constraint ), W;; = 1 gives the solution

>r(C ik
st (C st

Note that the solution can be equivalently obtained by first solving the system

W,; = (15.9)

of linear equations ; G}, W;; =1, for k € N;, and then normalizing so that
the weights sum to one.

3. Find the k-dimensional representation that best obeys neighborhood relations
as specified by W, i.e.,

2
Y = argmin ( NTW, ") . 15.10
g Z y ; e (15.10)
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The solution to the minimization in (15.10) is Y = UK,L,C, where M = (I —
WT)(I - WT) and Uy, are the bottom k singular vectors of M, excluding
the last singular vector corresponding to the singular value 0.

As discussed in exercise 15.5, LLE coincides with KPCA used with a particular
kernel matrix Ky p whereby the output dimensions are normalized to have unit
variance (as in the case of Laplacian Eigenmaps).

15.4 Johnson-Lindenstrauss lemma

The Johnson-Lindenstrauss lemma is a fundamental result in dimensionality reduc-
tion that states that any m points in high-dimensional space can be mapped to a
much lower dimension, k > O(IO;#), without distorting pairwise distance between
any two points by more than a factor of (1 +¢€). In fact, such a mapping can be
found in randomized polynomial time by projecting the high-dimensional points
onto randomly chosen k-dimensional linear subspaces. The Johnson-Lindenstrauss
lemma is formally presented in lemma 15.4. The proof of this lemma hinges on
lemma 15.2 and lemma 15.3, and it is an example of the “probabilistic method”,
in which probabilistic arguments lead to a deterministic statement. Moreover, as
we will see, the Johnson-Lindenstrauss lemma follows by showing that the squared
norm of a random vector is sharply concentrated around its mean when the vector
is projected onto a k-dimensional random subspace.

First, we prove the following property of the x? distribution (see definition C.7
in appendix), which will be used in lemma 15.3.

Lemma 15.2 Let Q be a random variable following a x? distribution with k degrees
of freedom. Then, for any 0 < € < 1/2, the following inequality holds:

P(1—e)k < Q< (1+e)k]>1— 2 (=k/A (15.11)
Proof: By Markov’s inequality, we can write
Elexp(AQ)]
> = > < — "
PIQ > (1+ k] = Plexp(Q) > exp(M1 + Ob)] € 2o
(1 —2))~k/2

" exp(A1+e)k)’
where we used for the final equality the expression of the moment-generating func-
tion of a x? distribution, E[exp(AQ)], for A < 1/2 (equation (C.25)). Choosing
A= 2(173_6) < 1/2, which minimizes the right-hand side of the final equality, and
using the inequality 1+ € < exp(e — (€2 — €3)/2) yield

PIQ > (1+ k] < (i;())k/ < (pﬂ;m))k/ = e (5@ - ).
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The statement of the lemma follows by using similar techniques to bound P[Q <
(1 — €)k] and by applying the union bound. O

Lemma 15.3 Let x € RY, define k < N and assume that entries in A € R*¥*N are
sampled independently from the standard normal distribution, N(0,1). Then, for
any 0 < e<1/2,

1
: {u =l < |z Ax < (1 +e>||x|2} >1-2¢ (M (15.12)

Proof: Let X = Ax and observe that

N 9 N N
E[#] =E {(ZAJ-Z-;“) ] =E [ZA?Z.@«?} => af=|x|.
i=1 i=1 i=1

The second and third equalities follow from the independence and unit variance,
respectively, of the A;;. Now, define T = Z;/||x|| and note that the T}s are inde-
pendent standard normal random variables since the A;; are i.i.d. standard normal
random variables and E[EE?] = ||x/|2. Thus, the variable @ defined by Q = Z§=1 Tj2
follows a x?2 distribution with & degrees of freedom and we have

e b
pla-alxi < BE <av o] =pla-or< Yz < a vy

:P[(l—e)k‘SQS (1+e)k}
2 1— 26_(62_63)k/4,

where the final inequality holds by lemma 15.2, thus proving the statement of the
lemma. (]

Lemma 15.4 (Johnson-Lindenstrauss) For any 0 < € < 1/2 and any integer m > 4, let
k= 2016#. Then for any set V of m points in RY , there exists a map f: RN — RF
such that for allu,v € V,

(L= llu—v|? < [f(w) - FW) < A+ u-v[>  (15.13)

Proof: Let f = ﬁA where k& < N and entries in A € R**N are sampled inde-
pendently from the standard normal distribution, N(0,1). For fixed u,v € V, we
can apply lemma 15.3, with x = u — v, to lower bound the success probability by
1 — 2e=(€=€k/4, Applying the union bound over the O(m?) pairs in V, setting
k= g log m and upper bounding € by 1/2, we have

Plsuccess] > 1 — om2e(—k/A _ 1 _omPe3 5 1 _om /25 .

Since the success probability is strictly greater than zero, a map that satisfies the
desired conditions must exist, thus proving the statement of the lemma. ([l
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15.5 Chapter notes

PCA was introduced in the early 1900s by Pearson [1901]. KPCA was introduced
roughly a century later, and our presentation of KPCA is a more concise derivation
of results given by Mika et al. [1999]. Isomap and LLE were pioneering works on
non-linear dimensionality reduction introduced by Tenenbaum et al. [2000], Roweis
and Saul [2000]. Isomap itself is a generalization of a standard linear dimensionality
reduction technique called Multidimensional Scaling [Cox and Cox, 2000]. Isomap
and LLE led to the development of several related algorithms for manifold learning,
e.g., Laplacian Eigenmaps and Maximum Variance Unfolding [Belkin and Niyogi,
2001, Weinberger and Saul, 2006]. As shown in this chapter, classical manifold
learning algorithms are special instances of KPCA [Ham et al., 2004]. The Johnson-
Lindenstrauss lemma was introduced by Johnson and Lindenstrauss [1984], though
our proof of the lemma follows Vempala [2004]. Other simplified proofs of this
lemma have also been presented, including Dasgupta and Gupta [2003].

15.6 Exercises

15.1 PCA and maximal variance. Let X be an uncentered data matrix and let

x = L 3" x; be the sample mean of the columns of X.

(a) Show that the variance of one-dimensional projections of the data onto an
arbitrary vector u equals u' Cu, where C = L " (x; — %)(x; — %) " is the
sample covariance matrix.

(b) Show that PCA with k = 1 projects the data onto the direction (i.e., u'u =
1) of maximal variance.

15.2 Double centering. In this problem we will prove the correctness of the double
centering step in Isomap when working with Euclidean distances. Define X and
X as in exercise 15.1, and define X* as the centered version of X, that is, let
X} = x; — X be the ith column of X*. Let K = X "X, and let D denote the
Euclidean distance matrix, i.e., D;; = ||x; — x|

(a) Show that K,; = 4(K;; + Kj; +D3).

(b) Show that K* = X*'X* =K - K117 - 1L11TK + -L11TK11".
(c) Using the results from (a) and (b) show that

m

* 1 2 1 G 2 1 2 B
Kij:—2[Dij—m;Dik—m;ij+D ,
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where D = 13 37 3 D2 is the mean of the m? entries in D.

(d) Show that K* = —sHDH, where H=1,, — 2117,

15.3 Laplacian eigenmaps. Assume k = 1 and we seek a one-dimensional representa-
tion y. Show that (15.7) is equivalent to y = argmin, y'TLy’, where L is the
graph Laplacian.

15.4 Nystrém method. Define the following block representation of a kernel matrix:
\)\%
Koi|

The Nystrom method uses W € R*! and C € R™*! to generate the approxi-
mation K = CWTCT ~ K.

K — [W K],

and C=
Ky Koao

(a) Show that W is SPSD and that |K — K|z = |Kas — Koy WK, || .

(b) Let K =XTX for some X € RN*m and let X’ € RV*! be the first [ columns
of X. Show that K = XTPUX,X, where Py, is the orthogonal projection
onto the span of the left singular vectors of X'.

(c) Is K SPSD?

(d) If rank(K) = rank(W) = r < m, show that K = K. Note: this statement
holds whenever rank(K) = rank(W), but is of interest mainly in the low-
rank setting.

(e) If m = 20M and K is a dense matrix, how much space is required to store
K if each entry is stored as a double? How much space is required by the
Nystrém method if [ = 10K?

15.5 Expression for K1 g. Show the connection between LLE and KPCA by deriving
the expression for Ky 5.

15.6 Random projection, PCA, and nearest neighbors.

(a) Download the MNIST test set of handwritten digits at:
http://yann.lecun.com/exdb/mnist/t10k-images-idx3-ubyte.gz.

Create a data matrix X € RVX™ from the first m = 2,000 instances of this
dataset (the dimension of each instance should be N = 784).

(b) Find the ten nearest neighbors for each point in X, that is, compute N; 19
for 1 < i < m, where J\/Z-,t denotes the set of the ¢ nearest neighbors for the
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ith datapoint and nearest neighbors are defined with respect to the Lo norm.
Also compute N; 50 for all 1.

(c) Generate X = AX, where A € R¥*N | k =100 and entries of A are sampled
independently from the standard normal distribution. Find the ten nearest
neighbors for each point in X, that is, compute N; 19 for 1 <i < m.

(d) Report the quality of approximation by computing scorejg = % S NG 10N
N 10]. Similarly, compute scoresq = % S NG s0 N NG 10

(e) Generate two plots that show score;g and scoresy as functions of k (i.e.,
perform steps (c) and (d) for k£ = {1,10,50, 100, 250,500}). Provide a one-
or two-sentence explanation of these plots.

(f) Generate similar plots as in (e) using PCA (with various values of k) to
generate X and subsequently compute nearest neighbors. Are the nearest
neighbor approximations generated via PCA better or worse than those gen-
erated via random projections? Explain why.



1 6 Learning Automata and Languages

This chapter presents an introduction to the problem of learning languages. This
is a classical problem explored since the early days of formal language theory and
computer science, and there is a very large body of literature dealing with related
mathematical questions. In this chapter, we present a brief introduction to this
problem and concentrate specifically on the question of learning finite automata,
which, by itself, has been a topic investigated in multiple forms by thousands of
technical papers. We will examine two broad frameworks for learning automata,
and for each, we will present an algorithm. In particular, we describe an algorithm
for learning automata in which the learner has access to several types of query, and
we discuss an algorithm for identifying a sub-class of the family of automata in the
limit.

16.1 Introduction

Learning languages is one of the earliest problems discussed in linguistics and com-
puter science. It has been prompted by the remarkable faculty of humans to learn
natural languages. Humans are capable of uttering well-formed new sentences at
an early age, after having been exposed only to finitely many sentences. Moreover,
even at an early age, they can make accurate judgments of grammaticality for new
sentences.

In computer science, the problem of learning languages is directly related to that
of learning the representation of the computational device generating a language.
Thus, for example, learning regular languages is equivalent to learning finite au-
tomata, or learning context-free languages or context-free grammars is equivalent
to learning pushdown automata.

There are several reasons for examining specifically the problem of learning finite
automata. Automata provide natural modeling representations in a variety of dif-
ferent domains including systems, networking, image processing, text and speech
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Figure 16.1
(a) A graphical representation of a finite automaton. (b) Equivalent (minimal) deterministic
automaton.

processing, logic and many others. Automata can also serve as simple or effi-
cient approximations for more complex devices. For example, in natural language
processing, they can be used to approximate context-free languages. When it is
possible, learning automata is often efficient, though, as we shall see, the problem
is hard in a number of natural scenarios. Thus, learning more complex devices or
languages is even harder.

We consider two general learning frameworks: the model of efficient exact learning
and the model of identification in the limit. For each of these models, we briefly
discuss the problem of learning automata and describe an algorithm.

We first give a brief review of some basic automata definitions and algorithms,
then discuss the problem of efficient exact learning of automata and that of the
identification in the limit.

16.2 Finite automata

We will denote by ¥ a finite alphabet. The length of a string x € ¥* over that
alphabet is denoted by |z|. The empty string is denoted by e, thus |e| = 0. For any
string @ = x; - - - 2 € ¥* of length k > 0, we denote by z[j] = x1 - - - z; its prefix of
length j < k and define z[0] as e.

Finite automata are labeled directed graphs equipped with initial and final states.
The following gives a formal definition of these devices.

Definition 16.1 (Finite automata) A finite automaton A is a 5-tuple (3, Q, I, F, E) where
Y. is a finite alphabet, Q) a finite set of states, I C Q) a set of initial states, F' C Q)
a set of final states, and E C Q x (XU {e}) X Q a finite set of transitions.

Figure 16.1a shows a simple example of a finite automaton. States are represented
by circles. A bold circle indicates an initial state, a double circle a final state. Each
transition is represented by an arrow from its origin state to its destination state
with its label in ¥ U {e}.
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A path from an initial state to a final state is said to be an accepting path. An
automaton is said to be trim if all of its states are accessible from an initial state
and admit a path to a final state, that is, if all of its states lie on an accepting
path. A string x € ¥* is accepted by an automaton A iff x labels an accepting
path. For convenience, we will say that x € X* is rejected by A when it is not
accepted. The set of all strings accepted by A defines the language accepted by A
denoted by L(A). The class of languages accepted by finite automata coincides
with the family of regular languages, that is, languages that can be described by
reqular expressions.

Any finite automaton admits an equivalent automaton with no e-transition, that
is, no transition labeled with the empty string: there exists a general e-removal
algorithm that takes as input an automaton and returns an equivalent automaton
with no e-transition.

An automaton with no e-transition is said to be deterministic if it admits a unique
initial state and if no two transitions sharing the same label leave any given state.
A deterministic finite automaton is often referred to by the acronym DFA, while
the acronym NFA is used for arbitrary automata, that is, non-deterministic finite
automata. Any NFA admits an equivalent DFA: there exists a general (exponential-
time) determinization algorithm that takes as input an NFA with no e-transition
and returns an equivalent DFA. Thus, the class of languages accepted by DFAs
coincides with that of the languages accepted by NFAs, that is regular languages.
For any string « € ¥* and DFA A, we denote by A(x) the state reached in A when
reading x from its unique initial state.

A DFA is said to be minimal if it admits no equivalent deterministic automaton
with a smaller number of states. There exists a general minimization algorithm
taking as input a deterministic automaton and returning a minimal one that runs
in O(|E|log|Q|). When the input DFA is acyclic, that is when it admits no path
forming a cycle, it can be minimized in linear time O(|Q|+|E|). Figure 16.1b shows
the minimal DFA equivalent to the NFA of figure 16.1a.

16.3 Efficient exact learning

In the efficient exact learning framework, the problem consists of identifying a tar-
get concept ¢ from a finite set of examples in time polynomial in the size of the
representation of the concept and in an upper bound on the size of the representa-
tion of an example. Unlike the PAC-learning framework, in this model, there is no
stochastic assumption, instances are not assumed to be drawn according to some
unknown distribution. Furthermore, the objective is to identify the target concept
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exactly, without any approximation. A concept class € is said to be efficiently
exactly learnable if there is an algorithm for efficient exact learning of any c € C.

We will consider two different scenarios within the framework of efficiently exact
learning: a passive and an active learning scenario. The passive learning scenario is
similar to the standard supervised learning scenario discussed in previous chapters
but without any stochastic assumption: the learning algorithm passively receives
data instances as in the PAC model and returns a hypothesis, but here, instances
are not assumed to be drawn from any distribution. In the active learning scenario,
the learner actively participates in the selection of the training samples by using
various types of queries that we will describe. In both cases, we will focus more
specifically on the problem of learning automata.

16.3.1 Passive learning
The problem of learning finite automata in this scenario is known as the minimum
consistent DFA learning problem . It can be formulated as follows: the learner
receives a finite sample S = ((z1,91), - -, (Tm, Ym)) with z; € ¥* and y; € {—1,+1}
for any ¢ € [m]. If y; = +1, then z; is an accepted string, otherwise it is rejected.
The problem consists of using this sample to learn the smallest DFA A consistent
with S, that is the automaton with the smallest number of states that accepts the
strings of S with label +1 and rejects those with label —1. Note that seeking the
smallest DFA consistent with S can be viewed as following Occam’s razor principle.
The problem just described is distinct from the standard minimization of DFAs.
A minimal DFA accepting exactly the strings of S labeled positively may not have
the smallest number of states: in general there may be DFAs with fewer states
accepting a superset of these strings and rejecting the negatively labeled sample
strings. For example, in the simple case S = ((a,+1), (b,—1)), a minimal deter-
ministic automaton accepting the unique positively labeled string a or the unique
negatively labeled string b admits two states. However, the deterministic automa-
ton accepting the language a* accepts a and rejects b and has only one state.
Passive learning of finite automata turns out to be a computationally hard prob-
lem. The following theorems present several negative results known for this prob-
lem.

Theorem 16.2 The problem of finding the smallest deterministic automaton consis-
tent with a set of accepted or rejected strings is NP-complete.

Hardness results are known even for a polynomial approximation, as stated by the
following theorem.

Theorem 16.3 If P # NP, then, no polynomial-time algorithm can be guaranteed to
find a DFA consistent with a set of accepted or rejected strings of size smaller than
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a polynomial function of the smallest consistent DFA, even when the alphabet is
reduced to just two elements.

Other strong negative results are known for passive learning of finite automata
under various cryptographic assumptions.

These negative results for passive learning invite us to consider alternative learn-
ing scenarios for finite automata. The next section describes a scenario leading to
more positive results where the learner can actively participate in the data selection
process using various types of queries.

16.3.2 Learning with queries

The model of learning with queries corresponds to that of a (minimal) teacher or
oracle and an active learner. In this model, the learner can make the following two
types of queries to which an oracle responds:

« membership queries: the learner requests the target label f(x) € {—1,+1} of an
instance x and receives that label;

o equivalence queries: the learner conjectures hypothesis h; it receives the response
yes if h = f, a counter-example otherwise.

We will say that a concept class C is efficiently exactly learnable with membership
and equivalence queries when it is efficiently exactly learnable within this model.

This model is not realistic, since no such oracle is typically available in practice.
Nevertheless, it provides a natural framework, which, as we shall see, leads to
positive results. Note also that for this model to be significant, equivalence must be
computationally testable. This would not be the case for some concept classes such
as that of context-free grammars, for example, for which the equivalence problem
is undecidable. In fact, equivalence must be further efficiently testable, otherwise
the response to the learner cannot be supplied in a reasonable amount of time.?!

Efficient exact learning within this model of learning with queries implies the
following variant of PAC-learning: we will say that a concept class C is PAC-
learnable with membership queries if it is PAC-learnable by an algorithm that has
access to a polynomial number of membership queries.

Theorem 16.4 Let C be a concept class that is efficiently exactly learnable with mem-
bership and equivalence queries, then C is PAC-learnable using membership queries.

Proof: Let A be an algorithm for efficiently exactly learning € using membership
and equivalence queries. Fix €, > 0. We replace in the execution of A for learning

21 For a human oracle, answering membership queries may also become very hard in some cases
when the queries are near the class boundaries. This may also make the model difficult to adopt
in practice.
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target ¢ € €, each equivalence query by a test of the current hypothesis on a
polynomial number of labeled examples. Let D be the distribution according to
which points are drawn. To simulate the tth equivalence query, we draw m; =
%(log% + tlog2) points i.i.d. according to D to test the current hypothesis h;.
If h; is consistent with all of these points, then the algorithm stops and returns
hi. Otherwise, one of the points drawn does not belong to h;, which provides a
counter-example.

Since A learns ¢ exactly, it makes at most T equivalence queries, where T is
polynomial in the size of the representation of the target concept and in an upper
bound on the size of the representation of an example. Thus, if no equivalence
query is positively responded by the simulation, the algorithm will terminate after
T equivalence queries and return the correct concept c. Otherwise, the algorithm
stops at the first equivalence query positively responded by the simulation. The
hypothesis it returns is not an e-approximation only if the equivalence query stop-
ping the algorithm is incorrectly responded positively. By the union bound, since
for any fixed t € [T], P[R(h:) > €] < (1—¢)™t, the probability that for some ¢ € [T,
R(h;) > € can be bounded as follows:

[M]=

P[3t € [T]: R(h) > ¢ < S P[R(hy) > €]

T T s
(I—gm™ Z Z:Q—

Thus, with probability at least 1 — §, the hypothesis returned by the algorithm is
. . . . . . T

an e-approximation. Finally, the maximum number of points drawn is >, ; m; =

%(T log% + @ log 2), which is polynomial in 1/e, 1/§, and T. Since the rest

of the computational cost of A is also polynomial by assumption, this proves the

PAC-learning of C. |
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16.3.3 Learning automata with queries
In this section, we describe an algorithm for efficient exact learning of DFAs with
membership and equivalence queries. We will denote by A the target DFA and by
A the DFA that is the current hypothesis of the algorithm. For the discussion of
the algorithm, we assume without loss of generality that A is a minimal DFA.
The algorithm uses two sets of strings, U and V. U is a set of access strings:
reading an access string v € U from the initial state of A leads to a state A(u). The
algorithm ensures that the states A(u), u € U, are all distinct. To do so, it uses a
set V of distinguishing strings. Since A is minimal, for two distinct states ¢ and ¢’
of A, there must exist at least one string that leads to a final state from ¢ and not
from ¢’, or vice versa. That string helps distinguish q and ¢’. The set of strings V



16.3 Efficient exact learning 365

ol

a b

= =
000+

()

Figure 16.2
(a) Classification tree T', with U = {¢,b,ba} and V = {¢,a}. (b) Current automaton A constructed
using T'. (c) Target automaton A.

help distinguish any pair of access strings in U. They define in fact a partition of
all strings of ¥*.

The objective of the algorithm is to find at each iteration a new access string
distinguished from all previous ones, ultimately obtaining a number of access strings
equal to the number of states of A. It can then identify each state A(u) of A with
its access string u. To find the destination state of the transition labeled with a € %
leaving state wu, it suffices to determine, using the partition induced by V the access
string v’ that belongs to the same equivalence class as ua. The finality of each state
can be determined in a similar way.

Both sets U and V' are maintained by the algorithm via a binary decision tree T
similar to those presented in chapter 9. Figure 16.2a shows an example. T' defines
the partition of all strings induced by the distinguishing strings V. The leaves of T’
are each labeled with a distinct v € U and its internal nodes with a string v € V.
The decision tree question defined by v € V, given a string z € ¥*, is whether av
is accepted by A, which is determined via a membership query. If accepted, z is
assigned to right sub-tree, otherwise to the left sub-tree, and the same is applied
recursively with the sub-trees until a leaf is reached. We denote by T'(z) the label of
the leaf reached. For example, for the tree T' of figure 16.2a and target automaton
A of figure 16.2¢, T'(baa) = b since baa is not accepted by A (root question) and
baaa is (question at node a). At its initialization step, the algorithm ensures that
the root node is labeled with e, which is convenient to check the finality of the
strings.

The tentative hypothesis DFA A can be constructed from T as follows. We denote
by CONSTRUCTAUTOMATON() the corresponding function. A distinct state A(u)
is created for each leaf w € U. The finality of a state E(u) is determined based on
the sub-tree of the root node that u belongs to: E(u) is made final iff u belongs
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QUERYLEARNAUTOMATA ()

1 t+ MEMBERSHIPQUERY (€)
T+ Ty
A Ap
while (EQUIVALENCEQUERY(/T) # TRUE) do
2 + COUNTEREXAMPLE()
if (T =1Tp) then
T < T > NIL replaced with x.
else j < argmin,, A(z[k]) Zr A(z[k])
SpLIT(A(z[j — 1]))
A + CONSTRUCTAUTOMATON(T)

11 return A

© 00 N O U = W N

—
o

Figure 16.3

Algorithm for learning automata with membership and equivalence queries. Ag is a single-state
automaton with self-loops labeled with all a € 3. That state is initial. It is final iff ¢ = TRUE. Ty
is a tree with root node labeled with € and two leaves, one labeled with €, the other with NIL. the
right leaf is labeled with e labels iff ¢ = TRUE. T} is the tree obtained from Ty by replacing NIL
with z.

to the right sub-tree that is iff u = eu is accepted by A. The destination of the
transition labeled with a € X leaving state A(u) is the state A(v) where v = T(ua).
Figure 16.2b shows the DFA A constructed from the decision tree of figure 16.2a.
For convenience, for any = € ¥*, we denote by U (A\(x)) the access string identifying
state A\(m)

Figure 16.3 shows the pseudocode of the algorithm. The initialization steps at
lines 1-3 construct a tree T" with a single internal node labeled with ¢ and one leaf
string labeled with €, the other left undetermined and labeled with NIL. They also
define a tentative DFA A with a single state with self-loops labeled with all elements
of the alphabet. That single state is an initial state. It is made a final state only if
€ is accepted by the target DFA A, which is determined via the membership query
of line 1.

At each iteration of the loop of lines 4-11, an equivalence query is used. If A
is not equivalent to A, then a counter-example string z is received (line 5). If T
is the tree constructed in the initialization step, then the leaf labeled with NIL is
replaced with « (lines 6-7). Otherwise, since x is a counter-example, states A(x)
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Figure 16.4
Ilustration of the splitting procedure SPLIT(A(z[j — 1])).

and A(z) have a different finality; thus, the string = defining A(z) and the access
string U(E(x)) are assigned to different equivalence classes by 7. Thus, there exists
a smallest j such that A(xz[j]) and A(z[j]) are not equivalent, that is, such that the
prefix z[j] of z and the access string U(A(z[j])) are assigned to different leaves by
T. j cannot be 0 since the initialization ensures that g(e) is an initial state and
has the same finality as the initial state A(¢) of A. The equivalence of A(z[j]) and
A(x[j]) is tested by checking the equality of T'(z[j]) and T(U(A(z[j]))), which can
be both determined using the tree T and membership queries (line 8).

Now, by definition, A(z[j — 1]) and A(z[j — 1]) are equivalent, that is T' assigns
x[j —1] to the leaf labeled with U(g(x[j— 1])). But, z[j—1] and U(g(x[j— 1])) must
be distinguished since A(z[j — 1]) and A(z[j — 1]) admit transitions labeled with
the same label x; to two non-equivalent states. Let v be a distinguishing string for
A(z[j]) and A(x[j]). v can be obtained as the least common ancestor of the leaves
labeled with z[j] and U(A(xz[j])). To distinguish z[j — 1] and U(A(z[j — 1])), it
suffices to split the leaf of T" labeled with T'(z[j —1]) to create an internal node z;v
dominating a leaf labeled with z[j — 1] and another one labeled with T'(z[j — 1])
(line 9). Figure 16.4 illustrates this construction. Thus, this provides a new access
string z[j — 1] which, by construction, is distinguished from U(A(z[j — 1])) and all
other access strings.

Thus, the number of access strings (or states of /T) increases by one at each
iteration of the loop. When it reaches the number of states of A, all states of A
are of the form A(u) for a distinct v € U. A and A have then the same number
of states and in fact A = A. Indeed, let (A(u),a, A(v')) be a transition in A, then
by definition the equality A(ua) = A(u') holds. The tree T defines a partition
of all strings in terms of their distinguishing strings in A. Since in A, ua and v’
lead to the same state, they are assigned to the same leaf by 7', that is, the leaf
labeled with «’. The destination of the transition from X(u) with label a is found
by CONSTRUCTAUTOMATON() by determining the leaf in 7" assigned to wa, that

is, «/. Thus, by construction, the same transition (A(u),a, A(«)) is created in A.
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Figure 16.5
Illustration of the execution of Algorithm QUERYLEARNAUTOMATA() for the target automaton A.

Each line shows the current decision tree T and the tentative DFA A constructed using 7. When
A is not equivalent to A, the learner receives a counter-example x indicated in the third column.

Also, a state A(u) of A is final iff u accepted by A that is iff u is assigned to the
right sub-tree of the root node by T', which is the criterion determining the finality
of E(u) Thus, the automata A and A coincide.

The following is the analysis of the running-time complexity of the algorithm. At
each iteration, one new distinguished access string is found associated to a distinct
state of A, thus, at most |A| states are created. For each counter-example z, at
most |z| tree operations are performed. Constructing A requires O(|X[|A|) tree
operations. The cost of a tree operation is O(]A|) since it consists of at most |A|
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membership queries. Thus, the overall complexity of the algorithm is in O(|3||A]?+

n|Al), where n is the maximum length of a counter-example. Note that this analysis

assumes that equivalence and membership queries are made in constant time.
Our analysis shows the following result.

Theorem 16.5 (Learning DFAs with queries) The class of all DFAs is efficiently exactly
learnable using membership and equivalence queries.

Figure 16.5 illustrates a full execution of the algorithm in a specific case. In the
next section, we examine a different learning scenario for automata.

16.4 Identification in the limit

In the identification in the limit framework, the problem consists of identifying a
target concept c¢ exactly after receiving a finite set of examples. A class of languages
is said to be identifiable in the limit if there exists an algorithm that identifies
any language L in that class after examining a finite number of examples and its
hypothesis remains unchanged thereafter.

This framework is perhaps less realistic from a computational point of view since
it requires no upper bound on the number of instances or the efficiency of the
algorithm. Nevertheless, it has been argued by some to be similar to the scenario
of humans learning languages. In this framework as well, negative results hold for
the general problem of learning DFAs.

Theorem 16.6 Deterministic automata are not identifiable in the limit from positive
examples.

Some sub-classes of finite automata can however be successfully identified in the
limit. Most algorithms for inference of automata are based on a state-partitioning
paradigm. They start with an initial DFA, typically a tree accepting the finite set
of sample strings available and the trivial partition: each block is reduced to one
state of the tree. At each iteration, they merge partition blocks while preserving
some congruence property. The iteration ends when no other merging is possible
and the final partition defines the automaton inferred. Thus, the choice of the
congruence fully determines the algorithm and a variety of different algorithms
can be defined by varying that choice. A state-splitting paradigm can be similarly
defined starting from the single-state automaton accepting ¥*. In this section, we
present an algorithm for learning reversible automata, which is a special instance
of the general state-partitioning algorithmic paradigm just described.

Let A= (3,Q,1,F,FE)be aDFA and let 7 be a partition of Q. The DFA defined
by the partition 7 is called the automaton quotient of A and w. It is denoted by
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A/m and defined as follows: A/m = (2,7, I, Fy, Ey) with

I, ={Ber:INB# )}
F,={Bew: FNB#0}
E,={(B,a,B"): 3q,a,¢) € E|qe B, € B',Ben,B €nx}.

Let S be a finite set of strings and let Pref(S) denote the set of prefixes of all strings
of S. A prefix-tree automaton accepting exactly the set of strings S is a particular
DFA denoted by PT(S) = (2, Pref(S), {¢}, S, Es) where ¥ is the set of alphabet
symbols used in S and Eg defined as follows:

Es ={(z,a,za): x € Pref(S),za € Pref(S)}.

Figure 16.7a shows the prefix-tree automaton of a particular set of strings S.

16.4.1 Learning reversible automata

In this section, we show that the sub-class of reversible automata or reversible
languages can be identified in the limit. In particular, we show that the language
can be identified given a positive presentation.

A positive presentation of a language L is an infinite sequence (x,,)nen such that
{zn:n € N} = L. Thus, in particular, for any x € L there exists n € N such that
T = xn,. An algorithm identifies L in the limit from a positive presentation if there
exists NV € N such that for n > N the hypothesis it returns is L.

Given a DFA A, we define its reverse A® as the automaton derived from A by
making the initial state final, the final states initial, and by reversing the direction
of every transition. The language accepted by the reverse of A is precisely the
language of the reverse (or mirror image) of the strings accepted by A.

Definition 16.7 (Reversible automata) A finite automaton A is said to be reversible iff
both A and AT are deterministic. A language L is said to be reversible if it is the
language accepted by some reversible automaton.

Some direct consequences of this definition are that a reversible automaton A has
a unique final state and that its reverse A is also reversible. Note also that a trim
reversible automaton A is minimal. Indeed, if states ¢ and ¢’ in A are equivalent,
then, they admit a common string = leading both from ¢ and from ¢’ to a final
state. But, by the reverse determinism of A, reading the reverse of x from the final
state must lead to a unique state, which implies that ¢ = ¢’.

For any u € ¥* and any language L C ¥*, let Suff(u) denote the set of all
possible suffixes in L for u:

Suffy,(u) = {v e X*: uv € L}. (16.1)
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Suffr (u) is also often denoted by u=tL. Observe that if L is a reversible language,
then the following implication holds for any two strings u, u’ € X*:

Suff (u) N Suffy(u') # 0 = Suffy(u) = Suff(v). (16.2)

Indeed, let A be a reversible automaton accepting L. Let ¢ be the state of A
reached from the initial state when reading v and ¢’ the one reached reading u’. If
v € Suffy,(u) N Suff,(u'), then v can be read both from ¢ and ¢’ to reach the final
state. Since AF is deterministic, reading back the reverse of v from the final state
must lead to a unique state, therefore ¢ = ¢/, that is Suff (u) = Suff 1, (u').

Let A = (X%,Q,{i0},{fo},E) be a reversible automaton accepting a reversible
language L. We define a set of strings S, as follows:

Sp={dlglflg] : ¢ € QYU {dlg],a, fl¢'] : ¢,¢' € Q,a € X},

where d]g] is a string of minimum length from iy to ¢, and f[g] a string of minimum
length from ¢ to fo. As shown by the following proposition, S characterizes the
language L in the sense that any reversible language containing Sy must contain
L.

Proposition 16.8 Let L be a reversible language. Then, L is the smallest reversible
language containing Sy,.

Proof: Let L’ be a reversible language containing Sy, and let © = z1---x, be a
string accepted by L, with zp € ¥ for k € [n] and n > 1. For convenience, we
also define g as e. Let (go,21,q1) - (¢n—-1,%n,qn) be the accepting path in A
labeled with x. We show by recurrence that Suffr/(xg---xy) = Suff/(d[gx]) for
all k € {0,...,n}. Since d[qo] = d[ig] = €, this clearly holds for k¥ = 0. Now
assume that Suffp/(vo---2zx) = Suffr/(d[gx]) for some k € {0,...,n — 1}. This
implies immediately that Suff/ (z¢ - zxxr1) = Suff 1/ (d]gg]zr+1). By definition,
Sp, contains both d[gr11]f[qr+1] and d[qr]xg+1f[gr+1]. Since L’ includes S, the
same holds for L'. Thus, f[gr+1] belongs to Suff 1/ (d[gr+1) N Suff 1/ (d[gr]xk+1)- In
view of (16.2), this implies that Suffr.(d[gx]zk+1) = Suffr/(d[gr+1]). Thus, we
have Suffr: (zq - - - zpxry1) = Suff/(d[ge+1]). This shows that Suffy/ (zg---zx) =
Suffz/(d[gx]) holds for all k& € {0,...,n}, in particular, for k = n. Note that since
qn = fo, we have f[q,] = €, therefore d[q,] = d[gn]f[gn] is in S, C L', which implies
that Suffr/(d[gs]) contains e and thus that Suff;/(xg---2,) contains e. This is
equivalent to x = zg---x,, € L. O

Figure 16.6 shows the pseudocode of an algorithm for inferring a reversible au-
tomaton from a sample S of m strings x4, ..., 2,,. The algorithm starts by creating
a prefix-tree automaton A for S (line 1) and then iteratively defines a partition 7 of
the states of A, starting with the trivial partition mo with one block per state (line
2). The automaton returned is the quotient of A and the final partition 7 defined.
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LEARNREVERSIBLEAUTOMATA(S = (21,...,%m))
1 A=(2,Q,{io}, F, E) + PT(S)

2w < o b trivial partition.
3 usT « {(f,f'): f' € F} v f arbitrarily chosen in F'.
4 while LIST # () do
5 REMOVE(LIST, (g1, ¢2))
6 if B(qq,7) # B(g2, ) then
7 By < B(q1,m)
8 By « B(ga, )
9 for all a € ¥ do
10 if (succ(By,a) # 0) A (suce(Ba,a) # () then
11 ADD(LIST, (suce(By, a), succ(Ba, a)))
12 if (pred(Bi,a) # 0 A (pred(Bz,a) # 0)) then
13 ADD(LIST, (pred(Bi, a), pred(Bs, a)))
14 UPDATE(succ, pred, By, B)
15 7 < MERGE(w, By, Bs)
16 return A/w
Figure 16.6

Algorithm for learning reversible automata from a set of positive strings S.

The algorithm maintains a list LIST of pairs of states whose corresponding blocks
are to be merged, starting with all pairs of final states (f, f') for an arbitrarily
chosen final state f € F (line 3). We denote by B(g,7) the block containing ¢
based on the partition .

For each block B and alphabet symbol a € ¥, the algorithm also maintains a
successor succ(B,a), that is, a state that can be reached by reading a from a state
of B; succ(B,a) = () if no such state exists. It maintains similarly the predecessor
pred(B, a), which is a state that admits a transition labeled with a leading to a
state in B; pred(B,a) = 0 if no such state exists.

Then, while LIST is not empty, a pair is removed from LIST and processed as
follows. If the pair (¢1,q]) has not been already merged, the pairs formed by the
successors and predecessors of By = B(qi,7) and Bz = B(ge, 7) are added to LIST
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(a)

Figure 16.7

Example of inference of a reversible automaton. (a) Prefix-tree PT(S) representing S =
(¢, aa, bb, aaaa, abab, abba, baba). (b) Automaton A returned by LEARNREVERSIBLEAUTOMATA()
for the input S. A double-direction arrow represents two transitions with the same label with op-
posite directions. The language accepted by A is that of strings with an even number of as and bs.

(lines 10-13). Before merging blocks B; and B into a new block B’ that defines
a new partition 7 (line 15), the successor and predecessor values for the new block
B’ are defined as follows (line 14). For each symbol a € X, succ(B’,a) = 0 if
succ(By,a) = succ(Ba,a) = 0, otherwise succ(B’,a) is set to one of succ(Bi,a)
if it is non-empty, succ(Ba,a) otherwise. The predecessor values are defined in a
similar way. Figure 16.7 illustrates the application of the algorithm in the case of
a sample with m = 7 strings.

Proposition 16.9 Let S be a finite set of strings and let A = PT(S) be the
prefix-tree  automaton defined from S.  Then, the final partition defined by
LEARNREVERSIBLEAUTOMATA() used with input S is the finest partition 7 for
which A/7 is reversible.

Proof: Let T be the number of iterations of the algorithm for the input sample S.
We denote by 7; the partition defined by the algorithm after ¢ > 1 iterations of the
loop, with 7 the final partition.

A/7r is a reversible automaton since all final states are guaranteed to be merged
into the same block as a consequence of the initialization step of line 3 and, for
any block B, by definition of the algorithm, states reachable by a € 3 from B are
contained in the same block, and similarly for those admitting a transition labeled
with a to a state of B.

Let 7" be a partition of the states of A for which A/n’ is reversible. We show by
recurrence that 7 refines «’. Clearly, the trivial partition g refines /. Assume
that 74 refines 7’ for all s < t. w41 is obtained from 7 by merging two blocks
B(q1,m) and B(qa,m). Since m; refines 7', we must have B(q,m) C B(q,7)
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and B(qa,m) C B(ga,n’). To show that w41 refines 7/, it suffices to prove that
B(q1,7") = B(ga, 7).

A reversible automaton has only one final state, therefore, for the partition 7/,
all final states of A must be placed in the same block. Thus, if the pair (g1, ¢2)
processed at the (¢ 4+ 1)th iteration is a pair of final states placed in LIST at the
initialization step (line 3), then we must have B(qi,n’) = B(qz,7’). Otherwise,
(g1, 42) was placed in LIST as a pair of successor or predecessor states of two states
q; and ¢4 merged at a previous iteration s < ¢. Since 7y refines 7/, ¢} and ¢} are
in the same block of " and since A/7’ is reversible, ¢; and g2 must also be in the
same block as successors or predecessors of the same block for the same label a € 3,
thus B(q1, ') = B(g2, 7). O

Theorem 16.10 Let S be a finite set of strings and let A be the automaton returned
by LEARNREVERSIBLEAUTOMATA() when used with input S. Then, L(A) is the
smallest reversible language containing S.

Proof: Let L be a reversible language containing S, and let A’ be a reversible
automaton with L(A’) = L. Since every string of S is accepted by A’, any u €
Pref(S) can be read from the initial state of A’ to reach some state g(u) of A’
Consider the automaton A” derived from A’ by keeping only states of the form
¢(u) and transitions between such states. A” has the unique final state of A’ since
q(u) is final for u € S, and it has the initial state of A’, since € is a prefix of strings
of S. Furthermore, A” directly inherits from A’ the property of being deterministic
and reverse deterministic. Thus, A" is reversible.

The states of A” define a partition of Pref(S): u,v € Pref(S) are in the same block
iff g(u) = g(v). Since by definition of the prefix-tree PT'(S), its states can be iden-
tified with Pref(.S), the states of A” also define a partition 7" of the states of PT'(S)
and thus A” = PT(S)/#'. By proposition 16.9, the partition 7 defined by algorithm
LEARNREVERSIBLEAUTOMATA() run with input S is the finest such that PT(S)/7
is reversible. Therefore, we must have L(PT(S)/w) C L(PT(S)/n") = L(A").
Since A” is a sub-automaton of A’, L contains L(A") and therefore L(PT(S)/7) =
L(A), which concludes the proof. O

Theorem 16.11 (Identification in the limit of reversible languages) Let L be a reversible
language, then algorithm LEARNREVERSIBLEAUTOMATA( ) identifies L in the limit
from a positive presentation.

Proof: Let L be a reversible language. By proposition 16.8, L admits a finite
characteristic sample Sy. Let (z,)nen be a positive presentation of L and let
X,, denote the union of the first n elements of the sequence. Since Sj, is finite,
there exists N > 1 such that S; C Xy. By theorem 16.10, for any n > N,
LEARNREVERSIBLEAUTOMATA() run on the finite sample X,, returns the smallest
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reversible language L’ containing X, a fortiori Sy, which, by definition of Sy,
implies that L' = L. |

The main operations needed for the implementation of the algorithm for learning
reversible automata are the standard FIND and UNION to determine the block a
state belongs to and to merge two blocks into a single one. Using a disjoint-set
data structure for these operations, the time complexity of the algorithm can be
shown to be in O(na(n)), where n denotes the sum of the lengths of all strings
in the input sample S and «(n) the inverse of the Ackermann function, which is
essentially constant (a(n) < 4 for n < 1080).

16.5 Chapter notes

For an overview of finite automata and some related results, see Hopcroft and
Ullman [1979] or the more recent Handbook chapter by Perrin [1990], as well as
the series of books by M. Lothaire [Lothaire, 1982, 1990, 2005] and the even more
recent book by De la Higuera [2010].

Theorem 16.2, stating that the problem of finding a minimum consistent DFA is
NP-hard, is due to Gold [1978]. This result was later extended by Angluin [1978].
Pitt and Warmuth [1993] further strengthened these results by showing that even an
approximation within a polynomial function of the size of the smallest automaton
is NP-hard (theorem 16.3). Their hardness results apply also to the case where
prediction is made using NFAs. Kearns and Valiant [1994] presented hardness
results of a different nature relying on cryptographic assumptions. Their results
imply that no polynomial-time algorithm can learn consistent NFAs polynomial in
the size of the smallest DFA from a finite sample of accepted and rejected strings if
any of the generally accepted cryptographic assumptions holds: if factoring Blum
integers is hard; or if the RSA public key cryptosystem is secure; or if deciding
quadratic residuosity is hard. Most recently, Chalermsook et al. [2014] improved
the non-approximation guarantee of Pitt and Warmuth [1993] to a tight bound.

On the positive side, Trakhtenbrot and Barzdin [1973] showed that the smallest
finite automaton consistent with the input data can be learned exactly from a
uniform complete sample, whose size is exponential in the size of the automaton.
The worst-case complexity of their algorithm is exponential, but a better average-
case complexity can be obtained assuming that the topology and the labeling are
selected randomly [Trakhtenbrot and Barzdin, 1973] or even that the topology is
selected adversarially [Freund et al., 1993].

Cortes, Kontorovich, and Mohri [2007a] study an approach to the problem of
learning automata based on linear separation in some appropriate high-dimensional
feature space; see also Kontorovich et al. [2006, 2008]. The mapping of strings to
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that feature space can be defined implicitly using the rational kernels presented in
chapter 6, which are themselves defined via weighted automata and transducers.

The model of learning with queries was introduced by Angluin [1978], who also
proved that finite automata can be learned in time polynomial in the size of the
minimal automaton and that of the longest counter-example. Bergadano and Var-
ricchio [1995] further extended this result to the problem of learning weighted au-
tomata defined over any field (see also an optimal algorithm by Bisht et al. [2006]).
Using the relationship between the size of a minimal weighted automaton over a
field and the rank of the corresponding Hankel matrix, the learnability of many
other concepts classes such as disjoint DNF can be shown [Beimel et al., 2000].
Our description of an efficient implementation of the algorithm of Angluin [1982]
using decision trees is adapted from Kearns and Vazirani [1994].

The model of identification in the limit of automata was introduced and analyzed
by Gold [1967]. Deterministic finite automata were shown not to be identifiable in
the limit from positive examples [Gold, 1967]. But, positive results were given for
the identification in the limit of a number of sub-classes, such as the family of k-
reversible languages Angluin [1982] considered in this chapter. Positive results also
hold for learning subsequential transducers Oncina et al. [1993]. Some restricted
classes of probabilistic automata such as acyclic probabilistic automata were also
shown by Ron et al. [1995] to be efficiently learnable.

There is a vast literature dealing with the problem of learning automata. In
particular, positive results have been shown for a variety of sub-families of finite
automata in the scenario of learning with queries and learning scenarios of different
kinds have been introduced and analyzed for this problem. The results presented
in this chapter should therefore be viewed only as an introduction to that material.

16.6 Exercises

16.1 Minimal DFA. Show that a minimal DFA A also has the minimal number of
transitions among all other DFAs equivalent to A. Prove that a language L is
regular iff Q = {Suff(u): v € ¥*} is finite. Show that the number of states of
a minimal DFA A with L(A) = L is precisely the cardinality of Q.

16.2 VC-dimension of finite automata.

(a) What is the VC-dimension of the family of all finite automata? What does
that imply for PAC-learning of finite automata? Does this result change if
we restrict ourselves to learning acyclic automata (automata with no cycles)?
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(b) Show that the VC-dimension of the family of DFAs with at most n states is
bounded by O(|X|nlogn).

16.3 PAC learning with membership queries. Give an example of a concept class
C that is efficiently PAC-learnable with membership queries but that is not
efficiently exactly learnable.

16.4 Learning monotone DNF formulae with queries. Show that the class of mono-
tone DNF formulae over n variables is efficiently exactly learnable using mem-
bership and equivalence queries. (Hint: a prime implicant t of a formula f is a
product of literals such that ¢ implies f but no proper sub-term of ¢ implies f.
Use the fact that for monotone DNF, the number of prime implicants is at the
most the number of terms of the formula.)

16.5 Learning with unreliable query responses. Consider the problem where the
learner must find an integer x selected by the oracle within [n], where n > 1
is given. To do so, the learner can ask questions of the form (xr < m?) or
(x > m?) for m € [n]. The oracle responds to these questions but may give an
incorrect response to k questions. How many questions should the learner ask
to determine x? (Hint: observe that the learner can repeat each question 2k + 1
times and use the majority vote.)

16.6 Algorithm for learning reversible languages. What is the DFA A returned by
the algorithm for learning reversible languages when applied to the sample S =
{ab, aaabb, aabbb, aabbbb}? Suppose we add a new string to the sample, say
x = abab. How should A be updated to compute the result of the algorithm
for S U {x}? More generally, describe a method for updating the result of the
algorithm incrementally.

16.7 k-reversible languages. A finite automaton A’ is said to be k-deterministic if it
is deterministic modulo a lookahead k: if two distinct states p and ¢ are both
initial, or are both reached from another state r by reading a € ¥, then no
string v of length k can be read in A’ both from p and ¢. A finite automaton
A is said to be k-reversible if it is deterministic and if A® is k-deterministic. A
language L is k-reversible if it is accepted by some k-reversible automaton.

(a) Prove that L is k-reversible iff for any strings u,u’,v € X* with |v| = k,

Suff, (uwv) N Suff (u'v) # 0 = Suffy(uv) = Suff L (u'v).

(b) Show that a k-reversible language admits a characteristic language.
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(¢) Show that the following defines an algorithm for learning k-reversible au-
tomata. Proceed as in the algorithm for learning reversible automata but
with the following merging rule instead: merge blocks By and Bs if they can
be reached by the same string u of length k from some other block and if By
and By are both final or have a common successor.



1 7 Reinforcement Learning

This chapter presents an introduction to reinforcement learning, a rich area of
machine learning with connections to control theory, optimization, and cognitive
sciences. Reinforcement learning is the study of planning and learning in a scenario
where a learner actively interacts with the environment to achieve a certain goal.
This active interaction justifies the terminology of agent used to refer to the learner.
The achievement of the agent’s goal is typically measured by the reward it receives
from the environment and which it seeks to maximize.

We first introduce the general scenario of reinforcement learning and then intro-
duce the model of Markov decision processes (MDPs), which is widely adopted in
this area, as well as essential concepts such as that of policy or policy value related
to this model. The rest of the chapter presents several algorithms for the planning
problem, which corresponds to the case where the environment model is known to
the agent, and then a series of learning algorithms for the more general case of an
unknown model.

17.1 Learning scenario

The general scenario of reinforcement learning is illustrated by figure 17.1. Un-
like the supervised learning scenario considered in previous chapters, here, the
learner does not passively receive a labeled data set. Instead, it collects informa-
tion through a course of actions by interacting with the environment. In response
to an action, the learner or agent, receives two types of information: its current
state in the environment, and a real-valued reward, which is specific to the task
and its corresponding goal.

The objective of the agent is to maximize its reward and thus to determine the
best course of actions, or policy, to achieve that objective. However, the information
he receives from the environment is only the immediate reward related to the action
just taken. No future or long-term reward feedback is provided by the environment.
An important aspect of reinforcement learning is to consider delayed rewards or
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action

- @

Environment

reward

Figure 17.1
Representation of the general scenario of reinforcement learning.

penalties. The agent is faced with the dilemma between exploring unknown states
and actions to gain more information about the environment and the rewards, and
exploiting the information already collected to optimize its reward. This is known
as the exploration versus exploitation trade-off inherent to reinforcement learning.

Note that there are several differences between the learning scenario of reinforce-
ment learning and that of supervised learning examined in most of the previous
chapters. Unlike supervised learning, in reinforcement learning there is no fixed
distribution according to which instances are drawn; it is the choice of a policy
that defines the distribution over observations. In fact, slight changes to the policy
may have dramatic effects on the rewards received. Furthermore, in general, the
environment may not be fixed and could vary as a result of the actions selected by
the agent. This may be a more realistic model for some learning problems than
the standard supervised learning. Finally, note that, unlike supervised learning, in
reinforcement learning, training and testing phases are intermixed.

Two main settings can be distinguished here: the one where the environment
model is known to the agent, in which case its objective of maximizing the reward
received is reduced to a planning problem; and the one where the environment
model is unknown, in which case the agent faces a learning problem. In the latter
setting, the agent must learn from the state and reward information gathered to
both gain information about the environment and determine the best action policy.
This chapter presents algorithmic solutions for both of these settings.

17.2 Markov decision process model
We first introduce the model of Markov decision processes (MDPs), a model of the
environment and interactions with the environment widely adopted in reinforcement

learning. An MDP is a Markovian process defined as follows.

Definition 17.1 (MDPs) A Markov decision process (MDP) is defined by:
o a set of states S, possibly infinite.
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a/Tit1 a1 /Tig2
----- B
Figure 17.2

Illustration of the states and transitions of an MDP at different times.

« a start state or initial state sg € S.

o a set of actions A, possibly infinite.

« a transition probability P[s'|s, a]: distribution over destination states ' = 6(s,a).
« a reward probability P[r'|s,a]: distribution over rewards returned r' = r(s,a).

The model is Markovian because the transition and reward probabilities depend
only on the current state s and not the entire history of states and actions taken.
This definition of MDP can be further generalized to the case of non-discrete state
and action sets.

In a discrete-time model, actions are taken at a set of decision epochs {0, ..., T},
and this is the model we will adopt in what follows. This model can also be
straightforwardly generalized to a continuous-time one where actions are taken at
arbitrary points in time.

When T is finite, the MDP is said to have a finite horizon. Independently of the
finiteness of the time horizon, an MDP is said to be finite when both S and A are
finite sets. Here, we are considering the general case where the reward r(s,a) at
state s when taking action a is a random variable. However, in many cases, the
reward is assumed to be a deterministic function the state and action pair (s, a).

Figure 17.2 illustrates the model corresponding to an MDP. At time t € {0,...,T'}
the state observed by the agent is s; and it takes action a; € A. The state reached
is s411 (with probability P[s;y1]st,a¢]) and the reward received ry1; € R (with
probability P[rii1]st, ai])-

Many real-world tasks can be represented by MDPs. Figure 17.3 gives the example
of a simple MDP for a robot picking up balls on a tennis court.

17.3 Policy

The main problem for an agent in an MDP environment is to determine the action
to take at each state, that is, an action policy.

17.3.1  Definition

Definition 17.2 (Policy) A policy is a mapping w: S — A(A), where A(A) is the set
of probability distributions over A. A policy 7 is deterministic if for any s, there
exists a unique a € A such that w(s)(a) = 1. In that case, we can identify m with a
mapping from S to A and use w(s) to denote that action.
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More precisely, this is the definition of a stationary policy since the choice of the
distribution of actions does not depend on time. More generally, we could define a
non-stationary policy as a sequence of mappings 7;: S — A(A) indexed by ¢. In
particular, in the finite horizon case, a non-stationary policy is typically necessary
for optimizing rewards.

The agent’s objective is to find a policy that maximizes its expected (reward)
return. The return it receives following a deterministic policy m along a specific
sequence of states sg, ..., st is defined as follows:

« for a finite horizon (T’ < c0): Y/, r(se,7m(st)).
« for an infinite horizon (T = oco): 3,55 v'r(s¢,m(s¢)), wherey € [0,1) is a constant
factor less than one used to discount future rewards.

Note that the return is a single scalar summarizing a possibly infinite sequence
of immediate rewards. In the discounted case, early rewards are viewed as more
valuable than later ones.

17.3.2 Policy value
This leads to the following definition of the value of a policy at each state.

Definition 17.3 (Policy value) The value V;(s) of a policy 7 at state s € S is defined
as the expected reward returned when starting at s and following policy m:

« finite horizon: Vi(s) = Eq,r(s,) [ZthoT(Sta at) ‘ S0 = s] ;
« infinite discounted horizon: Vi (s) = Eq,wr(s,) {Zz;og 'ytr(st,at) ‘ S0 = s],

where the expectations are over the random selection of an action a; according to
the distribution w(s;), which is explicitly indicated, and over the random states sy
reached and the reward values r(st,at).m An infinite undiscounted horizon is also
often considered based on the limit of the average reward, when it exists.

17.3.3 Optimal policies

Starting from a state s € S, to maximize its reward, an agent naturally seeks a
policy 7 with the largest value V;.(s). In this section, we will show that, remarkably,
for any finite MDP in the infinite horizon setting, there exists a policy that is optimal
for any start state, that is one with the following definition.

Definition 17.4 (Optimal policy) A policy 7* is optimal if its value is mazximal for every
state s € S, that is, for any policy m and any state s € S, Vo« (s) > Vi (s).

22 More generally, in all that follows, the randomization with respect to the reward function and
the next state will not be explicitly indicated to simplify the notation.
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Figure 17.3

Example of a simple MDP for a robot picking up balls on a tennis court. The set of actions is
A = {search, carry, pickup} and the set of states reduced to S = {start, other}. Each transition
is labeled with the action followed by the probability of the transition probability and the reward
received after taking that action. Ri, R2, and R3 are real numbers indicating the reward associated
to each transition (case of deterministic reward).

Moreover, we will show that for any MDP there exists a deterministic optimal
policy. To do so, it is convenient to introduce the notion of state-action value
function.

Definition 17.5 (State-action value function) The state-action value function Q) associ-
ated to a policy 7 is defined for all (s,a) € S X A as the expected return for taking
action a € A at state s € S and then following policy 7 :

Qr(s,a) =E[r(s,a)] + [Z’y r(st, at ’ S0 = 8,a9 = a] (17.1)

at~7r(st)
=E [r(s,a) + YV (s1) ‘ S0 =$,a0 = a]

Observe that Eqwr(s) [@r(s,a)] = Vz(s) (see also proposition 17.9)
Theorem 17.6 (Policy improvement theorem) For any two policies m and @' the follow-
ing holds:

(vses, E [Qxls.0)] =

ar~7!(s)

[Qa(s, a)]) = (vs €S, Vi(s) > V,r(s)).

aNTI'(S)

Furthermore, a strict inequality for at least one state s in the left-hand side implies
a strict inequality for at least one s in the right-hand side.
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Proof: Assume that m and 7’ verify the left-hand side. For any s € S, we have
Vi(s) = a~IE(s) [Qw(s, a)]
< E [Qx(s,a)]

ar~’(8)

= [rsa + YV ( sl)‘sozs}

aNTI'/(é)

= [r [Qﬂ(sl,al)] S0 = 3}
a~7r’(s 0«1'\’77(51)

< {T E  [Qr(s1,a1)] ‘ 50 = 8}
a~T (s CL1N7T'(‘?1)

- B, [r(s,a>+w<s1,a1> 92 Ve(s2) [ 50 = 5].

aj~7'(s1)

Proceeding in this way shows that for any 7" > 1:

Vi(s) < [Z’y E[r(st, at)] T+1VW(5T+1)

ai~T (st)

80—5:|.

Vi(s) < [Zy Efr(s;, a;) ‘sozs} = Vi (s).

ap~m (91)

Since Vi (s74+1) is bounded, taking the limit T — +oco gives

Finally, any strict inequality in the left-hand side property results in a strict in-
equality in the chain of inequalities above. O

Theorem 17.7 (Bellman’s optimality condition) A policy w is optimal iff for any pair
(s,a) € S x A with w(s)(a) > 0 the following holds:
a € argmax Q,(s,a’). (17.2)
a’'€A
Proof: By Theorem 17.6, if the condition (17.2) does not hold for some (s,a)
with 7(s)(a) > 0, then the policy 7 is not optimal. This is because 7 can then
be improved by defining 7’ such that «’(s’) = w(s) for s’ # s and 7'(s) concen-
trated on any element of argmax, ¢4 Qx(s,a’). « verifies Eqnr(s) [Qr(s',a)] =
Eqmn(s) [Qn(s,a)] for 8" # s and Eqop(s) [@r(5,a)] > Equn(s) [@n(s,a)]. Thus,
by Theorem 17.6, Vs (s) > V(s) for at least one s and 7 is not optimal.
Conversely, let 7’ be a non-optimal policy. Then there exists a policy 7 and at
least one state s for which Vi/(s) < Vz(s). By Theorem 17.6, this implies that
there exists some state s € S with E,xr(s) [Qw(s,a)] < Eqrn(s) [Qw(s, a)}. Thus,
7' cannot satisfy the condition (17.2). O
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Theorem 17.8 (Existence of an optimal deterministic policy) Any finite MDP admits an
optimal deterministic policy.

Proof: Let 7* be a deterministic policy maximizing ) ¢ Vz(s). 7" exists since
there are only finitely many deterministic policies. If 7* were not optimal, by
Theorem 17.7, there would exist a state s with m(s) ¢ argmax, 4 Qx(s,a’). By
theorem 17.6, 7* could then be improved by choosing a policy m with 7(s) €
argmax, ¢ 4, Q~(s,a’) and 7 coinciding with 7* for all other states. But then m
would verify Vi.(s) < Vi(s) with a strict inequality at least for one state. This
would contradict the fact that 7* maximizes ) ¢ V(). O

In view of the existence of a deterministic optimal policy, in what follows, to
simplify the discussion, we will consider only deterministic policies. Let 7* denote
a (deterministic) optimal policy, and let Q* and V* denote its corresponding state-
action value function and value function. By Theorem 17.7, we can write

Vs €S, m(s) = argmax Q*(s, a). (17.3)
a€A

Thus, the knowledge of the state-action value function Q* is sufficient for the agent
to determine the optimal policy, without any direct knowledge of the reward or
transition probabilities. Replacing Q* by its definition gives the following system
of equations for the optimal policy values V*(s) = Q*(s, 7*(s)):

Vse S, V(s )—max{ (s,a) +’yz s'|s,alV s')}, (17.4)

s'esS

also known as Bellman equations. Note that this system of equations is not linear
due to the presence of the max operator.

17.3.4 Policy evaluation
The value of a policy at state s can be expressed in terms of its values at other
states, forming a system of linear equations.

Proposition 17.9 (Bellman equations) The values V;(s) of policy m at states s € S
for an infinite horizon MDP obey the following system of linear equations:

Vs e S, Vi(s) = LE (S)[r(s,al)] +7 Y Pls'|s, ()] Ve (s). (17.5)
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Proof: We can decompose the expression of the policy value as a sum of the first
term and the rest of the terms, which admit v as a multiplier:

+oo
Z’ytr(st,w(st)) S0 = 51 .
=0
So = .;|

+oo
s1 = 5(5,71'(5))]

Vi(s) =E

=E[r(s,m(s))] +7E Z’Ytr(stﬂﬂf(stﬂ))

t=0
—+oo

> 4 (segrm(ser1))

t=0
= E[T‘(S, ’/T(S)] + ’YE[VTA'((S(S? W(S)))]

=E[r(s,m(s))] + 7 E

This completes the proof. O

This a linear system of equations, also known as Bellman equations, that is distinct
from the non-linear system (17.4). The system can be rewritten as

V=R +-PV, (17.6)

using the following notation: P denotes the transition probability matrix defined
by Py = P[s'|s,w(s)] for all 5,8’ € S; V is the value column matrix whose sth
component is V; = V;(s); and R the reward column matrix whose sth component
is Ry = E[r(s,n(s)]. V is typically the unknown variable in the Bellman equations
and is determined by solving for it.

The following theorem shows that, for a finite MDP, this system of linear equa-
tions admits a unique solution.

Theorem 17.10 For a finite MDP, Bellman’s equations admit a unique solution
given by
Vo= (I-~P)"'R. (17.7)

Proof: The Bellman equations (17.6) can be equivalently written as
(I-9P)V =R.

Thus, to prove the theorem it suffices to show that (I —~P) is invertible. To do so,
note that the infinity of P can be computed using its stochasticity properties:

IP]|oo = maxz Py | = maxZP[s’|s,7r(s)] =1.

This implies that ||[yP|l.c = 7 < 1. The eigenvalues of 4P are thus all less than
one, and (I —4P) is invertible. O
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Thus, for a finite MDP, when the transition probability matrix P and the reward
expectations R are known, the value of policy 7 at all states can be determined by
inverting a matrix.

17.4 Planning algorithms

In this section, we assume that the environment model is known. That is, the
transition probability P[s|s,a] and the expected reward E[r(s,a)] for all s,s" € S
and a € A are assumed to be given. The problem of finding the optimal policy then
does not require learning the parameters of the environment model or estimating
other quantities helpful in determining the best course of actions, it is purely a
planning problem.

This section discusses three algorithms for this planning problem: the value iter-
ation algorithm, the policy iteration algorithm, and a linear programming formu-
lation of the problem.

17.4.1 Value iteration
The value iteration algorithm seeks to determine the optimal policy values V*(s)
at each state s € S, and thereby the optimal policy. The algorithm is based on
the Bellman equations (17.4). As already indicated, these equations do not form
a system of linear equations and require a different technique to determine the
solution. The main idea behind the design of the algorithm is to use an iterative
method to solve them: the new values of V(s) are determined using the Bellman
equations and the current values. This process is repeated until a convergence
condition is met.

For a vector V in RIS, we denote by V (s) its sth coordinate, for any s € S. Let
&: RISl — RISI be the mapping defined based on Bellman’s equations (17.4):

Vs € S,[@(V)](s) = max { Efr(s,a) +7 P[s'|s,a]V(s’)}. (17.8)
s'eS

The maximizing actions a € A in these equations define an action to take at each
state s € S, that is a policy m. We can thus rewrite these equations in matrix terms

as follows:
®(V) = max{R; + 1PV}, (17.9)

where P is the transition probability matrix defined by (P)ss = P[s'|s, m(s)] for
all 5,8 € 9, and R, the reward vector defined by (R,)s; = E[r(s,n(s)], for all
ses.

The algorithm is directly based on (17.9). The pseudocode is given above. Start-
ing from an arbitrary policy value vector Vo € RIS!, the algorithm iteratively applies
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VALUEITERATION(V))
1 V< Vs > Vgarbitrary value
2 while |V — ®(V)|| > 122 do
3 V « ®(V)
4 return (V)

Figure 17.4
Value iteration algorithm.

® to the current V to obtain a new policy value vector until |V —®(V)| < %,
where € > 0 is a desired approximation. The following theorem proves the conver-

gence of the algorithm to the optimal policy values.

Theorem 17.11 For any initial value Vg, the sequence defined by V11 = ®(V,,)
converges to V*.

Proof: We first show that @ is 4-Lipschitz for the || - [[o0.?® For any s € S and
V € RISl let a*(s) be the maximizing action defining ®(V)(s) in (17.8). Then, for
any s € S and any U € RISl

B(V)(s) — B(U)(s) < B(V)(s) - (E[ (5,07 ()] +7 D Pls' | 5,0" ()] U(s)))

s’eS
=7 Y Ps|s,a”(s)][V(s) = U(s)]
s’eS
<y Y Plls,a*(5)][V = Ulloe =4IV = Ull.
s’eS

Proceeding similarly with ®(U)(s) — ®(V)(s), we obtain ®(U)(s) — ®(V)(s) <
YV = Ul|oo. Thus, |2(V)(s) — ®(U)(s)] < 79||V — Ul for all s, which implies
)

[2(V) = @(U)[ec <9IV = Ulle,

23 A B-Lipschitz function with 8 < 1 is also called B-contracting. In a complete metric space, that
is a metric space where any Cauchy sequence converges to a point of that space, a S-contracting
function f admits a fized point: any sequence (f(zn))nen converges to some z with f(z) = z.
RN, N > 1, or, more generally, any finite-dimensional vector space, is a complete metric space.
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Figure 17.5

Example of MDP with two states. The state set is reduced to S = {1,2} and the action set
to A = {a,b,c,d}. Only transitions with non-zero probabilities are represented. Each transition
is labeled with the action taken followed by a pair [p,r]| after a slash separator, where p is the
probability of the transition and r the expected reward for taking that transition.

that is the +-Lipschitz property of ®. Now, by Bellman equations (17.4), V* =
®(V*), thus for any n € N,

IV = Visillso = 1B(VF) = @(Va) [l <AV = Voo <"V = Vi,

which proves the convergence of the sequence to V* since v € (0,1). ]
The e-optimality of the value returned by the algorithm can be shown as follows.
By the triangle inequality and the y-Lipschitz property of ®, for any n € N,
V" = Viqilleo S IVF = @(Vigi)lloo + [[2(Vig1) = Vi lloo
= [[2(V") = @(Vii1)lloo + | R(Vini1) = 2(Vi) oo
<AV = Visilleo + 71 Vit = Valloo:

Thus, if V,,4; is the policy value returned by the algorithm, we have

* 2
[V = Viiilleo < 17||Vn+1 —Vallo <€
-7
The convergence of the algorithm is in O(log%) number of iterations. Indeed,
observe that
[Vii1=Valloo = [|®(Va) =B (Vi-1)lloo <YIVi—Va-illeo <7"|®(Vo) = Volloo-
Thus, if n is the largest integer such that % < |[Vit1 — Villoo, it must verify

(1;77)6 < 7" ®(Vo) — Vol and therefore n < O(log 1).2*

24 Here, the O-notation hides the dependency on the discount factor 4. As a function of «, the
running time is not polynomial.
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POLICYITERATION (1)

1 w<< m B> arbitrary policy

2 7« NIL
3 while (7 # ') do
4 V «+ V, b policy evaluation: solve (I —~+P,)V =R,.
5 w7
6 7 argmax, {R; + YP.V} > greedy policy improvement.
7 return T
Figure 17.6

Policy iteration algorithm.

Figure 17.5 shows a simple example of MDP with two states. The iterated values
of these states calculated by the algorithm for that MDP are given by
3

Vi (1) = max {2 49 (2v, (1) 4 ivn(z)) 249V,

V,11(2) = max {3 T AV, (1),2 + wn(z)}.

For V(1) = =1, V((2) = 1, and v = 1/2, we obtain V(1) = V1(2) = 5/2. Thus,
both states seem to have the same policy value initially. However, by the fifth
iteration, V(1) = 4.53125, V5(2) = 5.15625 and the algorithm quickly converges
to the optimal values V*(1) = 14/3 and V*(2) = 16/3 showing that state 2 has a
higher optimal value.

17.4.2 Policy iteration
An alternative algorithm for determining the best policy consists of using pol-
icy evaluations, which can be achieved via a matrix inversion, as shown by theo-
rem 17.10. The pseudocode of the algorithm known as policy iteration algorithm
is given in figure 17.6. Starting with an arbitrary action policy mg, the algorithm
repeatedly computes the value of the current policy 7 via that matrix inversion and
greedily selects the new policy as the one maximizing the right-hand side of the
Bellman equations (17.9).

The following theorem proves the convergence of the policy iteration algorithm.
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Theorem 17.12 Let (V,)nen be the sequence of policy values computed by the algo-
rithm, then, for any n € N, the following inequalities hold:

V, <V, < V- (17.10)

Proof: Let 7,41 be the policy improvement at the nth iteration of the algorithm.
We first show that (I — 4P, .,)~' preserves ordering, that is, for any column
matrices X and Y in RIS/, if (Y — X) > 0, then (I — 7P, ,,) (Y — X) > 0.
As shown in the proof of theorem 17.10, ||[yP|loc = v < 1. Since the radius of
convergence of the power series (1 —x)~! is one, we can use its expansion and write
(I - ’YPﬂ'n+1)71 = 2(7P7n+1)k'
k=0
Thus, if Z= (Y —X) >0, then T—~P,, ) 'Z = Z?;O(VPMH)kZ > 0, since
the entries of matrix P and its powers are all non-negative as well as those of
Z.

Now, by definition of 7,1, we have

Tn41

Rﬂ'n+1 =+ ’}/P‘ﬂ'n+1Vn > Rﬂ'n, + 'YPﬂ'nVn = an

which shows that R, ., > (I— P, )V,. Since (I —yP, . )~" preserves or-
dering, this implies that V41 = (I—~P~ ., )"'Ry ., >V, which concludes the

proof of the theorem. O

Note that two consecutive policy values can be equal only at the last iteration of
the algorithm. The total number of possible policies is |A|‘S |, thus this constitutes
a straightforward upper bound on the maximal number of iterations. Better upper
bounds of the form O(%) are known for this algorithm.

For the simple MDP shown by figure 17.5, let the initial policy mg be defined by
mo(1) = b, m(2) = ¢. Then, the system of linear equations for evaluating this policy
is

{Vmu) = 149V (2)

Vo (2) = 2+ 7V, (2),

which gives V(1) = % and V,(2) = %

Theorem 17.13 Let (U, )nen be the sequence of policy values generated by the value
iteration algorithm, and (V,)nen the one generated by the policy iteration algo-
rithm. If Uy = Vy, then,

VneN, U, <V, <V~ (17.11)

Proof: We first show that the function ® previously introduced is monotonic. Let
U and V be such that U < 'V and let 7 be the policy such that ®(U) = R, +~+P,U.
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Then,
®(U) <R; +9P,V < max{Ry + 7PV} = (V).

The proof is by induction on n. Assume that U,, < V,,, then by the monotonicity
of ®, we have

Uy =2(U,) < 8(V,) = max{R; + 7PV, }.

Let 7,41 be the maximizing policy, that is, 7,41 = argmax_{R,+~P,V,}. Then,
®(V,) = Rﬂn+1 + 7P7rn+1vn < Rﬂ'n+1 + 'YPﬂn+1Vn+1 =V,i1,

and thus Un+1 S Vn+1- O

The theorem shows that the policy iteration algorithm converges in a smaller num-
ber of iterations than the value iteration algorithm due to the optimal policy. But,
each iteration of the policy iteration algorithm requires computing a policy value,
that is, solving a system of linear equations, which is more expensive to compute
than an iteration of the value iteration algorithm.

17.4.3 Linear programming

An alternative formulation of the optimization problem defined by the Bellman
equations (17.4) or the proof of Theorem 17.8 is via linear programming (LP), that
is an optimization problem with a linear objective function and linear constraints.
LPs admit (weakly) polynomial-time algorithmic solutions. There exist a variety
of different methods for solving relatively large LPs in practice, using the simplex
method, interior-point methods, or a variety of special-purpose solutions. All of
these methods could be applied in this context.

By definition, the equations (17.4) are each based on a maximization. These
maximizations are equivalent to seeking to minimize all elements of {V(s): s € S}
under the constraints V(s) > E[r(s,a)] + v, cgP[s']s,a]V(s'), (s € S). Thus,
this can be written as the following LP for any set of fixed positive weights a(s) > 0,
(s € 9):

min a(s)V (s 17.12
g eV (17.12)

subject to Vs € S,Va € A,V(s) > E[r(s,a)] + v Z P[s'|s,a]V (s'),
s'es
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where o > 0 is the vector with the sth component equal to a(s).2> To make each
coefficient «(s) interpretable as a probability, we can further add the constraints
that > .ga(s) = 1. The number of rows of this LP is [S||A| and its number
of columns |S|. The complexity of the solution techniques for LPs is typically
more favorable in terms of the number of rows than the number of columns. This
motivates a solution based on the equivalent dual formulation of this LP which can
be written as

max Z E[r(s,a)] z(s,a) (17.13)
* s€S,acA
subject to Vs € S, Z x(s'ya) =al(s') +~ Z P[s'|s,a] (s, a)
acA s€S,acA

Vs € S,Va € A x(s,a) >0,

and for which the number of rows is only |S| and the number of columns |S||A|.
Here x(s,a) can be interpreted as the probability of being in state s and taking
action a.

17.5 Learning algorithms

This section considers the more general scenario where the environment model of
an MDP, that is the transition and reward probabilities, is unknown. This matches
many realistic applications of reinforcement learning where, for example, a robot is
placed in an environment that it needs to explore in order to reach a specific goal.

How can an agent determine the best policy in this context? Since the environ-
ment models are not known, it may seek to learn them by estimating transition or
reward probabilities. To do so, as in the standard case of supervised learning, the
agent needs some amount of training information. In the context of reinforcement
learning with MDPs, the training information is the sequence of immediate rewards
the agent receives based on the actions it has taken.

There are two main learning approaches that can be adopted. One known as the
model-free approach consists of learning an action policy directly. Another one, a
model-based approach, consists of first learning the environment model, and then of
using that to learn a policy. The Q-learning algorithm we present for this problem
is widely adopted in reinforcement learning and belongs to the family of model-free
approaches.

25 Let us emphasize that the LP is only in terms of the variables V(s), as indicated by the subscript
of the minimization operator, and not in terms of V (s) and a(s).
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The estimation and algorithmic methods adopted for learning in reinforcement
learning are closely related to the concepts and techniques in stochastic approxi-
mation. Thus, we start by introducing several useful results of this field that will
be needed for the proofs of convergence of the reinforcement learning algorithms
presented.

17.5.1 Stochastic approximation

Stochastic approximation methods are iterative algorithms for solving optimization
problems whose objective function is defined as the expectation of some random
variable, or to find the fixed point of a function H that is accessible only through
noisy observations. These are precisely the type of optimization problems found in
reinforcement learning. For example, for the Q-learning algorithm we will describe,
the optimal state-action value function Q* is the fixed point of some function H
that is defined as an expectation and thus not directly accessible.

We start with a basic result whose proof and related algorithm show the flavor of
more complex ones found in stochastic approximation. The theorem is a general-
ization of a result known as the strong law of large numbers. It shows that under
some conditions on the coefficients, an iterative sequence of estimates ., converges
almost surely (a.s.) to the mean of a bounded random variable.

Theorem 17.14 (Mean estimation) Let X be a random variable taking values in [0, 1]
and let xg, ..., Ty be i.i.d. values of X. Define the sequence (fm)men by

tmt1 = (1 — ) o + Qi @om, (17.14)
with pig = xo, am € [0,1], 37 s am = +00 and 3, <, a? < +o0. Then,
fm —25 E[X]. (17.15)

Proof: We give the proof of the Ly convergence. The a.s. convergence is shown
later for a more general theorem. By the independence assumption, for m > 0,

Var(ttm 1] = (1 — o )? Var(u,] + o2, Var[z,,] < (1 — ap,) Var|p,] + o?,. (17.16)

Let € > 0 and suppose that there exists N € N such that for all m > N, Var[u,,] > €.
Then, for m > N,

Var(pm 1] < Var(im] — o Var|p,] + o2, < Var[um] — ame + a2,

which implies, by reapplying this inequality, that

m+N m+N
Var(pimn] < Varluy] —€ Y an+ Y a,
n=N n=N

— —o00 when m—oco
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contradicting Var[tm,+n] > 0. Thus, this contradicts the existence of such an
integer N. Therefore, for all N € N, there exists my > N such that Var|u,,,] <e.

Choose N large enough so that for all m > N, the inequality «,, < € holds. This
is possible since the sequence (a2,)men and thus (o, )men converges to zero in view
of Y-, 50 a2, < +oo. We will show by induction that for any m > myg, Var|u,,] <,
which implies the statement of the theorem.

Assume that Var[u,,] < € for some m > mg. Then, using this assumption,
inequality 17.16, and the fact that «,, < ¢, the following inequality holds:

Var[pim+1] < (1 — oy )€+ €y = €.

Thus, this proves that lim,, 4 Var[u,,] = 0, that is the Lo convergence of p,, to
E[X]. O

Note that the hypotheses of the theorem related to the sequence (v, )men hold
in particular when «,,, = % The special case of the theorem with this choice of oy,
coincides with the strong law of large numbers. This result has tight connections
with the general problem of stochastic optimization.

Stochastic optimization is the general problem of finding the solution to the
equation

x = H(x),

where x € RV, when

« H(z) cannot be computed, for example, because H is not accessible or because
the cost of its computation is prohibitive;

« but an i.i.d. sample of m noisy observations H(x;) + w; are available, i € [m],
where the noise random variable w has expectation zero: E[w] = 0.

This problem arises in a variety of different contexts and applications. As we shall
see, it is directly related to the learning problem for MDPs.

One general idea for solving this problem is to use an iterative method and define
a sequence (X¢)en in a way similar to what is suggested by theorem 17.14:

Xt+1 = (1 — Oét)Xt —+ [H(Xt) + Wt} (1717)
= Xt +Oét[H(Xt) + Wy —Xt], (1718)

where (at)ten follow conditions similar to those assumed in theorem 17.14. More
generally, we consider sequences defined via

Xer1 = Xt + arD(xe, Wy), (17.19)

where D is a function mapping RY x R to RY. There are many different theorems
guaranteeing the convergence of this sequence under various assumptions. We will
present one of the most general forms of such theorems, which relies on the following
result.
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Theorem 17.15 (Supermartingale convergence) Let (Xy)ien, (Yi)ien, and (Zi)ien be
sequences of non-negative random variables such that Z;:th < 4o00. Let Fy
denote all the information fort' <t: F, = {(Xy)v<t, Y )v<t, (Zv)v<e}. Then, if
E |:Xt+1 ’.7-}} < X¢+ Y — Z;, the following holds:
o X; converges to a limit (with probability one).
:'_:08 Zt < +o00.
The following is one of the most general forms of such theorems.

Theorem 17.16 Let D be a function mapping RN x RN to RY, (w;)ien a sequence
of random variables in RN, (ay)ien a sequence of real numbers, and (x¢)ien a
sequence defined by x;11 = x; + ayD(x¢, wy) with xo € RN. Let F; denote the
entire history up to t, that is: F; = {(x¢)v<e, (We)v<i—1, (w)r<i}, and let ¥
denote the function x — 3||x—x*||3 for some x* € RN. Assume that D and (a)sen
verify the following conditions:

« 3K, K, €R: E [||D(xt,wt 12 |]—'t] <Ky + Ko U(xy);
«3e>0: VU(x,) E [D(xt,wt |]-‘t] < —eW(xy);
ey >0, Et o Q¢ = 00, Zt o O < 400.

Then, the sequence x; converges almost surely to x*:
Xp —2 x*, (17.20)
Proof: Since function ¥ is quadratic, a Taylor expansion gives
U(xp41) = U(x) + VU(x) " (Xp41 — X¢) + %(xtﬂ — %) "V2U(x,) (X1 — X¢).
Thus,

B ()| 7] = W(x) + 009 (00) T E [ Dl )| 7] + 4L B [ DG w0217

5 (Kl + K2V (xy))

K K
s (atcf % 2>\I/(xt).

< U(xy) — oucU(xy) +

=W(x;) +

Since by assumption the series Y, o7 is convergent, (a?); and thus (ay); con-

) W (x,)
has the sign of a;c¥(x;) and is non-negative, since ay > 0, ¥U(x;) > 0, and
¢ > 0. Thus, by the supermartingale convergence theorem 17.15, ¥(x;) con-
verges and 3,5 (« 22](2 )W(x;) < +00. Since ¥(x;) converges and 3,5 af <
+00, we have Y% O‘tzl(z\ll(xt) < +oo. But, since 3% oy = 4oo, if the limit
of U(x;) were non-zero, we would have Zj:g a;c¥(x;) = 4o0o. This implies

vHo

verges to zero. Therefore, for ¢ sufficiently large, the term (oztc —
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that the limit of W(x;) is zero, that is lim; o ||x¢ — x*|]2 — 0, which implies
xp =2 x* U

The following is another related result for which we do not present the full proof.

Theorem 17.17 Let H be a function mapping RY to RN, (wy)ien a sequence of ran-
dom variables in RN, (a4)ien a sequence of real numbers, and (X¢)ien a sequence

defined by
Vs € [N],  xer1(s) = xe(s) + () [H(xe) (5) — xu(s) + we(s)]
fO’I’ some Xg € RN DEﬁTLB ./—"t by JT"t = {(Xt’)t’§t7 (Wt/)t/gt—l(at’)t’gt}; that is the
entire history up to t, and assume that the following conditions are met:
« 3K, K eR: E [||wt||2(8) ’.7-}} < Ky + Ka ||x¢||? for some norm || - ||;
«E[w|F] =0;
. Vs € [N], Z;Og a(s) = 400, Z:—:Og a?(s) < +oo; and
e« H is a || - ||oo-contraction with fixed point x*.

Then, the sequence X; converges almost surely to x*:
X =2 x*, (17.21)

The next sections present several learning algorithms for MDPs with an unknown
model.

17.5.2 TD(0) algorithm

This section presents an algorithm, TD(0) algorithm, for evaluating a policy in
the case where the environment model is unknown. The algorithm is based on
Bellman’s linear equations giving the value of a policy 7 (see proposition 17.9):

Vi(s) = E[r(s,m(s)] +~ Z P[s'|s, m(s)]Va(s")
=E [r(s,m(s)) +Vr(s)]s].
However, here the probability distribution according to which this last expectation

is defined is not known. Instead, the TD(0) algorithm consists of

. sampling a new state s’; and

« updating the policy values according to the following, which justifies the name of
the algorithm:

V(s) < (1= a)V(s) + ar(s, 7(s)) + 7V (s')]
=V (s)+alr(s,m(s)) + vV (s') — V(s)]. (17.22)

temporal difference of V values

Here, the parameter « is a function of the number of visits to the state s.
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TD(0)()
1 V + V> initialization.
2 fort«+ 0toT do

3 $ < SELECTSTATE()

4 for each step of epoch t do

5 r’ < REWARD(s, m(s))

6 s' < NEXTSTATE(T, s)

7 V(s) « (1 —a)V(s) +a[r ++V(s')]
8 s+ s

9 returnV

The pseudocode of the algorithm is given above. The algorithm starts with an
arbitrary policy value vector V. An initial state is returned by SELECTSTATE at
the beginning of each epoch. Within each epoch, the iteration continues until a
final state is found. Within each iteration, action w(s) is taken from the current
state s following policy w. The new state s’ reached and the reward r’ received are
observed. The policy value of state s is then updated according to the rule (17.22)
and current state set to be s'.

The convergence of the algorithm can be proven using theorem 17.17. We will
give instead the full proof of the convergence of the Q-learning algorithm, for which
that of TD(0) can be viewed as a special case.

17.5.3 Q-learning algorithm
This section presents an algorithm for estimating the optimal state-action value
function @Q* in the case of an unknown model. Note that the optimal policy or policy
value can be straightforwardly derived from Q* via: 7*(s) = argmax,c 4 Q*(s,a)
and V*(s) = max,ca @*(s,a). To simplify the presentation, we will assume a
deterministic reward function.

The Q-learning algorithm is based on the equations giving the optimal state-
action value function Q* (17.1):

Q*(s,a) = E[r(s,a)] +7 > P[s' | 5,a]V*(s)
s’es
=E[r(s,a) + 7 max Q*(s',a)].

s’/
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Q-LEARNING(7)
1 Q<+ Qg vinitialization, e.g., Qo = 0.
2 fort<+ 0to T do
3 $ ¢ SELECTSTATE()

for each step of epoch t do
a + SELECTACTION(7, s) > policy 7 derived from @, e.g., e-greedy.
r’ < REWARD(s, a)
s" <~ NEXTSTATE(s, a)
Q(s,a) + Q(s,a) + a[r’ + ymax, Q(s',d’) — Q(s,a)]

9 s+ s
10 return Q

0 3 O Ut

As for the policy values in the previous section, the distribution model is not known.
Thus, the Q-learning algorithm consists of the following main steps:

« sampling a new state s’; and
« updating the policy values according to the following:

Qs a) + (1= a)Q(s,a) + alr(s,a) +ymax Q(s',a')]. (17.23)

where the parameter « is a function of the number of visits to the state s.

The algorithm can be viewed as a stochastic formulation of the value iteration
algorithm presented in the previous section. The pseudocode is given above. Within
each epoch, an action is selected from the current state s using a policy 7 derived
from Q. The choice of the policy 7 is arbitrary so long as it guarantees that every
pair (s,a) is visited infinitely many times. The reward received and the state s’
observed are then used to update @ following (17.23).

Theorem 17.18 Consider a finite MDP. Assume that for all s € S and a € A,
S (s, a) = 400, and Y5 a2 (s,a) < +oo with ay(s,a) € [0,1]. Then, the
Q-learning algorithm converges to the optimal value Q* (with probability one).

Note that the conditions on a:(s,a) impose that each state-action pair is visited
infinitely many times.



400 Chapter 17 Reinforcement Learning

Proof: Let (Q:(s,a))i>0 denote the sequence of state-action value functions at
(s,a) € S x A generated by the algorithm. By definition of the Q-learning updates,

Quy1(8,ar) = Qu(s1,ar) + fr(se, ar) + VH}Z%XQt(StH’ a') = Qi(st, ar)].

This can be rewritten as the following for all s € S and a € A:

Qir1(s,a) = Qu(s,a) + ay(s,a) {r(s, a) + ’yUNPIE,lS ; [n}f}x Qt(u,a’)] — Qy(s, a)]
+ yay(s,a) {n}lz/xx Qi(s',a") — uN]P’I[E|s y {maz}x Q:(u, a')H , (17.24)

if we define s’ = NEXTSTATE(s, a) and ay(s,a) as 0 if (s,a) # (s¢, ar) and aq (s, ar)
otherwise. Now, let Q; denote the vector with components Q:(s,a), w; the vector
whose s'th entry is

wi(s) =maxQu(s',a) —  E[maxQi(u,a’)],

unPlls,a] L o

and H(Q;) the vector with components H(Q;)(s,a) defined by

H(Q:)(s,a) = r(s,a) + T, max Q;(u,a’)| .

N]PI[E.|s,a] |: a i|
Then, in view of (17.24),
V(s,a) € Sx A, Quri(s,a) = Quls, a) +au(s,a) [H(Qe) (s, a) — Qu(s, a) +ywy(s)].

We now show that the hypotheses of theorem 17.17 hold for Q; and w;, which will
imply the convergence of Q; to Q*. The conditions on «; hold by assumption. By
definition of wy, E[w, | Fi] = 0. Also, for any s’ € S,

wilo)l < max Qu(s )+ | _B Qe

u~B[]sa]

< 2max | max Qu(s',a')| = 2 Q|
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Thus, E [w?(s) | 73] < 4]|Qq||%. Finally, H is a y-contraction for | - ||« since for
any Q, Qs € RISIXIAl "and (s,a) € S x A, we can write

u~P[-|s,a] L a

[H(Q2) (x 0) ~ H(Qu)(z,0) = ’v E [maxQa(u.a) - mﬁXQMMG’)H

<9, B [|jmax@au.a) — max ()|

ur~P[-|s,a]

<v B max[|Qx(u,d) - Qi(u,d)]

u~P[-|s,a]
< ymaxmax [|Q2(u,a’) — Q1(u,a’)|]
u a’
=71Q2 — Qilfe-
Since H is a contraction, it admits a fixed point Q*: H(Q*) = Q*. a

The choice of the policy 7 according to which an action a is selected (line 5) is not
specified by the algorithm and, as already indicated, the theorem guarantees the
convergence of the algorithm for an arbitrary policy so long as it ensures that every
pair (s,a) is visited infinitely many times. In practice, several natural choices are
considered for w. One possible choice is the policy determined by the state-action
value at time ¢, @Q;. Thus, the action selected from state s is argmax,c 4 Q¢(s, a).
But this choice typically does not guarantee that all actions are taken or that all
states are visited. Instead, a standard choice in reinforcement learning is the so-
called e-greedy policy, which consists of selecting with probability (1 —e) the greedy
action from state s, that is, argmax,c 4 Q¢(s,a), and with probability € a random
action from s, for some € € (0, 1). Another possible choice is the so-called Boltzmann
exploration, which, given the current state-action value @, epoch t € {0,...,T},
and current state s, consists of selecting action a with the following probability:

Q(s,a)
e Tt
pt(a\SaQ) = T QG
a’€A e

where 73 is the temperature. 7, must be defined so that » — 0 as t — 400, which
ensures that for large values of ¢, the greedy action based on @ is selected. This is
natural, since as ¢ increases, we can expect @) to be close to the optimal function.
On the other hand, 7, must be chosen so that it does not tend to 0 too fast to
ensure that all actions are visited infinitely often. It can be chosen, for instance, as
1/1og(n(s)), where n,(s) is the number of times s has been visited up to epoch t.

Reinforcement learning algorithms include two components: a learning policy,
which determines the action to take, and an wupdate rule, which defines the new
estimate of the optimal value function. For an off-policy algorithm, the update
rule does not necessarily depend on the learning policy. Q-learning is an off-policy
algorithm since its update rule (line 8 of the pseudocode) is based on the max
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operator and the comparison of all possible actions a’, that is the greedy action,
which may not coincide with the action recommended by the current the policy
7. More generally, an off-policy algorithm evaluates or improves one policy, while
acting based on another policy.

In contrast, the algorithm presented in the next section, SARSA, is an on-policy
algorithm. An on-policy algorithm evaluates and improves the current policy used
for control. It evaluates the return based on the algorithm’s policy.

17.5.4 SARSA
SARSA is also an algorithm for estimating the optimal state-action value function
in the case of an unknown model. The pseudocode is given in figure 17.7. The
algorithm is in fact very similar to Q-learning, except that its update rule (line 9
of the pseudocode) is based on the action a’ selected by the learning policy. Thus,
SARSA is an on-policy algorithm, and its convergence therefore crucially depends
on the learning policy. In particular, the convergence of the algorithm requires,
in addition to all actions being selected infinitely often, that the learning policy
becomes greedy in the limit. The proof of the convergence of the algorithm is
nevertheless close to that of Q-learning.

The name of the algorithm derives from the sequence of instructions defining
successively s, a, r’, s, and o', and the fact that the update to the function Q
depends on the quintuple (s,a,r’, s, a).

17.5.5 TD()\) algorithm

Both TD(0) and Q-learning algorithms are only based on immediate rewards. The
idea of TD(A) consists instead of using multiple steps ahead. Thus, for n > 1 steps,
we would have the update

V(s) < V(s) +a (R} —V(s)),
where R} is defined by
R =ri1+yrggo+... + 7"71Tt+n + 7"V (St4n).

How should n be chosen? Instead of selecting a specific n, TD(A) is based on a
geometric distribution over all rewards R?, that is, it uses R} = (1—\) ::6 A" R}
instead of R} where A € [0,1]. Thus, the main update becomes

V(s) < V(s) +a (R} —V(s)).

The pseudocode of the algorithm is given above. For A = 0, the algorithm coincides
with TD(0). A = 1 corresponds to the total future reward.
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SARSA(7)
1 Q<+ Qo vinitialization, e.g., Qo = 0.
2 fort<+ 0to T do

3 $ ¢ SELECTSTATE()
4 a < SELECTACTION(7(Q), s) > policy 7 derived from Q, e.g., e-greedy.
5 for each step of epoch t do
6 r’ < REWARD(s, a)
7 s" <~ NEXTSTATE(s, a)
8 a’ + SELECTACTION(7(Q),s’) > policy 7 derived from Q, e.g., e-greedy.
9 Q(s,a) + Q(s,a) + au(s,a) [ +7vQ(s',a') — Q(s, a)]

10 s+ 8

11 a<+a

12 return Q

Figure 17.7

The SARSA algorithm.

In the previous sections, we presented learning algorithms for an agent navigating
in an unknown environment. The scenario faced in many practical applications is
more challenging; often, the information the agent receives about the environment
is uncertain or unreliable. Such problems can be modeled as partially observable
Markov decision processes (POMDPs). POMDPs are defined by augmenting the
definition of MDPs with an observation probability distribution depending on the
action taken, the state reached, and the observation. The presentation of their
model and solution techniques are beyond the scope of this material.

17.5.6 Large state space

In some cases in practice, the number of states or actions to consider for the en-
vironment may be very large. For example, the number of states in the game
020, Thus, the algorithms presented in
the previous section can become computationally impractical for such applications.

of backgammon is estimated to be over 1

More importantly, generalization becomes extremely difficult.
Suppose we wish to estimate the policy value V(s) at each state s using expe-
rience obtained using policy w. To cope with the case of large state spaces, we
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TD(A)()
1 V + V> initialization.
2 e+ 0
3 fort<«+ 0to T do

4 s <= SELECTSTATE()
5 for each step of epoch t do
6 s’ <~ NEXTSTATE(T, s)
7 0« r(s,m(s)) + AV (s') = V(s)
8 e(s) + Xe(s)+1
9 for u € S do
10 if u # s then
11 e(u) < yAe(u)
12 V(u) + V(u) + ade(u)
13 s+ s
14 return V

can map each state of the environment to RV via a mapping ®: S — RV, with N
relatively small (N ~ 200 has been used for backgammon) and approximate V;(s)
by a function fy(s) parameterized by some vector w. For example, fy, could be a
linear function defined by fw(s) = w - ®(s) for all s € S, or some more complex
non-linear function of w. The problem then consists of approximating V; with fy
and can be formulated as a regression problem. Note, however, that the empirical
data available is not i.i.d.

Suppose that at each time step ¢ the agent receives the exact policy value V. (s;).
Then, if the family of functions fy, is differentiable, a gradient descent method
applied to the empirical squared loss can be used to sequentially update the weight
vector w via:
w5 V() = Fu (50> = e 0V (50) = v (5)] Vo fv 50).
It is worth mentioning, however, that for large action spaces, there are simple cases
where the methods used do not converge and instead cycle.

Wil = Wi — aV
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17.6 Chapter notes

Reinforcement learning is an important area of machine learning with a large body
of literature. This chapter presents only a brief introduction to this area. For a
more detailed study, the reader could consult the book of Sutton and Barto [1998],
whose mathematical content is short, or those of Puterman [1994] and Bertsekas
[1987], which discuss in more depth several aspects, as well as the more recent book
of Szepesvéri [2010]. The Ph.D. theses of Singh [1993] and Littman [1996] are also
excellent sources.

Some foundational work on MDPs and the introduction of the temporal difference
(TD) methods are due to Sutton [1984]. Q-learning was introduced and analyzed
by Watkins [1989], though it can be viewed as a special instance of TD methods.
The first proof of the convergence of Q-learning was given by Watkins and Dayan
[1992].

Many of the techniques used in reinforcement learning are closely related to those
of stochastic approximation which originated with the work of Robbins and Monro
[1951], followed by a series of results including Dvoretzky [1956], Schmetterer [1960],
Kiefer and Wolfowitz [1952], and Kushner and Clark [1978]. For a recent survey
of stochastic approximation, including a discussion of powerful proof techniques
based on ODE (ordinary differential equations), see Kushner [2010] and the refer-
ences therein. The connection with stochastic approximation was emphasized by
Tsitsiklis [1994] and Jaakkola et al. [1994], who gave a related proof of the con-
vergence of Q-learning. For the convergence rate of Q-learning, consult Even-Dar
and Mansour [2003]. For recent results on the convergence of the policy iteration
algorithm, see Ye [2011], which shows that the algorithm is strongly polynomial for
a fixed discount factor.

Reinforcement learning has been successfully applied to a variety of problems
including robot control, board games such as backgammon in which Tesauro’s TD-
Gammon reached the level of a strong master [Tesauro, 1995] (see also chapter 11
of Sutton and Barto [1998]), chess, elevator scheduling problems [Crites and Barto,
1996], telecommunications, inventory management, dynamic radio channel assign-
ment [Singh and Bertsekas, 1997], and a number of other problems (see chapter 1
of Puterman [1994]).






Conclusion

We described a large variety of machine learning algorithms and techniques and
discussed their theoretical foundations as well as their use and applications. While
this is not a fully comprehensive presentation, it should nevertheless offer the reader
some idea of the breadth of the field and its multiple connections with a variety of
other domains, including statistics, information theory, optimization, game theory,
and automata and formal language theory.

The fundamental concepts, algorithms, and proof techniques we presented should
supply the reader with the necessary tools for analyzing other learning algorithms,
including variants of the algorithms analyzed in this book. They are also likely to
be helpful for devising new algorithms or for studying new learning schemes. We
strongly encourage the reader to explore both and more generally to seek enhanced
solutions for all theoretical, algorithmic, and applied learning problems.

The exercises included at the end of each chapter, as well as the full solutions we
provide separately, should help the reader become more familiar with the techniques
and concepts described. Some of them could also serve as a starting point for
research work and the investigation of new questions.

Many of the algorithms we presented as well as their variants can be directly
used in applications to derive effective solutions to real-world learning problems.
Our detailed description of the algorithms and discussion should help with their
implementation or their adaptation to other learning scenarios.

Machine learning is a relatively recent field and yet probably one of the most
active ones in computer science. Given the wide accessibility of digitized data and
its many applications, we can expect it to continue to grow at a very fast pace
over the next few decades. Learning problems of different nature, some arising
due to the substantial increase of the scale of the data, which already requires
processing billions of records in some applications, others related to the introduction
of completely new learning frameworks, are likely to pose new research challenges
and require novel algorithmic solutions. In all cases, learning theory, algorithms,
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and applications form an exciting area of computer science and mathematics, which
we hope this book could at least partly communicate.



A Linear Algebra Review

In this appendix, we introduce some basic notions of linear algebra relevant to the material
presented in this book. This appendix does not represent an exhaustive tutorial, and it is assumed
that the reader has some prior knowledge of the subject.

A.1 Vectors and norms

We will denote by H a vector space whose dimension may be infinite.

A.1.1  Norms

Definition A.1 A mapping ®: H — Ry is said to define a norm on H if it verifies the following
axioms:

o definiteness: Vx € H,®(x) =0 < x =0;
e homogeneity: Vx € H,Va € R, ®(ax) = |a|P(x);
o triangle inequality: Vx,y € H, ®(x +y) < &(x) + ®(y).

A norm is typically denoted by || - ||. Examples of vector norms are the absolute value on R and
the Euclidean (or Lz) norm on RY. More generally, for any p > 1 the Ly norm is defined on RN
as

N al 1/p
vx € RN, lxllp = (D Jel) (A1)
j=1
The Li, L2, and Lo norms are some of the most commonly used norms, where ||| =
max;cin] [2j]. Two norms || - || and || - || are said to be equivalent iff there exists o, 8 > 0
such that for all x € H,
allx|] < [Ix|I” < BlIx|- (A.2)
The following general inequalities relating these norms can be proven straightforwardly:
lIx[l2 < lIx[lx < VN[x||2 (A3)
lIx[loo < [[x]l2 < VN[x[loo (A.4)
lIx[loo < [[x[l1 < N|x[loo- (A.5)

The second inequality of the first line can be shown using the Cauchy-Schwarz inequality presented
later while the other inequalities are clear. These inequalities show the equivalence of these three
norms. More generally, all norms on a finite-dimensional space are equivalent. The following
additional properties hold for the Lo, norm: for all x € H,

Vp > 1, fIxfloe < lIxllp < NP |Ix]|oo (A.6)

lim [l = ] (A7)
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The inequalities of the first line are straightforward and imply the limit property of the second
line.

Definition A.2 (Hilbert space) A Hilbert space is a vector space equipped with an inner product
(-,-) and that is complete (all Cauchy sequences are convergent). The inner product induces a
norm defined as follows:

vx € H, [xln = v/ . (A8)
A.1.2 Dual norms
Definition A.3 Let || - || be a norm on RN . Then, the dual norm || - ||« associated to || - || is the
norm defined by
vy eRY, yll. = up | {y.x) . (A.9)
x||=

For any p,q > 1 that are conjugate that is such that % + 1 =1, the Ly and L4 norms are dual
norms of each other. In particular, the dual norm of Ly is t%e L2 norm, and the dual norm of the
L1 norm is the Lo, norm.

Proposition A.4 (Holder’s inequality) Let p,q > 1 be conjugate: % —+ % = 1. Then, for all
z,y € RN,

|, ¥) | < Ixlpllyllg, (A.10)
with equality when |y;| = |z;|P~1 for all i € [N].

Proof: The statement holds trivially for x = 0 or y = 0; thus, we can assume x # 0 and y # 0.
Let a,b > 0. By the concavity of log (see definition B.7), we can write

1 1 1 1
log [ —aP + =b? ) > —log(a?) + — log(b?) = log(a) + log(b) = log(ab).

p
Taking the exponential of the left- and right-hand sides gives
1 1
—aP + —-b? > ab,
p q
which is known as Young’s inequality. Using this inequality with a = |z;|/||x|l, and b = |y;|/llyll4
for j € [N] and summing up gives
N
Siuleswsl 1l 1l 1 1
Ixlpllylle = pIxI” ~ gqllyll® » 4
Since | (x,y)| < Zj\le |z y;], the inequality claim follows. The equality case can be verified
straightforwardly. O

Taking p = ¢ = 2 immediately yields the following result known as the Cauchy-Schwarz inequality.

Corollary A.5 (Cauchy-Schwarz inequality) For all x,y € RV,

[ y) | < [xll2llyll2 (A.11)
with equality iff x and y are collinear.

Let H be the hyperplane in RY whose equation is given by

w-x+b=0,
for some normal vector w € R and offset b € R. Let dp(x,H) denote the distance of x to the
hyperplane H, that is,

dp(x,H) = inf X' = x| (A12)
x'e
Then, the following identity holds for all p > 1:
. b
dy(x, 1) = WX (A.13)
lIwllq

where ¢ is the conjugate of p: % + % = 1. (A.13) can be shown by a straightforward application
of the results of appendix B to the constrained optimization problem (A.12).
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A.1.3 Relationship between norms
A general form for the inequalities seen in equations (A.3), (A.4) and (A.5), which holds for all
Ly norms, is shown in the following proposition.

Proposition A.6 Let 1 < p < q. Then the following inequalities hold for all x € RN :
1_1
lzllg < llzllp < NP alzllq. (A.14)

Proof: First, assume x # 0, otherwise the inequalities hold trivially. Then the first inequality
holds using 1 < p < g as follows:

[”"””"’=§:[L}”>z[ @ r:L

”xHQ- i=1 i=1 le”q

Finally, the second inequality follows by usiné Holder’s inequality (proposition A.4)
1

N P & q AN _q aE 1_1
Ixllp = | > lzil?| < (|w:f?)» > (e =|xllgN? 9,
i=1 i 1=1

i=1
which completes the proof. ) O

A.2 Matrices

For a matrix M € R™*"™ with m rows and n columns, we denote by M;; its ijth entry, for all
i € [m] and j € [n]. For any m > 1, we denote by I,, the m-dimensional identity matrix, and
refer to it as I when the dimension is clear from the context.

The transpose of M is denoted by M| and defined by (MT);; = Mj; for all (4,5). For any
two matrices M € R™*™ and N € R**P, (MN)T = NTMT. M is said to be symmetric iff
M;; = Mj; for all (3, 5), that is, if M =MT.

The trace of a square matrix M is denoted by Tr[M] and defined as Tr[M] = iV: 1 My;. For any
two matrices M € R™*™ and N € R™*™ the following identity holds: Tr[MN] = Tr[NM]. More
generally, the following cyclic property holds with the appropriate dimensions for the matrices M,
N, and P:

Tr[MNP] = Tr[PMN] = Tr[NPM]. (A.15)

The inverse of a square matrix M, which exists when M has full rank, is denoted by M~! and
is the unique matrix satisfying MM~ = M~1M = 1.

A.2.1 Matrix norms

A matriz norm is a norm defined over R"*™ where m and n are the dimensions of the matrices
considered. Many matrix norms, including those discussed below, satisfy the following submulti-
plicative property:

IMN]| < [[M][[IN]]. (A.16)
The matric norm induced by the vector norm || - ||, or the operator norm induced by that norm
is also denoted by || - ||, and defined by
M|l = sup [[Mx]. (A-17)
lIxllp<1

The norm induced for p = 2 is known as the spectral norm, which equals the largest singular value
of M (see section A.2.2), or the square-root of the largest eigenvalue of M T M:

IMl2 = 01 (M) = \/ Anax (MTM). (A.18)
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Not all matrix norms are induced by vector norms. The Frobenius norm denoted by | - || is the
most notable of such norms and is defined by:

m n 1/2
2
v = (oD mz)
i=1j=1
The Frobenius norm can be interpreted as the Ly norm of a vector when treating M as a vector
of size mn. It also coincides with the norm induced by the Frobenius product, which is the inner

product defined for all M, N € R™X" by

(M,N),, = Tr[M ' N]. (A.19)
This relates the Frobenius norm to the singular values of M:

T
M7 =Tr[MTM] = > 0i(M)?,
i=1

where r = rank(M). The second equality follows from properties of SPSD matrices (see sec-
tion A.2.3).

For any j € [n], let M; denote the jth column of M, that is M = [Mj --- M,]. Then, for any
p,7 > 1, the Ly group norm of M is defined by

n 1/r
pr = (Z\\Miu;) |

J=1
One of the most commonly used group norms is the L2 1 norm defined by

M|

n
M2 = M2
i=1

1=

A.2.2 Singular value decomposition
The compact singular value decomposition (SVD) of M, with r = rank(M) < min(m,n), can be
written as follows:

M=UyZyVyi .
The r X r matrix X, = diag(o1,...,0r) is diagonal and contains the non-zero singular values
of M sorted in decreasing order, that is 1 > ... > o, > 0. The matrices Up; € R™X" and
Vi € R*X" have orthonormal columns that contain the left and right singular vectors of M
corresponding to the sorted singular values. We denote by U, € R™*¥ the top k < r left singular
vectors of M.

The orthogonal projection onto the span of Uy, can be written as Py, = UkUZ, where Py, is
SPSD and idempotent, i.e., P?]_ = Py, . Moreover, the orthogonal projection onto the subspace
orthogonal to Uy is defined as ﬁUk,L- Similar definitions, i.e., Vi, Py, , Py, 1, hold for the right
singular vectors.

The generalized inverse, or Moore-Penrose pseudo-inverse of a matrix M is denoted by MT
and defined by

Mt =uysi, vy, (A.20)
where ZL = diag(ol_l, e, U,Tl). For any square m X m matrix M with full rank, i.e., r = m,
the pseudo-inverse coincides with the matrix inverse: Mt = M—1.

A.2.3 Symmetric positive semidefinite (SPSD) matrices
Definition A.7 A symmetric matriz M € R™X™ 4s said to be positive semidefinite iff

xMx >0 (A.21)
for all x € R™. M is said to be positive definite if the inequality is strict.

Kernel matrices (see chapter 6) and orthogonal projection matrices are two examples of SPSD
matrices. It is straightforward to show that a matrix M is SPSD iff its eigenvalues are all non-
negative. Furthermore, the following properties hold for any SPSD matrix M:
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e M admits a decomposition M = XTX for some matrix X and the Cholesky decomposition
provides one such decomposition in which X is an upper triangular matrix.

e The left and right singular vectors of M are the same and the SVD of M is also its eigenvalue
decomposition.

e The SVD of an arbitrary matrix X = Ux X x V)T( defines the SVD of two related SPSD matrices:
the left singular vectors (Ux) are the eigenvectors of XX T, the right singular vectors (Vx)
are the eigenvectors of X T X and the non-zero singular values of X are the square roots of the
non-zero eigenvalues of XX T and XTX.

e The trace of M is the sum of its singular values, i.e., Tr[M] = 3_7_; 03(M), where rank(M) = 7.

e The top singular vector of M, u;, maximizes the Rayleigh quotient, which is defined as

x T Mx
r(x,M) = —=
X'X
In other words, u; = argmax, r(x, M) and r(u, M) = o1 (M). Similarly, if M’ = Py, | M, that
is, the projection of M onto the subspace orthogonal to U;, then u;41 = argmax, r(x, M),
where u;41 is the (¢ + 1)st singular vector of M.







B Convex Optimization

In this appendix, we introduce the main definitions and results of convex optimization needed for
the analysis of the learning algorithms presented in this book.

B.1 Differentiation and unconstrained optimization

We start with some basic definitions for differentiation needed to present Fermat’s theorem and
to describe some properties of convex functions.

Definition B.1 (Gradient) Let f: X C RN — R be a differentiable function. Then, the gradient
of f at x € X is the vector in RY denoted by V f(x) and defined by

9

o)

Vf(X) = :

9

ﬁ(x)
Definition B.2 (Hessian) Let f: X C RN — R be a twice differentiable function. Then, the
Hessian of f at x € X is the matriz in RN*N denoted by V2 f(x) and defined by

o%f
V) = |

S
0x;, X 1<i,j <N

Next, we present a classic result for unconstrained optimization.

Theorem B.3 (Fermat’s theorem) Let f: X C RN — R be a differentiable function. If f admits
a local extremum at x* € X, then V f(x*) = 0, that is, x* s a stationary point.

B.2 Convexity

This section introduces the notions of convez sets and convex functions. Convex functions play an
important role in the design and analysis of learning algorithms, in part because a local minimum
of a convex function is necessarily also a global minimum. Thus, the properties of a hypothesis that
is learned by finding a local minimum of a convex optimization are often well understood, while
for some non-convex optimization problems there may be a very large number of local minima for
which no clear characterization of the learned hypothesis can be given.

Definition B.4 (Convex set) A set X C RY is said to be convex if for any two points x,y € X
the segment [x,y] lies in X, that is

{ax+(1—-a)y:0<a<1} CX.
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f(x)
f(z)

Figure B.1

Examples of a convex (left) and a concave (right) functions. Note that any line segment drawn
between two points on the convex function lies entirely above the graph of the function while any
line segment drawn between two points on the concave function lies entirely below the graph of
the function.

The following lemma illustrates several operations on convex sets that preserve convexity. These
will be useful for proving several subsequent results of this section.

Lemma B.5 (Operations that preserve convexity of sets) The following operations on convex
sets preserve convexity:

e Let {C;}icr be any family of sets where for all i € I the set C; is convex. Then the intersection

of these sets (), C; is also convez.

e Let C1 and Gy be convex sets, then their sum €1 + C2 = {x1 + z2 : 1 € C1,z2 € C2}, when
defined, is convex.

o Let C1 and Ca be convex sets, then their cross-product (€1 X C2) is also convex.
e Any projection of a convex set C is also convex.

Proof: The first property holds since for any z,y € ();c; € and any a € [0, 1], we have az +
(1 —a)y € C; for any ¢ € I by the convexity of C;.

The second property holds since for any (z1 + x2), (y1 + y2) € (C1 + €2) we have a(z1 +
z2) + (1 — a)(y1 + y2) = (az1 + (1 — a)y1 + azs + (1 — a)y2) € (€1 + C2), which follows since
ar; + (1 —a)yr € €1 and aze + (1 — a)y2 € Ca.

The third property holds since for (x1,z2),(y1,y2) € (€1 X C2) we have a(z1,z2) + (1 —
a)(y1,y2) = (ax1 + (1 — a)y1, aze + (1 — a)y2) € (€1 x C2), where the membership holds due to
the assumption that €; and G2 are convex.

Finally, the fourth property holds by noting that for any decomposition of the convex set € into
projections €1 and Ca2, such that € = (€1 X C2), it must be the case that C; is convex. If Ca is
empty, then the result is trivially true. Otherwise, fix an element o € Cg, then for any z,y € C;
and any « € [0,1] we have a(z,z2) + (1 — a)(y, z2) € €, which implies az + (1 — a)y € €1. Since
€1 was chosen arbitrarily, this fact holds for any projection of C. O

Note that many set operations may not preserve convexity. Consider the union of disjoint intervals
on R: [a,b] U [ec,d] where a < b < ¢ < d. Clearly [a,b] and [c,d] are convex, however we have

b+ (1= 3)cé ([a,b]U|c,d]).

Definition B.6 (Convex hull) The convex hull conv(X) of a set of points X C RY is the minimal
convex set containing X and can be equivalently defined as follows:

m m
conv(X) = {Zaixi: m>1,Vi € [m],x; € X,a; > O,Zai = 1}. (B.1)
i=1 i=1

Let Epi f denote the epigraph of function f: X — R, that is the set of points lying above its graph:
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(z, f(z))
flx) +V f(z)-(y—z)

Figure B.2
Illustration of the first-order property satisfied by all convex functions.

Definition B.7 (Convex function) Let X be a conver set. A function f: X — R is said to be
convex iff Epi f is a convex set, or, equivalently, if for all x,y € X and « € [0, 1],
flox+ (1 —a)y) <af(x)+1-a)f(y). (B.2)

f is said to be strictly convex if inequality (B.2) is strict for all x,y € X where x # y and
a € (0,1). fissaid to be (strictly) concave when — f is (strictly) convex. Figure B.1 shows simple
examples of convex and concave functions. Convex functions can also be characterized in terms
of their first- or second-order differential.

Theorem B.8 Let f be a differentiable function, then f is convez if and only if dom(f) is convex
and the following inequalities hold:

vx,y € dom(f), f(y) — f(x) 2 Vf(x) (y —x). (B.3)
The property (B.3) is illustrated by figure B.2: for a convex function, the hyperplane tangent at
x is always below the graph.
Theorem B.9 Let f be a twice differentiable function, then f is convez iff dom(f) is convex and
its Hessian is positive semidefinite:

vx € dom(f), V2f(x) > 0.

Recall that a symmetric matrix is positive semidefinite if all of its eigenvalues are non-negative.
Further, note that when f is scalar, this theorem states that f is convex if and only if its second
derivative is always non-negative, that is, for all x € dom(f), f"'(z) > 0.

Example B.10 (Linear functions) Any linear function f is both convex and concave, since equa-
tion (B.2) holds with equality for both f and —f by the definition of linearity.

Example B.11 (Quadratic function) The function f: = — 22 defined over R is convex since it is
twice differentiable and for all x € R, f"(z) =2 > 0.

Example B.12 (Norms) Any norm || -|| defined over a convex set X is convex since by the triangle
inequality and the homogeneity property of the norm, for all a € [0,1],%x,y € X, we can write

llax + (1 = a)y|| < [lex| + (1 = o)yl = elx|| + (1 = o)yl
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Example B.13 (Maximum function) The max function defined for all x € RV, by x max;e [N X;
is convex. For all a € [0,1],x,y € RV, by the sub-additivity of max, we can write

m]ax(axj- +(1-a)y;) < m]ax(ax]-) + mjax((l —a)y;) = am]ax(x]-) +(1-a) mjax(yj) .

One useful approach for proving convexity or concavity of functions is to make use of composition
rules. For simplicity of presentation, we will assume twice differentiability, although the results
can also be proven without this assumption.

Lemma B.14 (Composition of convex/concave functions) Assume h: R — R and g : RN —
R are twice differentiable functions and for all x € RN, define f(x) = h(g(x)). Then the following
implications are valid:

e h is convex and non-decreasing, and g is convex —> f is conver.

e h is convexr and non-increasing, and g is concave =—> f is convex.

e h is concave and non-decreasing, and g is concave => f is concave.

e h is concave and mon-increasing, and g is conver —> f is concave.

Proof: We restrict ourselves to N = 1, since it suffices to prove convexity (concavity) along all
arbitrary lines that intersect the domain. Now, consider the second derivative of f:

f"(@) = 1" (g(x))g' (x)? + 1’ (9(x))g" (z) - (B.4)
Note that if h is convex and non-decreasing, we have h” > 0 and A’ > 0. Furthermore, if g is

convex we also have g’ > 0, and it follows that f’/(x) > 0, which proves the first statement. The
remainder of the statements are proven in a similar manner. O

Example B.15 (Composition of functions) The previous lemma shows the convexity or concav-
ity of the following composed functions:
o If f: RN — R is convex, then exp(f) is convex.

e Any squared norm | - ||2 is convex.

o For all x € RN the function x log(zyzl x;) is concave.

The following two lemmas give examples of two other operations preserving convexity.

Lemma B.16 (Pointwise supremum or maximum of convex functions) Let (f;);cq be a fam-
ily of conver functions defined over a convexr set C. Then, their pointwise supremum f defined
for all x € € by f(x) = sup;cq fi(x) (resp. their pointwise maximum if |J| < 4+o00) is a convex
function.

Proof: Observe that Epi f = N;cg Epi f; and is therefore convex as an intersection of convex
sets. O

Example B.17 (Pointwise supremum of convex functions) The lemma shows in particular the
convexity of the following functions:

o A piecewise linear function f defined for all z € RN by f(z) = max;em] w, x +b; is convex as
a pointwise maximum of affine (and thus convex) functions.

e The maximum eigenvalue Amax (M) is a convex function over the set of symmetric matrices M
since the set of symmetric matrices is convex and since Amax (M) = SUP||x|l<1 x " Mx is defined
as the supremum of the linear (and thus convex) functions M + x| Mx.

e More generally, let A1 (M), ..., Ax(M) denote the top k < n eigenvalues of a symmetric n x
n matrix M. Then, by a similar argument, M Zle Ai(M) is a convex function since
?:1 i (M) = supgim(v)=k Zle u] Mu;, where ui,...,u; is an orthonormal basis of V.
o Using the previous property, along with the fact that Tr(M) is linear in M, also shows that
M S (M) = Te(M) — S8 A (M) or Mo 357 (M) = — 308 ) A (—M)
are concave functions.
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Lemma B.18 (Partial infimum) Let f be a convez function defined over a convex set € C X x Y
and let B CY be a convex set such that A = {x € X: Jy € B | (z,y) € C} is non-empty. Then, A
is a convex set and the function g defined for all x € A by g(x) = infycp f(x,y) is conver.

Proof: First note that the intersection of the convex sets € and (X x B) is convex. Thus, A is
convex since it is the projection of the convex set €N (X x B) onto X.

Let 1 and x2 be in A. By definition of g, for any ¢ > 0, there exist yi,y2 € B with
(w1,91), (w2, 52) € € such that f(z1,51) < g(a1) + ¢ and f(wz,y2) < g(v2) + e Then, for
any « € [0,1],

gloar + (1= a)rz) = inf f(om: + (1 - )a2,)

< flazr + (1 — a)z2, ayr + (1 — @)y2)
<af(z1,y1) + (1 - a)f(z2,y2)
<ag(z1) + (1 —a)g(ze) +e.

Since the inequality holds for all € > 0, it implies

glaz + (1 — a)z2) < ag(z1) + (1 — a)g(22),
which completes the proof. O

Example B.19 The lemma shows in particular that the distance to a convex set B, d(z,B)
infyen ||z — y||, is a convex function of = in any normed vector space, since (z,y) — ||z — y|| i
jointly convex in x and y for any norm || - ||.

]

The following is a useful inequality applied in a variety of contexts. It is in fact a quasi-direct
consequence of the definition of convexity.

Theorem B.20 (Jensen’s inequality) Let X be a random variable taking values in a non-empty
convez set € C RN with a finite expectation E[X], and f a measurable convex function defined
over C. Then, E[X] is in C, E[f(X)] is finite, and the following inequality holds:

FE[X]) <E[f(X)].
Proof: We give a sketch of the proof, which essentially follows from the definition of convexity.
Note that for any finite set of elements x1,...,z, in € and any positive reals a1, ..., ay, such that

L a; =1, we have
n n
f(Zaﬂi) <D aif(@).
This follows straightforwardly by indilc%ion from %hé definition of convexity. Since the a;s can
be interpreted as probabilities, this immediately proves the inequality for any distribution with a
finite support defined by a = (a1, ..., an):

J(EIX)) < B[f(X)].

Extending this to arbitrary distributions can be shown via the continuity of f on any open set,
which is guaranteed by the convexity of f, and the weak density of distributions with finite support
in the family of all probability measures. O

B.3 Constrained optimization

‘We now define a general constrained optimization problem and the specific properties associated
to convex constrained optimization problems.
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Definition B.21 (Constrained optimization problem) Let X C RN and f,g;: X — R, for all
i € [m]. Then, a constrained optimization problem has the form:
mig f(x)
subject to: gi(x) <0, Vi€ {1,...,m}.

This general formulation does not make any convexity assumptions and can be augmented with
equality constraints. It is referred to as the primal problem in contrast with a related problem
introduced later. We will denote by p* the optimal value of the objective.

For any x € X, we will denote by g(x) the vector (g1(x), ..., gm(x))T. Thus, the constraints can
be written as g(x) < 0. To any constrained optimization problem, we can associate a Lagrange
function that plays an important role in the analysis of the problem and its relationship with
another related optimization problem.

Definition B.22 (Lagrangian) The Lagrange function or the Lagrangian associated to the general
constrained optimization problem defined in (B.21) is the function defined over X x Ry by:

Vx € X,Va >0, L(x,a)=f(x)+ > igi(x),
i=1

where the variables o; are known as the Lagrange or dual variables with o = (aq, . .. ,am)T,
Any equality constraint of the form g(x) = 0 for a function g can be equivalently expressed by
two inequalities: —g(x) < 0 and +g(x) < 0. Let a— > 0 be the Lagrange variable associated
to the first constraint and a4 > 0 the one associated to the second constraint. The sum of the
terms corresponding to these constraints in the definition of the Lagrange function can therefore
be written as ag(x) with @ = (e —a—). Thus, in general, for an equality constraint g(x) = 0 the
Lagrangian is augmented with a term ag(x) but with o € R not constrained to be non-negative.
Note that in the case of a convex optimization problem, equality constraints g(x) are required to
be affine since both g(x) and —g(x) are required to be convex.

Definition B.23 (Dual function) The (Lagrange) dual function associated to the constrained op-
timization problem is defined by

Va2 0,F(e) = inf £(x,e) = inf (f(x) + D aigi(x)). (B.5)
=1

Note that F' is always concave, since the Lagrangian is linear with respect to a and since the
infimum preserves concavity. We further observe that

Vo >0, F(a)<p*, (B.6)
since for any feasible x, f(x) 4+ >/, a;g;(x) < f(x). The dual function naturally leads to the
following optimization problem.

Definition B.24 (Dual problem) The dual (optimization) problem associated to the constrained
optimization problem is

max F(a)
@
subject to: a > 0.

The dual problem is always a convex optimization problem (as a maximization of a concave
problem). Let d* denote an optimal value. By (B.6), the following inequality always holds:

d* <p* (weak duality).
The difference (p* — d*) is known as the duality gap. The equality case

d* =p* (strong duality)
does not hold in general. However, strong duality does hold when convex problems satisfy a
constraint qualification. We will denote by int(X) the interior of the set X.
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Definition B.25 (Strong constraint qualification) Assume that int(X) # 0. Then, the strong
constraint qualification or Slater’s condition is defined as

3x € int(X): g(X) < 0. (B.7)
A function h: X — R is said to be affine if it can be defined for all x € X by h(x) = w-x + b, for
some w € RN and b € R.

Definition B.26 (Weak constraint qualification) Assume that int(X) # 0. Then, the weak con-
straint qualification or weak Slater’s condition is defined as

3% € int(X): Vi € [m], (9:(X) < 0) V (9:(X) =0 A g; affine). (B.8)

‘We next present sufficient and necessary conditions for solutions to constrained optimization

problems, based on the saddle point of the Lagrangian and Slater’s condition.

Theorem B.27 (Saddle point — sufficient condition) Let P be a constrained optimization prob-
lem over X = RN . If (x*,a*) is a saddle point of the associated Lagrangian, that is,

vx € RN, Va >0, L(x*, a)<L(x*,a*) < Lxa"), (B.9)
then x* is a solution of the problem P.
Proof: By the first inequality, the following holds:

Va >0, L(x", a) < L(x", ") = Va > 0,a- g(x") < a” - g(x¥)
=gx")<0Ana*-gx")=0, (B.10)
where g(x*) < 0 in (B.10) follows by letting o — +o00 and a* - g(x*) = 0 follows by letting ae — 0.
In view of (B.10), the second inequality in (B.9) gives,
VX, L(x", a") < L(x, ") = Vx, f(x*) < f(x) + o - g(x).

Thus, for all x satisfying the constraints, that is g(x) < 0, we have

fx") < f(x),
which completes the proof. O

Theorem B.28 (Saddle point — necessary condition) Assume that f and gi, ¢ € [m], are con-
vex functions and that Slater’s condition holds. Then, if x is a solution of the constrained opti-
mization problem, there exists o > 0 such that (x, ) is a saddle point of the Lagrangian.

Theorem B.29 (Saddle point — necessary condition) Assume that f and g;, i € [m], are con-
vex differentiable functions and that the weak Slater’s condition holds. If x is a solution of the
constrained optimization problem, then there exists o > 0 such that (x, ) is a saddle point of
the Lagrangian.

We conclude with a theorem providing necessary and sufficient optimality conditions when the
problem is convex, the objective function differentiable, and the constraints qualified.

Theorem B.30 (Karush-Kuhn-Tucker’s theorem) Assume that f,g;: X — R,Vi € [m] are con-
vex and differentiable and that the constraints are qualified. Then X is a solution of the constrained
program if and if only there exists & > 0 such that,

VL(X, @) = Vi f() + @ - Vg(X) = 0 (B.11)
Val(X &) = g(X) <0 (B.12)
& g(X) =) @gi(X)=0. (B.13)

i=1
The conditions B.11-B.13 are known as the KKT conditions. Note that the last two KKT con-
ditions are equivalent to
(0 OA (Vi € {1,...,m}, ags(X) = 0). (B.14)
These equalities are known as complementarity conditions.
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Proof: For the forward direction, since the constraints are qualified, if X is a solution, then there
exists @ such that the (X, @) is a saddle point of the Lagrangian and all three conditions are
satisfied (the first condition follows by definition of a saddle point, and the second two conditions
follow from (B.10)).

In the opposite direction, if the conditions are met, then for any x such that g(x) < 0, we can
write

f(x) = f(X) > Vxf(X) - (x = X) (convexity of f)
=— Zaivxgi (X)) (x—X%) (first condition)
=1
> = @gi(x) — g:(X)] (convexity of g;s)
i=1
=—- ) @gi(x)>0, (third condition)
i=1

which shows that f(X) is the minimum of f over the set of points satisfying the constraints. O

B.4 Fenchel duality

In this section, we present an alternative theory of convex optimization or convex analysis where
the functions f considered may be non-differentiable and take infinite values.

Throughout, this section, the set X denotes a Hilbert space with the inner product denoted by
(-,-). However, the results presented can be straightforwardly extended to the case of a Banach
space. We consider functions taking values in [—oo,4+00]. The domain of a function f: X —
[—00, +00] is defined as the set

dom(f) ={z € X: f(z) < +oo}. (B.15)
We extend the definition of convexity and say that f: X — [—oo, 00| is convex if it is convex
over dom(f), that is if for all z,z’ € dom(f) and all ¢t € [0, 1],

fltz+ (1 —t)z") <tu+ (1 —t), (B.16)
for all (u,v) € R? with u > f(z) and v > f(z'). A convex function is said to be proper if it

takes values in (—oo, +00] and if it is not uniformly equal to +oo. It is said to be closed when its
epigraph is closed.

B.4.1 Subgradients

Definition B.31 Let f: X — (—o0, +00] be a convex function. Then, a vector g € X is a subgra-
dient of f at a point x € dom(f) if the following inequality holds for all z € X:

f(z) 2 f(z) +{z —=z,9). (B.17)

The set of all subgradients at x is called the subdifferential of f at « and is denoted by Of (x) with
Of(x) =0 for x & dom(f).

Thus, g is a subgradient at x iff the hyperplane with normal vector g passing through the point
(z, f(x)) is below the graph of f, that is iff it is supporting the graph of f. Figure 14.1 illustrates
these definitions.

The following lemma shows that if f is differentiable at € dom(f), then its subdifferential is
reduced to its gradient at x.

Lemma B.32 If f is differentiable at x € dom(f), then 0f(xz) = {V f(x)}.
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Proof: Clearly, the gradient V f(z) is always a subgradient at x. Now, let g be in df(z). Then,
by definition of a subgradient, for any € € R,
f@+e(Vi(@) —9) > f(=) +e(VF(x) - g,9)
A first-order Taylor series expansion gives
fl@+e(Vi(@) —g) — f(@) =e(Vf(2), V(x) — g) + o(el V(=) — gl))-
In view of that, the first inequality can be rewritten as
eIV f (@) = gll* < olellV f () - gl),
which implies ||V f(z) — g|]| = o(1) and Vf(z) = g. O

Proposition B.33 Let f: X — (—o0,+00] be a proper function. Then, z* is a global minimizer
of f iff 0f (x*) contains 0.

Proof: Since f is proper, if * is a minimizer, f(z*) cannot be +co. Thus z* must be in dom(f)
(and thus 0f(x) is not defined to be empty). Now, z* is a global minimizer iff for all z € X,

f(z) > f(x*), that is iff 0 is a subgradient of f at x*. O
B.4.2 Core
The core of a set € C X is denoted by core(C) and defined as follows:

core(C) ={zx € C: Vu € X,3e > 0|Vt € [0, ¢, (z + tu) € C}. (B.18)

Thus, for x € core(€), for any direction u, (x + tu) is in € for ¢ sufficiently small. In view of this
definition, core(C) clearly contains the interior of €, int(C).

Proposition B.34 Let h: X — [—o00, +00] be a conver function. If there exists o € core(dom(h))
such that h(zg) > —oo, then h(zx) > —oo for all x € X.

Proof: Let  be in X. Since g is in core(dom(h)), there exists ¢ > 0 such that x{, = xo+t(zo — )

is in dom(h), that is such that h(z() < +o0. Since xg = mx&—i— %“CC, by convexity, the following
holds:

1 t 14t
< — h(z! >_'- I WO )
h(wo) < = heh) + v = vz — [h(azo) ch(mo)] (B.19)

for all v > h(z). This implies h(z) > %[h(wo) — %_Hh(xf))} > —o0, which concludes the proof. O
The proof of the following result is left as an exercise (Exercise B.3).

Proposition B.35 Let h: X — (—o0, +00] be a convex function. Then, h admits a subdifferential
at any © € core(dom(h)).

B.4.3 Conjugate functions

Definition B.36 (Conjugate functions) Let X be a Hilbert space. The conjugate function or
Fenchel conjugate of a function f: X +— [—o00,+00] is the function f*: X — [—o0, +00] defined by

() = sup {(u,3) — f(2)}- (B.20)
zeX

Note that f* is convex as the pointwise supremum of the set of affine and thus convex functions
u — (z,u) — f(z). Also, if there exists z such that f(z) < +oo, then f > —oco. Conjugation is
order-reversing: for any f and g, if f < g, then g* < f*. Also, it is straightforward to see that if
f is closed proper convex, then f** = f.

Figure B.3 illustrates the definition of conjugate functions. As shown by the figure, conjugate
functions correspond to a dual description of the epigraph of a function in terms of supporting
hyperplanes and their crossing points.
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f@) + ()

— fl=)
A — (&)
(z—a%y) + fla

Figure B.3

Illustration of the conjugate f* of a function f. Given y, z* is the point at which the distance
between the hyperplane of equation z = (x,y) with normal y (slope y in dimension one) and
the plot of f(z) is the largest. This largest distance is equal to f*(y). The parallel hyperplane
z = (zx—z*,y)+ f(z*) with normal y and passing through the point (z*, f(z*) is shown. This is
a supporting hyperplane of the plot of f(z). The point at which it intercepts the y-axis (crossing
point) has y-coordinate — f*(y).

*

Lemma B.37 (Conjugate of extended relative entropy) Let po € A be a distribution over X
such that po(x) > 0 for all z € X. Define f: RX — R by

D(pllpo) ifpeA
flp) = (®llpo) .
+o00 otherwise.
Then, the conjugate function f*: RX — R of f is defined by
Vo e B, 1(@) = tox (3 po(e)er®).
zeX
Proof: By definition of f, for any ¢ € RX, we can write

sup ((p,q) —D(pllpo)) = sup ((p,q) — D(pllpo))- (B.21)
pERX pEA
Fix ¢ € RY and let § € A be defined for all z € X by
2)ed(®) 2)ed(®)
d(z) = po(z) —_ po(z) (B.22)
erx po(w)e? Epg[e?]

Then, the following holds for all p € A:

(p.4) = D(pllp) = Elog(e”)] B [1og ] = £ [10g 2] = ~D(plg) + log E[e"].
=g,

Since D(p||q) > 0 and D(p||q) = 0forp thls shows that sup,c o (p-g—D(pllpo)) = log (Ep, [e9])
and concludes the proof. O
Table B.1 gives a series of other examples of functions and their conjugates. The following is

an immediate consequence of the definition of the conjugate functions.
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Table B.1
Examples of functions g and their conjugates g*.
g(z) dom(g) g*(v) dom(g*)

f(az) (a #0) x - (3) x
f(@+b) X () — b,y) x*

af($) (a>0) X af* (%) xr*
ar + R {_B ity = ?[ R

+o0  otherwise

[z|? vl 1,1
» (p>1) R 7 (p-‘rq—l) R

—aP —(=»? 1,1 _

- O<p<1) R+ 7 (p-',-qfl) R_
Ve R VI= ) -1,1]
—log(z) R4\ {0} —(1 +log(—y)) R_\ {0}

- R ylog(y) — v, ?fy>0 R,
0, ify=20
log (1 + €7) R {ylog(y)Jr(ly)lOg(ly), ?f0<y<1 0,1]
0, ify=0,1
—log (1 — e?) R ylog(y) — (14 y)log(1+y), ify >0 R,
0, ify=0

Proposition B.38 (Fenchel’s inequality) Let X be a Hilbert space. For any function f: X —
[—00,+00] and any x € dom(f) and u € X, the following inequality holds:

@)+ f*(u) 2 {u,z). (B.23)
Equality holds iff u is a subgradient of f at x.

We will denote by A* the adjoint operator of a bounded (or continuous) linear map A: X — Y.
Also, we denote by cont(f) the set of points z € X at which f: X — [—o0,+0o0] is finite and
continuous.

Theorem B.39 (Fenchel duality theorem) Let X and Y be two Hilbert spaces, f: X — (—o0, +00]
and g: Y — (—oo,+o0] two convezx functions and A: X — Y a bounded linear map. Then, the
following two optimization problems (Fenchel problems)

p" = inf {f(@) +g(A2)}
d* = Sug{—f*(A*y) - 9" (-y)}
ye
satisfy the weak duality p* > d*. If further f and g satisfy the condition
0 € core (dom(g) — A(dom(f))),
or the stronger condition

A(dom(f)) N cont(g) # 0,
then strong duality holds, that is p* = d* and the supremum in the dual problem is attained if

d* € R.
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Proof: By Fenchel’s inequality (proposition B.38) applied to both f and g, for any x € X and
y € Y, the following inequalities hold:

f(@) + 7 (A%y) 2 (A%, 2) = (y, Az) = — (—y, Az) > —g(Az) — g" (—y).
Comparing the leftmost and the rightmost terms gives

f@) + 7 (A%) 2 —g(Az) — g"(—y) < f(z) +g9(Az) = —f*(A"y) — g"(—y).
Taking the infimum over « € X of the left-hand side and the supremum over y € Y of the right-hand
side of the last inequality yields p* > d*.
Consider now the function h: Y — [—oo, +00] defined for all u € Y by

h(u) = Ilg&{f(x) + g(Az +u)}. (B.24)

Since (z,u) — f(z) + g(Az + u) is convex, h is convex as the infimum over one argument of that
function. u is in dom(h) iff there exists « € X such that f(z) + g(Az + u) < 400, that is iff there
exists ¢ € X such that f(z) < 400 and g(Az + u) < 400, that is iff there exists € dom(f) such
that (Az + u) € dom(g). Thus, we have dom(h) = dom(g) — A dom(f).

If p* = —oo, then strong duality clearly holds. Otherwise, p* > —oo. If 0 € core (dom(g) —
A(dom(f))) = core(dom(h)), then 0 is in dom(h) and p* < 4oco. Thus, p* = h(0) is in R. By
proposition B.34, since h(0) > —oo and 0 € core(dom(h)), h takes values in (—oo, +00]. Thus, by
proposition B.35, h admits a subgradient —y at 0. By definition of y, for all x € X and u € Y,

h(0) < h(u) + (y,u)
< f(z) 4+ g(Az + u) + (y, u)
={f(=) = (A"y,2)} + {9(Az + u) + (y,u) + (A"y,z)}

={f(=) — A"y, 2)} +{9(Az + u) + (v, Az + u)}.
Taking the infimum over u and the supremum over z yields

h(0) < —=f*(A"y) — 9" (-y) < d" <p" = h(0),
which proves d* = p* and that the supremum defining d* is reached at y.

Finally, assume that A(dom(f)) N cont(g) # 0 and let u € A(dom(f)) Ncont(g). Then, u = Az
with ¢ € dom(f) and u € cont(g) C dom(g). Thus, we have 0 = v — Az € dom(g) — A dom(f).
Since g is continuous at u and g(u) is finite, for any v € X, there exists € > 0 such that g(u + tv)
is finite for all ¢ € [0, €], thus wy = (u + tv) € dom(g). Therefore, for any t € [0, €], tv = wr —u =
wy — Az € dom(g) — Adom(f), which shows that 0 € core (dom(g) — A(dom(f))). O

To illustrate the theorem, consider the case where A is the identity operator. The primal
optimization problem is then ming {f(x) + g(x)}. Figure B.4 illustrates the Fenchel duality
theorem in that case. The primal problem consists of finding the point x* at which the distance
between the plots of f(z) and —g(z) is minimal since f(z) + g(z) = f(z) — (—g(x)). As shown
by the figure, under the conditions of the theorem, this coincides with seeking y* at which the
difference of the conjugate values of f(z) and —g(z), that is the difference —f*(y) — g*(—vy) is
maximal.

B.5 Chapter notes

The results presented in this appendix are based on several key theorems: theorem B.3 due to Fer-
mat (1629); theorem B.27 due to Lagrange (1797), theorem B.30 due to Karush [1939] and Kuhn
and Tucker [1951], and theorem B.39 due to Werner Fenchel, based on the notion of conjugate
functions or Legendre transformations. For a more extensive material on convex optimization, we
strongly recommend the books of Boyd and Vandenberghe [2004], Bertsekas, Nedi¢, and Ozdaglar
[2003], Rockafellar [1997], Borwein and Lewis [2000] and Borwein and Zhu [2005] which have
formed the basis for part of the material presented in this appendix. In particular, our table of
conjugate functions is extracted from [Borwein and Lewis, 2000].
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Figure B.4
Ilustration of Fenchel Duality; ming { f(z) + g(z)} = maxy { — f*(y) — g*(-y)}.

B.6 Exercises
B.1 Give the conjugate of the function f defined by f(z) = |z| for all z € R.
B.2 Prove the correctness of the conjugate function g* for each function g of Table B.1.

B.3 Give the proof of Proposition B.35.






C Probability Review

In this appendix, we give a brief review of some basic notions of probability and will also define
the notation that is used throughout the textbook.

C.1 Probability

A probability space is a tuple consisting of three components: a sample space, an events set, and
a probability distribution:

sample space 2: €) is the set of all elementary events or outcomes possible in a trial, for example,
each of the six outcomes in {1,...,6} when casting a die.

events set F: F is a o-algebra, that is a set of subsets of €2 containing 2 that is closed under
complementation and countable union (therefore also countable intersection). An example of
an event may be “the die lands on an odd number”.

3

probability distribution: P is a mapping from the set of all events F to [0, 1] such that P[Q] = 1,
P[0] = 1, and, for all mutually exclusive events Ay, ..., Ay,

P[Al Uu...u An] = iP[Az]
=1

The discrete probability distribution associated with a fair die can be defined by P[A;] =1/6
for i € {1...6}, where A; is the event that the die lands on value 1.

C.2 Random variables

Definition C.1 (Random variables) A random variable X is a function X: Q — R that is mea-
surable, that is such that for any interval I, the subset of the sample space {w € Q: X (w) € I} is
an event.

The probability mass function of a discrete random variable X is defined as the function x —
P[X = z]. The joint probability mass function of discrete random variables X and Y is defined
as the function (z,y) —» P[X =z AY =y].

A probability distribution is said to be absolutely continuous when it admits a probability density
function, that is a function f associated to a real-valued random variable X that satisfies for all
a,beR

Pla< X <b] = /b fx)dz. (C.1)
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Figure C.1
Approximation of the binomial distribution (in red) by a normal distribution (in blue).

Definition C.2 (Binomial distribution) A random variable X is said to follow a binomial distri-
bution B(n,p) with n € N and p € 0,1] if for any k € {0,1,...,n},
11— (™, k1 _ . \n—k
BX =k = ([)p*(—p)" 7t

Definition C.3 (Normal distribution) A random variable X is said to follow a normal (or Gaus-
sian) distribution N(p,02) with p € R and o > 0 if its probability density function is given by,

1 (z—n)?
f(@) = < exp (f =

The standard normal distribution N(0,1) is the normal distribution with zero mean and unit
variance.

The normal distribution is often used to approximate a binomial distribution. Figure C.1 illus-
trates that approximation.

Definition C.4 (Laplace distribution) A random wvariable X is said to follow a Laplace distri-
bution with location parameter p € R and scale parameter b > 0 if its probability density function

is given by, | |
1 T — [
o= Lo (2521

Definition C.5 (Gibbs distributions) Given a set X and feature function ®: X — RN, a random
variable X is said to follow a Gibbs distribution with parameter w € RN if for any « € X,

exp(w - B()
> ex exp(w - ()

The normalizing quantity in the denominator Z = Y- exp(w-®(z)) is also called the partition
function.

PX =z] =

Definition C.6 (Poisson distribution) A random variable X is said to follow a Poisson distri-
bution with A > 0 if for any k € N,

Aee—A
TR
The definition of the following family of distributions uses the notion of independence of random
variables defined in the next section.

Definition C.7 (x? distribution) The x? distribution (or chi-squared distribution) with k degrees
of freedom 1is the distribution of the sum of the squares of k independent random wvariables, each
following a standard normal distribution.

P[X = k]
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C.3 Conditional probability and independence

Definition C.8 (Conditional probability) The conditional probability of event A given event B
is defined by
PlAN B

BLA| B = S

(C.2)
when P[B] # 0.

Definition C.9 (Independence) Two events A and B are said to be independent if

P[AN B] = P[A]P[B]. (C.3)
Equivalently, A and B are independent iff P[A | B] = P[A] when P[B] # 0.

A sequence of random variables is said to be independent and identically distributed (i.i.d.) when
the random variables are mutually independent and follow the same distribution.

The following are basic probability formulae related to the notion of conditional probability.
They hold for any events A, B, and Ai,..., An, with the additional constraint P[B] # 0 needed
for the Bayes formula to be well defined:

P[AU B] = P[A] + P[B] — P[AN B] (sum rule) (C.4)

IP’[U A < Z]P[Ai] (union bound) (C.5)
_ P[B| AJP[A]

P[A| B] = W (Bayes formula) (C.6)

]P’[ﬁ A;] = P[A1]P[A2 | A1]---P[An | ﬂ Aql (chain rule). (c.n

=1

The sum rule follows immediately from the decomp0s1t10n of AU B as the union of the disjoint
sets A and (B — AN B). The union bound is a direct consequence of the sum rule. The Bayes
formula follows immediately from the definition of conditional probability and the observation
that: P[A|B]P|B] = P[B|A]P[A] = P[AN B]. Similarly, the chain rule follows the observation that
P[A1]P[A2|A1] = P[A; N A3]; using the same argument shows recursively that the product of the
first k terms of the right-hand side equals P[ﬂ,’f:l Al

Finally, assume that Q = AjUA2U...UA, with A;NA; = @ for i # j, i.e., the A;s are mutually
disjoint. Then, the following formula is valid for any event B:

P[B] = Z]P’[B | Ai] P[A4] (theorem of total probability). (C.8)

This follows the observatlon that P[B | A;]P[A;] = P[B N A;] by definition of the conditional
probability and the fact that the events B N A; are mutually disjoint.

C.4 Expectation and Markov’s inequality
Definition C.10 (Expectation) The expectation or mean of a random variable X is denoted by
E[X] and defined by

E[X] =) zP[X =a]. (C.9)

When X follows a probability distribution D, we will also write E . p[z] instead of E[X] to explic-
itly indicate the distribution. A fundamental property of expectation, which is straightforward to
verify using its definition, is that it is linear, that is, for any two random variables X and Y and
any a,b € R, the following holds:

E[aX + bY] = aE[X] + bE[Y]. (C.10)
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Furthermore, when X and Y are independent random variables, then the following identity holds:
E[XY] =E[X]E[Y]. (C.11)
Indeed, by definition of expectation and of independence, we can write

E[XY] = nyIF’ =z ANY =y]= Z:L‘y[?’ =z]P[Y = y]

(Zm[x =) (Y wPly =),
Yy
where in the last step we used Fubini’s theorem . The following provides a simple bound for a

non-negative random variable in terms of its expectation, known as Markov’s inequality.

Theorem C.11 (Markov’s inequality) Let X be a non-negative random variable with E[X] < co.
Then for allt > 0,

1
P[X >tE[X]] < r (C.12)
Proof: The proof steps are as follows:
PX > tE[X]]= > P[X =a] (by definition)
>t E[X]
z
< Z P[X = z] using —— >1
o> eE(X] tE[X] ( tE[X] )
< Z X = TE] } (extending non-negative sum)
X 1
=E [tIE[XJ =7 (linearity of expectation).
This concludes the proof. O

C.5 Variance and Chebyshev’s inequality

Definition C.12 (Variance — Standard deviation) The variance of a random variable X is de-
noted by Var[X] and defined by

Var[X] = E[(X — E[X])?]. (C.13)
The standard deviation of a random variable X is denoted by ox and defined by
ox = +/Var[X]. (C.14)

For any random variable X and any a € R, the following basic properties hold for the variance,
which can be proven straightforwardly:

Var[X] = E[X?] — E[X]? (C.15)
Var[aX] = a? Var[X]. (C.16)

Furthermore, when X and Y are independent, then
Var[X + Y] = Var[X] 4 Var[Y]. (C.17)

Indeed, using the linearity of expectation and the identity E[X]|E[Y] — E[XY] = 0 which holds by
the independence of X and Y, we can write

Var[X + Y] = E[(X + Y)?] - E[X + Y]?
=E[X?+Y?+2XY] - (B[X]? + E[Y]? + 2E[XY])
= (E[X?] - E[X]?) + (E[Y?] - E[Y]) + 2(E[X] E[Y] - E[XY])
= Var[X] + Var[Y].
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The following inequality known as Chebyshev’s inequality bounds the deviation of a random
variable from its expectation in terms of its standard deviation.

Theorem C.13 (Chebyshev’s inequality) Let X be a random variable with Var[X] < +oo. Then,
for allt > 0, the following inequality holds:

1
PIX ~E[X] > tox] < . (C.18)
Proof: Observe that:
P[|X —E[X]| > tox] = P[(X — E[X])* > t*0%].
The result follows by application of Markov’s inequality to (X — E[X])2. O

We will use Chebyshev’s inequality to prove the following theorem.

Theorem C.14 (Weak law of large numbers) Let (X, )necn be a sequence of independent ran-
dom variables with the same mean p and variance o2 < co. Let Xp = % >, X, then, for any
€e>0,

lim P[| X, — | > ¢ =0. (C.19)
n— oo
Proof: Since the variables are independent, we can write
n 2 2
— X; no o
Var[X ] = 2Z_;Vam {7] = — = —
Thus, by Chebyshev’s inequality (with t = ¢/(Var[X,])'/?), the following holds:
2
— o
P, -l > < L,
ne
which implies (C.19). O

Example C.15 (Applying Chebyshev’s inequality) Suppose we roll a pair of fair dice n times.
Can we give a good estimate of the total value of the n rolls? If we compute the mean and
variance, we find g = 7n and 02 = 35/6n (we leave it to the reader to verify these expressions).

Thus, applying Chebyshev’s inequality, we see that the final sum will lie within 7n £ 104/ 36—5n in
at least 99 percent of all experiments. Therefore, the odds are better than 99 to 1 that the sum
will be between 6.975M and 7.025M after 1M rolls.

Definition C.16 (Covariance) The covariance of two random variables X and Y is denoted by
Cov(X,Y) and defined by

Cov(X,Y) =E[(X —E[X])(Y —E[Y])]. (C.20)
Two random variables X and Y are said to be uncorrelated when Cov(X,Y) = 0. It is straight-
forward to see that if two random variables X and Y are independent then they are uncorrelated,

but the converse does not hold in general. The covariance defines a positive semidefinite and
symmetric bilinear form:

e symmetry: Cov(X,Y) = Cov(Y, X) for any two random variables X and Y’;

e bilinearity: Cov(X +X’,Y) = Cov(X,Y)+ Cov(X’,Y) and Cov(aX,Y) = aCov(X,Y) for any
random variables X, X’ and Y and a € R;

e positive semidefiniteness: Cov(X, X) = Var[X] > 0 for any random variable X.

The following Cauchy-Schwarz inequality holds for random variables X and Y with Var[X] < 40

and Var[Y] < +oo:
| Cov(X,Y)| < +/Var[X] Var[Y]. (C.21)

The following definition extends the notion of covariance to a vector of random variables.
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Definition C.17 The covariance matrix of a vector of random variables X = (X1,...,XN) is the
matriz in RN XN denoted by C(X) and defined by
C(X) = E [(X — B[X])(X — E[X]) "] (C.22)

Thus, C(X) = (Cov(Xj, X;))s;. It is straightforward to show that

C(X) =EXX'] -EX]E[X]T. (C.23)
We close this appendix with the following well-known theorem of probability.

Theorem C.18 (Central limit theorem) Let X1,..., X, be a sequence of i.i.d. random variables
with mean p and standard deviation o. Let X, = % S Xi and 52 = 02 /n. Then, (Xn—p)/Fn
converges to the N(0,1) in distribution, that is for any t € R,

_ to1 22
nl;mooP[(Xn —p)fon <t]= /700 Ee 2 dx.

C.6 Moment-generating functions

The expectation E[XP] is called the pth-moment of the random variable X. The moment-
generating function of a random variable X is a key function from which its different moments can
be straightforwardly computed via differentiation at zero. It can therefore be crucial for specifying
the distribution of X or analyzing its properties.

Definition C.19 (Moment-generating function) The moment-generating function of a random
variable X is the function Mx : t — E[etX] defined over the set of t € R for which the expectation
is finite.

If Mx is differentiable at zero, then the pth-moment of X is given by E[X?] = M)(éo>(0). We will
present in the next chapter a general bound on the moment-generating function of a zero-mean
bounded random variable (Lemma D.1). Here, we illustrate its computation in two special cases.

Example C.20 (Standard normal distribution) Let X be a random variable following a normal
distribution with mean 0 and variance 1. Then, Mx is defined for all t € R by

oo 1 (I,‘Z X t2 oo
MX(t):/ e_Temda::eT/
—00 2 —00

by recognizing that the last integrand is the probability density function of a normal distribution
with mean ¢ and variance 1.

2
e 2@ gp — T , (C.24)

Example C.21 (x2 distribution) Let X be a random variable following a x? distribution with k
degrees of freedom. We can write X = Zle XZ.2 where the X;s are independent and follow a
standard normal distribution.

Let ¢ < 1/2. By the i.i.d. assumption about the variables X;, we can write

1) =5 [ [[ ] = [T 147 = 2

By definition of the standard normal dlstrlbutionjwe have

“+ o0 _ 2 “+ oo
E[etx%} = L / et e =3 = L /
V21 J oo V2 J oo

+oo
C Vor /_oo VI=2t
where we used the change of variable u = /1 — 2tz. In view of that, the moment-generating
function of the x2 distribution is given by

Vt < 1/2, Mx(t) = E[eX] = (1 — 2t)~ 5. (C.25)

1

du=(1-2t)"2,
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C.7 Exercises

C.1 Let f: (0,4+00) — R4 be a function admitting an inverse f~! and let X be a random variable.
Show that if for any ¢t > 0, P[X > t] < f(¢), then, for any § > 0, with probability at least
1-46, X < f716).

C.2 Let X be a discrete random variable taking non-negative integer values. Show that E[X] =
>ons>1 PIX > n] (Hint: rewrite P[X = n] as P[X > n] — P[X > n + 1]).






D Concentration Inequalities

In this appendix, we present several concentration inequalities used in the proofs given in this
book. Concentration inequalities give probability bounds for a random variable to be concentrated
around its mean, or for it to deviate from its mean or some other value.

D.1 Hoeffding’s inequality

We first present Hoeffding’s inequality, whose proof makes use of the general Chernoff bounding
technique. Given a random variable X and e > 0, this technique consists of proceeding as follows
to bound P[X > ¢]. For any t > 0, first Markov’s inequality is used to bound P[X > €]:

P[X > €] = Ple!X > et€] < et EletX]. (D.1)
Then, an upper bound g(t) is found for E[e!X] and ¢ is selected to minimize e~ *¢g(t). For Hoeffd-
ing’s inequality, the following lemma provides an upper bound on E[et¥X].

Lemma D.1 (Hoeffding’s lemma) Let X be a random variable with E[X] =0 anda < X < b
with b > a. Then, for any t > 0, the following inequality holds:

t2(b—a)?

EletX] <e = . (D.2)
Proof: By the convexity of z + e®, for all = € [a, b], the following holds:

b—=x r—a
etz < 6tcl, €tb.

“b—a b—a
Thus, using E[X] =0,
E[etX]<IE[b7Xem X*aetb} _ b et 4 —a eth = (O
- b—a b—a b—a b—a
where,
b — b —
é(t) = log eto 4 2 oth) —tq 4 log (— + —aet(b*“)> )
b—a b—a b—a b—a
For any t > 0, the first and second derivative of ¢ are given below:
t(b—a) a
'(t) =a— e =a— s
e et~ e e
o (t) = —abe~t(b=a)

[ﬁeft(bfa) _ ﬁ]z
a(l —a)e t0=a)(ph — q)2
(=)o 0-0) 4 a2
_ a (1 —a@)et-a) (b— a)?
[~ a)e " fa] [ —a)e 0@ ta]
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where « denotes ;=%. Note that ¢(0) = ¢/(0) = 0 and that ¢'(t) = u(l — u)(b — a)? where
. o . b—a)?
W"WA Since w is in [0, 1], u(1 — u) is upper bounded by 1/4 and ¢”(t) < %4
Thus, by the second order expansion of function ¢, there exists 6 € [0, ¢] such that:

/ t2 " 5 (b— a)2
60 = 9(0) + 100 + L0 <2 O, (03)

which completes the proof. 0

u =

The lemma can be used to prove the following result known as Hoeffding’s inequality.
Theorem D.2 (Hoeffding’s inequality) Let X1,...,X,, be independent random wvariables with
X; taking values in [a;, b;] for alli € [m]. Then, for any ¢ > 0, the following inequalities hold for
Sm =300 Xi:
P[Sm — E[Sim] > €] < =267/ i (bi—ai)? (D.4)
P[Sim — E[Sm] < —¢] < e~2¢"/ Zita(bi—ai)? (D.5)
Proof: Using the Chernoff bounding technique and lemma D.1, we can write:
P[Sm — E[Sim] > €] < et E[et(Sm—ElSmD)]
= e tIIR | Elet(Xi —ElXiD)] (independence of X;s)
< eiteﬂﬁleﬁ(bi*az‘ym (lemma D.1)
— eteot? T (bi—a;)?/8
< o2/ Xty (bi—a;)? ,

where we chose t = 4e¢/> 1", (b; — a;)? to minimize the upper bound. This proves the first
statement of the theorem, and the second statement is shown in a similar way. 0

‘When the variance Jg(, of each random variable X; is known and the O’%AS are relatively small,

better concentration bounds can be derived (see Bennett’s and Bernstein’s inequalities proven in
exercise D.6).

D.2 Sanov’s theorem

Here, we present a finer upper bound than Hoeffding’s inequality expressed in terms of the binary
relative entropy.

Theorem D.3 (Sanov’s theorem) Let Xi,..., X, be independent random variables drawn ac-
cording to some distribution D with mean p and support included in [0,1]. Then, for any q € [0, 1],
the following inequality holds for p = % S X

P[p > ¢ < emmPlP),
where D(q||p) = qlog% +(1—q)log i_;g is the binary relative entropy of p and q.
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Proof: For any ¢ > 0, by convexity of the function x — e!®, the following inequality holds for all
z €[0,1]: e* = etl1=2)0+21] <1 _ 4 etg. In view of that, for any t > 0, we can write
P[ﬁz q] _ P[etmﬁ > et'mq]
_ P[etmﬁ > 6t'mq]
< e"tMaE[etmP] (by Markov’s inequality)
= e tMeEe! ity X3

m
— eftmq H ]E[etXi]
i=1

m
< e tma H E[l — X; + et X;] (Vo € [0,1],e!® <1 —z + e'x)
i=1
=M1 -p+ep)™.
Now, the function f: t — e *(1 —p + efp) = (1 — p)e~ % + pet(1=9 reaches its minimum at

t = log Zg:gg. Plugging in this value of ¢ in the inequality above yields P[p > q] < e~mbllp) O

Note that for any € > 0, e < 1 — p, with the choice ¢ = p + €, the theorem implies

P[5 > p+ ¢ < e mPEHelp) (D.6)
This is a finer bound than Hoeffding’s inequality (Theorem D.2) since, by Pinsker’s inequality
(Proposition E.7), D(p + €[lp) > %(26)2 = 2¢2. Similarly, we can derive a symmetric bound by
applying the theorem to the random variables Y; = 1 — X;. Then, for any ¢ > 0, ¢ < p, with the
choice ¢ = p — ¢, the theorem implies

Pp<p—¢ < e—mD(p—ellp) (D.7)

D.3 Multiplicative Chernoff bounds

Sanov’s theorem can be used to prove the following multiplicative Chernoff bounds.

Theorem D.4 (Multiplicative Chernoff bounds) Let X1,..., X, be independent random vari-
ables drawn according to some distribution D with mean p and support included in [0,1]. Then,
for any v € [0, % - 1], the following inequality holds for p = % X
- mp'y2
Pp>(1+y)pl<e” s
)
PH<(1—v)p<e” %
Proof: The proof consists of deriving in each case a finer lower bound for the binary relative
entropy than Pinsker’s inequality. Using the inequalities log(1 + z) > Hil and log(1 + z) < =z,
2

we can write

p 1—p
=D((1 +~)pllp) = (1 +v)plog ——— + (1 — (1 +7)p) log [7}
1+7)p 1—(1+v)p
1 YP
:(1+v)plog7+(1—p—7p)log{1+7]
L+ 1—p—9p
P
<1+ +(Q—p—rp)———
<( ’Y)P1+% (I-p w)l_p_w
2
=9p|1-— Lty _ 5
1+ 3 1+3 247
—’p _ —?p
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Similarly, using the inequalities (1—z) log(1—z) > —z—l—% valid for z € (0, 1) and log(1—z) < —z,
we can write

p 1—p
=D((1 =)pllp) = (1 = v)plog + (1= (1-7)p)log [7}
(1-=)p 1-(1—=9)p
1 P
=1 —7plog——+(1—p+p)log [1— 7]
11—~ 1—-p+p
2 2
0 —yp —7°p
< (v- L+ 1- = .
_(w 2)p+( p+w)17p+vp 5
This completes the proof. O

D.4 Binomial distribution tails: Upper bounds

Let X1,...,Xm be independent random variables taking values in {0,1} with P[X; = 1] =p €
[0,1] for i = 1,...,m. Then, 3 7" X; follows the binomial distribution B(m,p). We will denote
by X the average X = i >, X;. Then, the following equality and inequalities hold:

m

P [Y —p> e} = & )pk(l —p)mk (Binomial formula)
k=[(p+e)m]

P [Y —p> e} < e—2me? (Hoeffding’s inequality)

_ me?

P [y —p> e} <e 20245 (Bernstein’s inequality)
- Cmo2e( €

P [X —p> e} <e ™ 9(?) (Bennett’s inequality)

P [Y —p> e} < e~ mD(ptellp) (Sanov’s inequality),

where 02 = p(1 — p) = Var[X;] and 0(x) = (1 + z)log(1 + ) — x. The last three inequalities are
shown in exercises D.6 and D.7. Using Bernstein’s inequality, for example, we can see that for ¢
relatively small, that is € < 202, the upper bo3und is approximately of the form e 207 and thus
admits a Gaussian behavior. For € > 202, G_TE, the upper bound admits a Poisson behavior.

Figure D.1 shows a comparison of these bounds for different values of the variance o2 = p(1—p):
small variance (p = .05), large variance (p = .5).

D.5 Binomial distribution tails: Lower bound

Let X be a random variable following the binomial distribution B(m,p) and let k be an integer
such that p < i and k > mp or p < % and mp < k < m(1 — p). Then, the following inequality
known as Slud’s inequality holds:

k —mp
PX >kl >P [N > m] R (D.8)

where N is in standard normal form.
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Figure D.1

Comparison of tail bounds for a binomial random variable for € = .3 and p = .05 (small variance)
or p = .5 (maximal variance) as a function of the sample size m.

D.6 Azuma’s inequality

This section presents a concentration inequality that is more general than Hoeffding’s inequality.
Its proof makes use of a Hoeffding’s inequality for martingale differences.

Definition D.5 (Martingale difference) A sequence of random wvariables V1, Va, ... is a martin-
gale difference sequence with respect to X1, Xa,... if for all i > 0, V; is a function of X1,...,X;

and
E[Viq1|X1,...,X:]=0. (D.9)

The following result is similar to Hoeffding’s lemma.

Lemma D.6 Let V and Z be random wvariables satisfying E[V|Z] = 0 and, for some function f
and constant ¢ > 0, the inequalities:

f(2) <V < f(2) +e. (D.10)
Then, for allt > 0, the following upper bound holds:
E[etV|Z] < et*c*/8 . (D.11)

Proof: The proof follows using the same steps as in that of lemma D.1 with conditional expecta-
tions used instead of expectations: conditioned on Z, V takes values in [a,b] with a = f(Z) and
b= f(Z) + c and its expectation vanishes.

The lemma is used to prove the following theorem, which is one of the main results of this section.

Theorem D.7 (Azuma’s inequality) Let V1, Va,... be a martingale difference sequence with re-

spect to the random variables X1, X2, ..., and assume that for all i > 0 there is a constant c¢; > 0
and random variable Z;, which is a function of X1,...,X;_1, that satisfy
Zi<Vi< Zi+ci. (D.12)

Then, for all € > 0 and m, the following inequalities hold:

P {iv > e] < exp (%) (D.13)

im1 ¢

i=1"%

P {iv < ] <e p(77262 ) (D.14)

i < —e| <ex - . .
i=1 2 C?



442 Appendix D Concentration Inequalities

Proof: For any k € [m], let Sy, = Zf:l V;. Then, using Chernoff’s bounding technique, for any
t > 0, we can write

P [Sm > €] < e I E[etSm)

=e K [etSm-1 EetVm X1, .., Xpm_1]]
2 2
< et EletSm-t]et om/8 (lemma D.6)
2 m 2
< e teet” ity ci/8 (iterating previous argument)

— o2/ X,

- b
where we chose t =4¢/ > 7" c? to minimize the upper bound. This proves the first statement of
the theorem, and the second statement is shown in a similar way. 0

D.7 McDiarmid’s inequality

The following is the main result of this section. Its proof makes use of Azuma’s inequality.

Theorem D.8 (McDiarmid’s inequality) Let Xi,..., X, € X™ be a set of m > 1 independent
random variables and assume that there exist ci,...,cm > 0 such that f: X™ — R satisfies the
following conditions:

|f(a:1,...,zi,...,:vm)ff(xl,...,x,/i,...mm)| <c¢, (D.15)

for all i € [m] and any points x1,...,Tm,x, € X. Let f(S) denote f(X1,...,Xm), then, for all
€ > 0, the following inequalities hold:

_9¢2

Mﬂ&*Evﬁﬂzdéem<§%L?> (D.16)
=1 "7
_9¢2

PUI(S) ~ BLAS)] < ~d < o (53 ). (D7)
i=1"1

Proof: Define a sequence of random variables Vi, k € [m], as follows: V = f(S) — E[f(S)],
Vi =E[V|X1] — E[V], and for k > 1,

Vi =E[V[X1,..., Xi] —E[V[X1,..., Xp1].
Note that V' = >-7" , V4. Furthermore, the random variable E[V|X1,..., Xy] is a function of

X1,...,Xg. Conditioning on Xi,..., X,_1 and taking its expectation is therefore:
E[EVIX1,..., XglI X1, Xeoa] = E[VIX1,..., Xk_1],
which implies E[Vj|X1,..., Xg—1] = 0. Thus, the sequence (Vi)rg[m] is a martingale difference

sequence. Next, observe that, since E[f(S)] is a scalar, Vi can be expressed as follows:

Vi = EBIf(S)IX1, ..., Xi] = E[f(S)| X1, ..., Xp—a].
Thus, we can define an upper bound W}, and lower bound Uy, for Vi by:

Wy = StlcP]E[f(S)|X17~-7Xk717I] —E[f ()Xt Xg—1]

Ug = inf B[f(S)| X1, ., X1, 2] = E[f(S)[ X1, -, Xppa]-
Now, by (D.15), for any k € [m], the following holds:

Wy — Up = sup E[f(S)| X1, ..., Xp—1,2] = E[f(S)|X1,..., Xp—1,2] < e, (D.18)

z,x’
thus, Up < Vi < Uk + ¢i. In view of these inequalities, we can apply Azuma’s inequality to
V =31 Vi, which yields exactly (D.16) and (D.17). O

McDiarmid’s inequality is used in several of the proofs in this book. It can be understood
in terms of stability: if changing any of its argument affects f only in a limited way, then,
its deviations from its mean can be exponentially bounded. Note also that Hoeffding’s in-
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equality (theorem D.2) is a special instance of McDiarmid’s inequality where f is defined by
fi(z,. .y zm) — %Zglxl

D.8 Normal distribution tails: Lower bound

If N is a random variable following the standard normal distribution, then for u > 0,
1 / 2
> > — — —e—u” ), .
PN > u] > 3 <1 l1—e ) (D.19)

D.9 Khintchine-Kahane inequality

The following inequality is useful in a variety of different contexts, including in the proof of a
lower bound for the empirical Rademacher complexity of linear hypotheses (chapter 6).

Theorem D.9 (Khintchine-Kahane inequality) Let (H, || - ||) be a normed vector space and let
X1,...,Xm bem >1 elements of H. Leto = (01,...,0m) ' with ;s independent uniform random
variables taking values in {—1,+1} (Rademacher variables). Then, the following inequalities hold:

se(IS el ] = (2[IZowel]) <2 IS

Proof: The second inequality is a direct consequence of the convexity of & — z2 and Jensen’s
inequality (theorem B.20).

To prove the left-hand side inequality, first note that for any 31,...,8m € R, expanding the
product [, (1 + 3;) leads exactly to the sum of all monomials 87* -~B§n’", with exponents
01,...,0m in {0,1}. We will use the notation Bfl <. B%m = B9 and [6] = >, Om for any
8= (61,...,0m) € {0,1}™. In view of that, for any (ai,...,am) € R™ and t > 0, the following
equality holds:

2] . (D.20)

tQﬁ(lJrai/t):tz PRI 12—181,8

i=1 se{0,1}m se{0,1}™
Differentiating both sides with respect to t and setting t = 1 yields
m m
2[Ja+a)=> e [[a+a)= D> (2-18)a’. (D.21)
i=1 J=1 i#j se{0,1}ym

For any o € {—1,+1}™, let So be defined by So = ||so|| with so = DI, 05%;. Then, setting
o = o0;0;, multiplying both sides of (D.21) by SoS,/, and taking the sum over all o,0’ €
{—1,+1}™ yields

> (2 ﬁ(1+amg) - iaja; H(l-i—aiag))SaSa/

oole{—1,41}m N i=1 =1 i#]

= > > (2-18))0%0"° S5 Se

o,0’e{—-1,+1}y™ §e{0,1}™

= > (@2-1 > 0260545, (D.22)

sefo,1pm o,0’e{-1,+1}™

2
= Y e-ln] X sl
sefoapn se{-1r1}m

Note that the terms of the right-hand sum with || > 2 are non-positive. The terms with |§] =1
are null: since S = S_4, we have 206{71 +1ym 0955, = 0 in that case. Thus, the right-hand

2
side can be upper bounded by the term with § = 0, that is, 2 ( Zae{—1,+1}m S,_-,) . The left-hand
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side of (D.22) can be rewritten as follows:

Z (27n+1 _ m21n71)53 4 27n71 Z So'So-’

oce{—1,+1}™ oe{—1,+1}™
o' eB(o,1)
=om > SZy2m! > sc,( > Sa/—(m—Q)Sa), (D.23)
ce{—1,+1}m oe{—1,+1}m o’€B(o,1)

where B(o, 1) denotes the set of o’ that differ from o in exactly one coordinate j € [m], that is
the set of o/ with Hamming distance one from o. Note that for any such o/, s¢ — s,/ = 20;x; for
one coordinate j € [m], thus, ZJ’EB(U,I) So — Sg/ = 25¢. In light of that and using the triangle
inequality, we can write

(m =280 = [msoll ~ 250 = | > sof = X so-so

o’eB(o,1) o’e€B(o,1)

< H Z So-" < Z Ser-
o/eB(o,1) o/eB(o,1)
Thus, the second sum of (D.23) is non-negative and the left-hand side of (D.22) can be lower
bounded by the first sum 2™ Zae{—1,+1}7" S2. Combining this with the upper bound found for

(D.22) gives
s Y szeo] Y s
oc{—1,+1}m oc{—1,+1}m
Dividing both sides by 22™ and using P[o] = 1/2™ gives Ex[S2] < 2(E¢[So])? and completes the
proof. O

2

The constant 1/2 appearing in the first inequality of (D.20) is optimal. To see this, consider the
case where m = 2 and x; = xg = x for some non-zero vector x € H. Then, the left-hand side
of the first inequality is 3 37 [|x;]|> = ||x||? and the right-hand side (Eo [||(c1 + crg)xH])2 =
IXI12 (Eo [Jo1 + oa[])? = 1]

Note that when the norm || - || corresponds to an inner product, as in the case of a Hilbert space
H, we can write

m
E|:H E 0;X4
o
i=1 i,j=1

since by the independence of the random variables o;, for i # j, Eg[0;0;] = Eg[o;] Eo[o;] = 0.
Thus, (D.20) can then be rewritten as follows:

1 m m
3 D> =l < (IE |:H > oixi
i=1 i=1

2} = i ]E|:0'i0'j(xi -Xj)] = i Eloio;](xi - x;) :i\\XHIQ,
ij=1 i=1

DQ < gnxz-n? (D.24)

D.10 Maximal inequality

The following gives an upper bound on the expectation of the maximum of a finite set of random
variables that is useful in several contexts.

Theorem D.10 (Maximal inequality) Let X; ... X, be n > 1 real-valued random variables such

t2r2

that for all j € [n] and t > 0, E[etxﬂ'} < e 2 for somer > 0. Then, the following inequality

holds:
E [max Xj] < r4/2logn.
J€[n]
Proof: For any t > 0, by the convexity of exp and Jensen’s inequality, the following holds:

2.2
etIE[maxje[n] X5] < E[etmaxje[n] Xj] —-F {max eth:| <E [ Z eth:| < net 21
J€ln]

j€[n]
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Taking the log of both sides yields

logn  tr?
E [ max X;] < &% 4 2 (D.25)
JjE€[n] t 2

Choosing t = 7Vzlfgn, which minimizes the right-hand side, gives the upper bound rv/2logn. 0O
Note that, in view of the expression of their moment-generating function (equation (C.24)), for
standard Gaussum random variables X, the assumptions of the theorem hold as equalities:

Ee!Xi] =e 7.

Corollary D.11 (Maximal inequality) Let X; ... X, be n > 1 real-valued random variables such
that for all j € [n], X; = 3", Y;; where, for each fized j € [n], Y; are independent zero mean
random variables taking values in [—r;,+71;], for some r; > 0. Then, the following inequality

holds:
]E[maxX] ry/2logn,

J€[n]

. . m 2
with r = P

Proof: By the independence of the Yj;s for fixed j and Hoeffding’s lemma (Lemma D.1), the
following inequality holds for all j € [n]:

E[etXi] = E [He ] HE Y] < ﬁ ,-: 5 (D.26)

with 72 = M r?. The result then follows 1mmed1ately by E‘heorem D.10. O

D.11 Chapter notes

Several of the concentration inequalities presented in this chapter are based on a bounding tech-
nique due to Chernoff [1952]. Theorem D.3 is due to Sanov [1957]. For the exponential inequal-
ity of exercise D.7, which is an alternative form of Sanov’s inequality, see [Hagerup and Riib,
1990] and the references therein. The multiplicative Chernoff bounds presented in this chapter
(Theorem D.4) were given by Angluin and Valiant [1979]. Hoeffding’s inequality and lemma
(Lemma D.1 and Theorem D.2) are due to Hoeffding [1963]. The improved version of Azuma’s
inequality [Hoeffding, 1963, Azuma, 1967] presented in this chapter is due to McDiarmid [1989].
The improvement is a reduction of the exponent by a factor of 4. This also appears in McDi-
armid’s inequality, which is derived from the inequality for bounded martingale sequences. The
inequalities presented in exercise D.6 are due to Bernstein [1927] and Bennett [1962]; the exercise
is from Devroye and Lugosi [1995].

The binomial inequality of section D.5 is due to Slud [1977]. The tail bound of section D.8 is due
to Tate [1953] (see also Anthony and Bartlett [1999]). The Khintchine-Kahane inequality was first
studied in the case of real-valued variables z1, ..., zn by Khintchine [1923], with better constants
and simpler proofs later provided by Szarek [1976], Haagerup [1982], and Tomaszewski [1982].
The inequality was extended to normed vector spaces by Kahane [1964]. The proof presented here
is due to Latala and Oleszkiewicz [1994] and provides the best possible constants.

D.12 Exercises

D.1 Twins paradox. Professor Mamoru teaches at a university whose computer science and math
building has F' = 30 floors.

(1) Assume that the floors are independent and that they have the same probability to be
selected by someone taking the elevator. How many people should take the elevator in
order to make it likely (probability more than half) that two of them go to the same floor?
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(Hint: use the Taylor series expansion of e=* = 1 — z 4 ... and give an approximate
general expression of the solution.)

(2) Professor Mamoru is popular, and his floor is in fact more likely to be selected than
others. Assuming that all other floors are equiprobable, derive the general expression of
the probability that two people go to the same floor, using the same approximation as
before. How many people should take the elevator in order to make it likely that two of
them go to the same floor when the probability of Professor Mamoru’s floor is .25, .35, or
.57 When g = .5, would the answer change if the number of floors were instead F' = 1,0007

(3) The probability models assumed in (1) and (2) are both naive. If you had access to the
data collected by the elevator guard, how would you define a more faithful model?

Estimating label bias. Let D be a distribution over X and let f: X x {—1,+1} be a labeling
function. Suppose we wish to find a good approximation of the label bias of the distribution
D, that is of p4 defined by:

pi = P [f) = +1] (D.27)
Let 8 be a finite labeled sample of size m drawn i.i.d. according to D. Use § to derive an
estimate p4 of p4. Show that for any § > 0, with probability at least 1 — 6, |[p+ — p4+| <

Biased coins. Professor Moent has two coins in his pocket, coin 4 and coin zp. Both coins
are slightly biased, i.e., Plxg =0] =1/2 —¢/2 and Plzp =0l =1/2+¢/2, where 0 < e < 1 is
a small positive number, 0 denotes heads and 1 denotes tails. He likes to play the following
game with his students. He picks a coin € {z4,zp} from his pocket uniformly at random,
tosses it m times, reveals the sequence of Os and 1s he obtained and asks which coin was
tossed. Determine how large m needs to be for a student’s coin prediction error to be at most
6> 0.

(a) Let S be a sample of size m. Professor Moent’s best student, Oskar, plays according to
the decision rule fo: {0,1}™ — {za,zp} defined by fo(S) = z iff N(S) < m/2, where
N(S) is the number of 0’s in sample S.

Suppose m is even, then show that

1
error(fo) > EP [N(S) > %‘:p = :BA] . (D.28)
(b) Assuming m even, show that
1 _ me? 11
1o |1—e 1-€2|2
error(fo) > 1 [1 [1 e ] ] (D.29)

(¢) Argue that if m is odd, the probability can be lower bounded by using m + 1 in the bound
in (a) and conclude that for both odd and even m,
_ 2[m/2]€2

error(fo) > i [1 — [1 —e  1-¢2 ] %] (D.30)

(d) Using this bound, how large must m be if Oskar’s error is at most §, where 0 < § < 1/4.
What is the asymptotic behavior of this lower bound as a function of €?

(e) Show that no decision rule f: {0,1}"™ — {z4,zp} can do better than Oskar’s rule f,.
Conclude that the lower bound of the previous question applies to all rules.

Concentration bounds. Let X be a non-negative random variable satisfying P[X > t] <
2
ce™2™*" for all t > 0 and some ¢ > 0. Show that E[X?] < % (Hint: to do that, use the
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identity E[X?2] = f0+°° P[X? > t]dt, write O+°° = [+ f;oo, bound the first term by u and
find the best u to minimize the upper bound).

D.5 Comparison of Hoeffding’s and Chebyshev’s inequalities. Let X1,..., X, be a sequence of
random variables taking values in [0, 1] with the same mean u and variance 02 < co and let
X=21ym X

(a)

(b)

m i=1

For any € > 0, give a bound on P[|X — | > €] using Chebyshev’s inequality, then Hoeffd-
ing’s inequality. For what values of o is Chebyshev’s inequality tighter?

Assume that the random variables X; take values in {0,1}. Show that 02 < i. Use

this to simplify Chebyshev’s inequality. Choose € = .05 and plot Chebyshev’s inequality
thereby modified and Hoeffding’s inequality as a function of m (you can use your preferred
program for generating the plots).

D.6 Bennett’s and Bernstein’s inequalities. The objective of this problem is to prove these two
inequalities.

(a)

—~
-
=

Show that for any ¢ > 0, and any random variable X with E[X] = 0, E[X?] = o2, and
X<q 2,2
Ele'X] < ef(e7/<7), (D.31)

where

1 T
=1 —ctx ct .
fa) =g (e + )
Show that f”(z) <0 for z > 0.

Using Chernoff’s bounding technique, show that
1 & _ m 2 2
mis

where (og(1 is the variance of X;.

Show that f(z) < f(0) + zf’(0) = (et — 1 — ct)a.

Using the bound derived in (4), find the optimal value of ¢.

Bennett’s inequality. Let X1,..., X, be independent real-valued random variables with
zero mean such that for i =1,...,m, X; <c. Let 02 = % > o%(,. Show that

1 & mo? ec
P b > oXi> e:| < exp (—79(5)) , (D.32)
i=1

where 0(z) = (14 z)log(1 + z) — =.

Bernstein’s inequality. Show that under the same conditions as Bennett’s inequality

P{lix>}< ( me? ) (D.33)
— i >e| <exp| ———— . .

m = ! =oxp 202 + 2ce/3

(Hint: show that for all z > 0, 6(z) > h(z) = %Ix—;)

Write Hoeffding’s inequality assuming the same conditions. For what values of ¢ is Bern-
stein’s inequality better than Hoeffding’s inequality?
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D.7 Exponential inequality. Let X be a random variable following a binomial distribution B(m, p).

(a)

Use Sanov’s inequality to show that the following exzponential inequality holds for any

€>0:
X p+e 1—(p+e) ™
= P _1-p
[ [ ()
Use that to show that the following holds:
X m(p+e)
- P me
P {m p> e} < (p+€> eme. (D.35)
Prove that
X — e
]P{—fp>e} <e mpa(?’), (D.36)
m

where 6 is defined as in exercise D.6.
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This chapter introduces some basic notions of information theory useful for the presentation of
several learning algorithms and their properties. The definitions and theorems are given in the
case of discrete random variables or distributions, but they can be straightforwardly extended to
the continuous case.

We start with the notion of entropy, which can be viewed as a measure of the uncertainty of a
random variable.

E.1 Entropy

Definition E.1 (Entropy) The entropy of a discrete random wvariable X with probability mass
function p(x) = P[X = z] is denoted by H(X) and defined by

H(X) = —E log(p(X))] = — D p(z) log(p(x)). (E.1)
zeX
We define by the same expression the entropy of a distribution p and abusively denote that by

H(p).

The base of the logarithm is not critical in this definition since it only affects the value by a
multiplicative constant. Thus, unless otherwise specified, we will consider the natural logarithm
(base €). If we use base 2, then —log,(p(x)) is the number of bits needed to represent p(x).
Thus, by definition, the entropy of X can be viewed as the average number of bits (or amount
of information) needed for the description of the random variable X. By the same property, the
entropy is always non-negative:

H(X) > 0. (E.2)
As an example, the entropy of a biased coin X, taking value 1 with probability p and 0 with
probability 1 — p is given by

H(Xp) = —plogp — (1 — p)log(1 — p). (E.3)

The corresponding function of p is often referred to as the binary entropy function. Figure E.1
shows a plot of that function when using base 2 for the logarithm. As can be seen from the figure,
the entropy is a concave function.26 It reaches its maximum at p = 1 which corresponds to the
most uncertain case, and its minima at p = 0 or p = 1 which correspond to the fully certain cases.
More generally, assume that the input space X has a finite cardinality N > 1. Then, by Jensen’s

26 We will see later that the entropy function is always concave.
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Figure E.1
A plot of the binary entropy as a function of the bias p.

inequality, in view of the concavity of logarithm, the following inequality holds:

H(X)=E {log T;)] <logE {ﬁ} = log ( > M) =log N. (B.4)

o pl@)
Thus, more generally, the maximum value of the entropy is log N, that is the entropy of the
uniform distribution.
The entropy is a lower bound on lossless data compression and is therefore a critical quantity
to consider in information theory. It is also closely related to the notions of entropy in thermo-
dynamics and quantum physics.

E.2 Relative entropy

Here, we introduce a measure of divergence between two distributions p and q, relative entropy,
which is related to the notion of entropy. The following is its definition in the discrete case.

Definition E.2 (Relative entropy) The relative entropy (or Kullback-Leibler divergence) of two
distributions p and q is denoted by D(p||q) and defined by

g P20T S~ oy tog [262)
Ol = & [1os 5657 | = 3= pierton [ 23], (85)

with the conventions 0log0 = 0, 0log % =0, and alog % = +o0 fora > 0.

Note that, in view of these conventions, whenever g(z) = 0 for some z in the support of p
(p(x) > 0), the relative entropy is infinite: D(p|lq) = co. Thus, the relative entropy does not
provide an informative measure of the divergence of p and ¢ in such cases.

As for the entropy, the base of the logarithm is not critical in the definition of the relative
entropy and we will consider the natural logarithm unless otherwise specified. If we use base 2,
the relative entropy can be interpreted in terms of coding length. Ideally, one could design for p
an optimal code with average length the entropy H(p). The relative entropy is the average number
of additional bits needed to encode p when using an optimal code for ¢ instead of one for p since it
can be expressed as the difference D(pl|g) = Ep[log ﬁ] — H(p), which, as shown by the following
proposition, is always non-negative.

Proposition E.3 (Non-negativity of relative entropy) For any two distributions p and q, the
following inequality holds:

D(pllg) > 0. (E.6)
Furthermore, D(p|lqg) =0 iff p = gq.
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Proof: By the concavity of logarithm and Jensen’s inequality, the following holds:

-D(plle) = >_ p(x)log (pga:;) <10g( 3 )%>

z: p(z)>0 z: p(z)>0

=10g( > q(fr)) < log(1) = 0.
z: p(x)>0
Thus, the relative entropy is always non-negative for all distributions p and q. The equality
D(p|lg) = 0 can hold only if both of the inequalities above are equalities. The last one implies
that > _. p(2)>0 g(x) = 1. Since the log function is strictly concave, the first inequality can be
an equality only if % is some constant o over {x: p(z) > 0}. Since p(z) sums to one over
that set, we must have 37 . ,)50a(®) = . Thus, a = 1, which implies ¢(z) = p(x) for all
z € {z: p(z) > 0} and thus for all z. Finally, by definition, for any distribution p, D(p||p) = 0,
which completes the proof. 0

The relative entropy is not a distance. It is asymmetric: in general, D(p|lq) # D(q||p) for two
distributions p and ¢. Furthermore, in general, the relative entropy does not verify the triangle
inequality.

Corollary E.4 (Log-sum inequality) For any set of non-negative real numbers ai,...,an and
b1,...,bn, the following inequality holds:

gailog(%>2(i >log(§zl _), (E.7)

with the conventions 0log0 = 0, Olog % =0, and alog & o = too fora>0.

Furthermore, equality holds in (E.7) iff 7% is a constant (does not depend on i).

Proof: With the conventions adopted, 1t is clear that the equality holds if ZZ ,a; =0, that is
a; = 0 for all ¢ € [n], or >3-, b; = 0, that is b; = 0 for all ¢ € [n]. Thus, we can assume that
>orqa; #0and Y by # 0. Since the inequality is invariant by scaling of the a;s or bss, we

can multiply them by positive constants such that 7 ; a; = 7" ; b; = 1. The inequality then
coincides with the non-negativity of the relative entropy of the distributions thereby defined by
a;s and b;s and the result holds by Proposition E.3. O

Corollary E.5 (Joint convexity of relative entropy) The relative entropy function (p,q) — D(pllq)
18 COnver.

Proof: For any a € [0,1] and any four probability distributions p1,p2,qi,g2, by the Log-sum
inequality (Corollary E.4), the following holds for any fixed x:

api(z) + (1 - a)m(w)}
aqi(z) + (1 — a)gz(x)

(0p1 () + (1 — a)pa () log [

T 11— T
< am (@) log |22 4 (1 = aypa(a)tog | G2 (g
aq1(z) (1 - a)g(z)
Summing up these inequalities over all = yields:
D(ap1 + (1 = @pellagi + (1 = a)az) < aD(p1llar) + (1 — a)D(p2llaz), (B.9)
which concludes the proof. O

Corollary E.6 (Concavity of the entropy) The entropy function p — H(p) is concave.

Proof: Observe that for any fixed distribution pg over X, by definition of the relative entropy,

we can write
D(pllpo) = D p(@) log(p(x)) — D> _ p(x) log(po(x)). (E.10)
zeX zeX
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Thus, H(p) = —D(pllpo) — >_,ex () log(po(x)). By Corollary E.5, the first term is a concave
function of p. The second term is linear in p and therefore is concave. Thus, H is concave as a
sum of two concave functions. O

Proposition E.7 (Pinsker’s inequality) For any two distributions p and q, the following inequal-
ity holds:

1
D(pllg) > S llp - qll3. (E.11)

Proof: We first show that the inequality holds for distributions over a set A = {ag,a1} of
cardinality 2. Let po = p(ap) and go = g(ao). Fix po € [0, 1] and consider the function f: go —
f(qo) defined by

f(q0) = polog 22 + (1= po) log o, 20— 9)°. (E.12)
Observe that f(po) = 0 and that for qo € (0,1),
1
F(a0) = 22 + 2220 4 4 — o) = (g0 — po) [7 - 4} (E.13)
g 1l-—aqo (1 —qo0)qo
Since (1 —qo)go < 4, [m 4] is non-negative. Thus, f’(qo) < 0 for go < po and f’(go) >0

for go > po. Thus, f reaches its minimum at go = po, which implies f(go) > f(po) = 0 for all qo.
Since f(go) can be expressed as follows:

f(a0) = D(pllg) — 2(po — q0)* (E.14)
= Dll) ~ 5 [Ipo — ol + 11~ po) — (1 o)) (E.15)
= D(pllg) — %Ilp -4l >0, (E.16)

this proves the inequality for a set A = {ap, a1} of cardinality 2.

Now, consider the distributions p’ and ¢’ defined over A = {ao, a1} with p(a0) = 3=, ¢, P(2),
and ¢'(a0) = 3, ¢, 9(x) where ao = {z € X: p(z) > q(z)} and a1 = {z € X: p(z) < q(z)}. By
the Log-sum inequality (Corollary E.4),

D) = 3 ployiox | 55 | + 3 ployiox| 23] (8.17)
TEag T€ay Z‘)
p(ao) p(a1)
2 plao)og |7 <a0>} plar) o | (an} (E.18)
= D(p'll¢). (E-19)
Combining this inequality with the observation that
Ip" = d'llx = (p(a0) — q(ao)) — (p(a1) — gq(a1)) (E-20)
= > (@) —q(@) - > (p() - q(=)) (E.21)
TCag rEay
=Y Ip(x) — q(@)| (E.22)
zeX
=lp—dll, (E.23)
shows that D(p||q) > D(p'|l¢") > % |p — g||? and concludes the proof. O

Definition E.8 (Conditional relative entropy) Let p and q be two probability distributions de-
fined over X XY and r a distribution over X. Then, the conditional relative entropy of p and g
with respect to the marginal v is defined as the expectation of the relative entropy of p(:|X) and
q(-|X) with respect to r:

B, [D(eX)1a(1)] = 3 @) X alole) oz 212~ D), (E.24)

i e (le)
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\
7

Figure E.2

Illustration of the quantity measured by the Bregman divergence defined based on a convex and
differentiable function F'. The divergence measures the distance between F(z) and the hyperplane
tangent to the curve at point y.

where p(x,y) = r(x)p(ylx) and q(z,y) = r(x)q(y|zx), with the conventions 0log0 = 0, 0log % =0,
and alog § = +oo for a > 0.

E.3 Mutual information

Definition E.9 (Mutual information) Let X and Y be two random variables with joint probability
distribution function p(-,-) and marginal probability distribution functions p(x) and p(y). Then,
the mutual information of X and Y is denoted by I(X,Y) and defined as follows:

I(X,Y) = D(p(z,y)llp(z)p(y)) (E.25)
- og PY) T _ o) log | PEY)
= o) [l gp(X)p(Y):| zexz;yeyp( 1Y) log {p(x)p(y)}, (E.26)

with the conventions 0log0 = 0, 0log % =0, and alog % = 400 fora > 0.

When the random variables X and Y are independent, their joint distributions is the product
of the marginals p(z) and p(y). Thus, the mutual information is a measure of the closeness
of the joint distribution p(z,y) to its value when X and Y are independent, where closeness is
measured via the relative entropy divergence. As such, it can be viewed as a measure of the
amount of information that each random variable can provide about the other. Note that by
Proposition E.3, the equality I(X,Y) = 0 holds iff p(z,y) = p(z)p(y) for all z,y, that is iff X and
Y are independent.

E.4 Bregman divergences

Here we introduce the so-called unnormalized relative entropy D defined for all non-negative
functions p, ¢ in RY by

D(pllg) = Y p(x)log

zeX

PO 4 (@) - ple
28]+ @) = pto)). (E27)
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Table E.1
Examples of Bregman divergences and corresponding convex functions.
Br(z|ly) F(x)
Squared Lo-distance |z — yl|? |||
Mahalanobis distance (z—9)"Q(x—y) z " Qx
Unnormalized relative entropy D(z | y) D ier ©(4) log(z(i)) — =(4)

with the conventions 0log0 = 0, Olog% =0, and alog% = +oo for a > 0. The relative entropy
coincides with the unnormalized relative entropy when restricted to A X A, where A is the family of
distributions defined over X. The relative entropy inherits several properties of the unnormalized
relative entropy, in particular, it can be shown that D(p||q) > 0. Many of these properties are in
fact shared by a broader family of divergences known as Bregman divergences.

Definition E.10 (Bregman divergences) Let F be a conver and differentiable function defined

over a convex (open) set C in a Hilbert space H. Then, the Bregman divergence Br associated
to F is defined for all x,y € C by

Br(zly) = F(z) — F(y) = (VF(y),z —y). (E.28)
Thus, Br(z || y) measures the difference of F(z) and its linear approximation. Figure E.2 illus-
trates this definition. Table E.1 provides several examples of Bregman divergences along with their
corresponding convex functions F'(z). Note that, although the unnormalized relative entropy is a
Bregman divergence, the relative entropy is not a Bregman divergence since it is defined over the
simplex which is not an open set and has an empty interior.
The following proposition presents several general properties of Bregman divergences.

Proposition E.11 Let F be a convez and differentiable function defined over a convez set € in a
Hilbert space H. Then, the following properties hold:

1. Yz,y €€, Bp(z|y) >0.
2. Vz,y,z € €,(VF(z) — VF(y),z — z) = Br(z|y) + Br(z| ) — Br (2] y).

3. Bp is convex in its first argument. If additionally F is strictly convezx, then Bp is strictly
convex in its first argument.

4. Linearity: let G be a conver and differentiable function over C, then, for any a,B € R,
Bour+sc = aBr + BBg.

For the following properties, we will assume additionally that F is strictly convex.

5. Projection: for any y € C and any closed convezx set X C C, the Bp-projection of y over K,
Py (y) = argming,cqc Br(z || y), is unique.

6. Pythagorean theorem: for y € € and any closed convex set KX C C, the following holds for all
zeX:

Br(zlly) > Br(z |l Px(y)) + Br(Px(y)lly). (E.29)

7. Conjugate divergence: assume that F is closed proper strictly convex, and that the norm of
its gradient tends to infinity near the boundary of C: lim, ,p¢ ||VF(z)|| = +oo. The pair
(€, F) is then said to be a convex function of Legendre type. Then, the conjugate of F', F*,
is differentiable and the following holds for all x,y € C:

Br(z|ly) =Bp-(VF() || VF(x)). (E-30)
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Psc(y)

Figure E.3
A depiction of the Pythagorean theorem stated in proposition E.11, where the squared length of
each line illustrates the magnitude of the Bregman divergence between the points it connects.

Proof: Property (1) holds by convexity of the function F' (the graph of F is above its tangent,
see equation (B.3)).
Property (2) follows directly from the definition of the Bregman divergence:

Br(zlly) +Br(z]lz) - Br(z]ly)
=—(VF(y),z —y) = (VF(z), 2 —2) + (VF(y),z — y)
=(VF(z) —VF(y),z — z) .

Property (3) holds since z — F(z) — F(y) — (VF(y),z — y) is convex as a sum of the convex
function « — F'(z) and the affine and thus convex function « — —F(y)—(VF(y),z — y). Similarly,
Br is strictly convex with respect to its first argument if F' is strictly convex, as a sum of a strictly
convex function and an affine function.

Property (4) follows from a series of equalities:

Bartsc = aF(z) + BG(x) — aF(y) — BG(y) — (V(aF(y) + BG(y)),z —y)
=a(F(z) = F(y) = (VF(y),z —y)) + B(G(z) - G(y) = (VG (y),z — y))
=aBr + BBg,
where we have used the fact that both the gradient and inner-product are linear functions.
Property (5) holds since, by Property (3), mingcx Br(x || y) is a convex optimization problem

with a strictly convex objective function.
For property (6), fix y € € and let J be the function defined for all a € [0, 1] by

J(e) = Brp(az + (1 —a)Px(y) [|y)-
Since € is convex, for any o € [0,1], cx + (1 — ) Px (y) is in €. F is differentiable over € therefore

J is also differentiable as a composition of F' with o — ax+ (1 —«a) Py (y). By definition of Py (y),
for any a € (0,1],

J(@) = J(0) _ Br(az+ (1 —a)Px(y)lly) = Br(Px(y)

1) o, (E.31)
This implies that J’((% > 0. From the following exprgssion of J(a):

J(a) =F(az+ (1 — a)Px(y)) — F(y) = (VF(y),ax + (1 — ) Px(y) — v), (E.32)
we can compute its derivative at 0:

J(0) = (& — Prc(), VE(Pe()) — (VE(), & — Pe(y))

—Br(zl Px(y)) + F(z) — F(Px(y)) — (VF(y), z — Px(y))
—Br(z|l Px(y) + F(z) — F(Px(y)) = (VF(y),z —y) = (VF(y),y — Px(v))
—Br(z || Px(y)) +Br(zlly) + F(y) — F(Px(y)) — (VF(),y — Px(y))
)

—Br(z| Px(y)) +Br(z|y) — Br(Px(y)[ly) 20,
which concludes the proof of Property (6).
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For property (7), note that, by definition, for any y, F'* is defined by
F*(y) = sup {(z,y) — F(x)}. (E.33)
zeC

F* is convex and admits a sub-differential at any y. By the strict convexity of F', the function
z +— (z,y) — F(x) is strictly concave and differentiable over € and the norm of its gradient,
y — VF(x), tends to infinity near the boundary of € (by the corresponding property assumed for
F). Thus, its supremum is reached at a unique point z, € € where its gradient is zero, that is at
zy with VF(zy) = y. This implies that for any y, dF*(y), the subdifferential of F'*, is reduced
to a singleton. Thus, F* is differentiable and its gradient at y is VF*(y) = zy, = V"1 F(y). Since
F* is convex and differentiable, its Bregman divergence is well defined. Furthermore, F*(y) =
<VF*1(y)7 y> — F(VF~Y(y)) since zy = V"1 F(y). For any z,y € C, using the definition of Bp+«
and the expression of VF*(y) and F*(y) we can write

Br=(VF(y) || VF(x))

= F*(VF(y)) = F*(VF(z)) = (V" 'F(VF(2)), VF(y) - VF(z))

=F*(VF(y)) — F*(VF(2)) — (z, VF(y) = VF(z))

= (VTIF(VF(y)),VF(y)) — F(V'F(VF(y)))

—(VTIF(VF(2)),VF(2)) + F(V'F(VF(2))) — (z, VF(y) — VF(z))

=y, VF(y)) — F(y) — (z, VF(2)) + F(z) — (z, VF(y) - VF(2))

=y, VF(y)) — F(y) + F(z) — (z, VF(y))

=F(z) - F(y) — (= -y, VF(y)) = Br(z | y),
which completes the proof. O

Notice that while the unnormalized relative entropy (and thus the relative entropy) are convex

functions of the pair of their arguments, this in general does not hold for all Bregman divergences,
only convexity with respect to the first argument is guaranteed.

The notion of Bregman divergence can be extended to the case of non-differentiable functions
(see section 14.3).

E.5 Chapter notes

The notion of entropy presented in this chapter is due to Shannon [1948] who, more generally,
within the same article, set the foundation of information theory. More general definitions of
entropy (Rényi entropy) and relative entropy (Rényi divergence) were later introduced by Rényi
[1961]. The Kullback-Leibler divergence was introduced in [Kullback and Leibler, 1951].

Pinsker’s inequality is due to Pinsker [1964]. Finer inequalities relating the relative entropy and
the Li-norm were later given by Csiszdr [1967] and Kullback [1967]. See [Reid and Williamson,
2009] for a generalization of such inequalities to the case of f-divergences. The notion of Bregman
divergence is due to Bregman [1967].

For a more extensive material on information theory, we strongly recommend the book of Cover
and Thomas [2006].
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Figure E.4
An illustration of the parallelogram identity.

E.6 Exercises

E.1 Parallelogram identity. Prove the following parallelogram identity for any three distributions
P, q, and r on X:
P+aq P+aq P+aq
D@ r) +D(alln) =20(* L) +D(p E) + D (eI BE).  (®39)
Does the equality hold if we replace the relative entropy by the norm-2 squared? Figure E.4
illustrates a particular example of this identity. Note, in the example we have

+ -
o=l = |0 = 25 + (57 =)
pta pta ptay pta
= o= 25217 + 1B =l = 2c0s(r = )]lp - Z || 25 |

and

+ +
la=rl? = [(a= 252 + B2 =)

+ + + +
= o= ZEL 4 25— o)~ 2cos@fla — R EEL .

Summing these two quantities shows the identity holds for the example.






F Notation

Table F.1

Summary of notation.
R Set of real numbers
Ry Set of non-negative real numbers
R"™ Set of n-dimensional real-valued vectors
R7x™ Set of n X m real-valued matrices
(a, b] Closed interval between a and b
(a,b) Open interval between a and b
{a,b,c}  Set containing elements a, b and ¢
[n] The set {1,2,...,n}
N Set of natural numbers, i.e., {0,1,...}
log Logarithm with base e
log,, Logarithm with base a
8 An arbitrary set
8] Number of elements in 8
sES An element in set §
X Input space
Y Target space
H Feature space
() Inner product in feature space
v An arbitrary vector
1 Vector of all ones
v; ith component of v
vl Lo norm of v
Iv]lp L, norm of v

uov Hadamard or entry-wise product of vectors u and v
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Composition of functions f and g

Composition of weighted transducers 77 and Tn

An arbitrary matrix

Spectral norm of M

Frobenius norm of M

Transpose of M

Pseudo-inverse of M

Trace of M

Identity matrix

Kernel function over X

Kernel matrix

Indicator function indicating membership in subset A
The hypothesis function returned when training with sample S
Generalization error or risk

Empirical error or risk with respect to sample S

Notation

Empirical margin error with margin p and with respect to sample S

Rademacher complexity over all samples of size m
Empirical Rademacher complexity with respect to sample S
Standard normal distribution

Expectation over & drawn from distribution D

Kleene closure over a set of characters X
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Li-geometric margin, see margin
Li-margin, see margin
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B-stable, 334, 338, 340-342
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e-greedy policy, 401
e-insensitive loss, 282
e-transition, 361
~-fat-dimension, 274, see fat-shattering
dimension
~-shattered, 274, see fat-shattered
log-linear model, 321, 326
p-margin loss function, see margin
o-admissible, 337, 338, 340-342
o-algebra, 429
k-CNF formula, 18, 19
k-deterministic, 377
k-reversible, 377
k-term DNF formula, 18
n-fold cross-validation, 71
n-way composition, 128, 136
pth-moment, 434

absolutely continuous, 429
accepted, 28, 361
accepting path, 123, 361
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167, 169, 172, 244, 283
pairwise ranking, 245, 255, 256

action, 7, 163, 164, 183, 205, 240, 379-383,
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greedy, 401, 402
policy, see policy
random, 401
active learning, 7, 362
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AdaBoost, 145
Lq-regularized, 165
AdaBoost’s weak learning condition, 162
AdaBoost.MH, 222, 223, 236, 237
AdaBoost.MR, 222, 236, 238
adaptive boosting, 150
adversarial, 177, 178, 180, 204, 260
argument, 180
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choice, 260
scenario, 177
advice, 178
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agent, 379
aggregated algorithms, 213, 221
algebraic transductions, 127
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dependent, 333
deterministic, 183, 258-260, 264

learning, 1, 4-6, 9, 19, 20, 23, 24, 27, 43,

46, 47, 55, 57, 71, 80, 85, 98, 146, 148,
150, 168, 173, 179, 186, 202, 252, 257,
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AUC, 239, 255, 256, 264, 265
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finite, 125, 129, 130, 360, 361, 370, 375,
377
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prefix-tree, 370, 371, 373
reverse deterministic, 374
reversible, 370, 371, 373, 374
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formula, 431
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Bennett’s inequality, 447
Bernstein’s inequality, 438, 440, 447
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entropy function, 449
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Chebyshev’s inequality, 433, 447
Chernoff
bound, 28, 45
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partial, 280, 285
classification, 3, 259
binary, 4, 33, 34, 61, 74, 79, 102, 159,
173, 213, 228-231, 239, 244, 252, 257,
264, 271, 281, 325, 330, 331
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image, 3, 140
linear, 79, 105, 177, 190, 198
multi-class, xiii, 168, 213-215, 217,
219-222, 224, 225, 228, 229, 232, 233,
235237, 264, 315, 321, 331
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linear, 80
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co-accessible, 125
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complementarity conditions, 83, 90, 282,
421
complete metric space, 388
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concave, 84, 91, 118, 226, 278, 304,
416418, 420, 449, 451, 452, 456
function, 84, 118, 416, 449, 452
problem, 420
concentration inequality, xiv, 437, 445
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54-57, 145, 179, 180, 347, 348,
361-364, 369, 377
class, 10-12, 14, 16-19, 24-27, 29, 54,
55, 57, 145, 179, 362, 363, 377
class universal, 17
conditional
maximum entropy models, 315
probability, 431
relative entropy, 316, 319, 331, 452
Conditional Random Fields, see CRFs
confidence, 17, 27, 28, 57, 92, 93, 95, 97,
148, 155, 157, 159, 215, 229, 231, 232,
241, 264, 315
margin, 92, see margin, 95, 97, 155, 157,
159
conjugate, 157, 201, 300, 304, 307, 308,
313, 328, 329, 410, 423, 424, 426, 427,
454
function, 300, 304, 307, 308, 328, 329,
423, 424, 427
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57, 163, 172, 179, 362-364, 375
algorithm, 16, 17
case, 20, 21
DFA, 362, 363, 375
hypothesis, 15-17, 172
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constrained optimization problem, 420
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equality, 102, 420
qualification, 420
qualification strong, 421
qualification weak, 421
context-free grammars, 363
convex, 415, 417
combination, 157-159, 222
differentiable functions, 421
function, 73, 151, 152, 165, 235, 237,
255, 275, 307, 337, 415-419, 422, 423,
455
function of Legendre type, 454
functions, 415, 421
hull, 37, 38, 157, 191, 250, 416
loss, 77, 153, 250, 284
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110, 151, 162, 166, 221, 278, 286, 299,
304, 307, 317, 320, 323, 325, 331, 415,
420, 422, 426, 455
set, 299, 300, 317, 318, 416-419, 454
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418-420, 422, 423, 437, 439, 443, 444,
451, 455, 456
core, 423
covariance, 348, 349, 353, 356, 433
matrix, 348, 349, 353, 356, 434
covering, 49, 58, 59, 133, 134, 263
number, 49, 58, 134, 263
CRFs, 235, 237
cross-validation, 68-73, 99, 102, 103, 166,
167, 285, 323, 324
n-fold, 70-73, 88, 228
error, 71, 102
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set, 102, 109, 139, 161, 255, 347, 348,
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training, 5, 6, 21, 24, 25, 71, 72,
87, 88, 93, 101, 102, 170, 176,
228, 229
unseen, 8
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normalized, 263
decision
epochs, 381
stump, 154
tree, 154, 155, 168, 169, 213, 221, 224,
225, 227, 228, 236, 291, 298, 365, 366,
368, 376
tree binary, 238, 365
DeepBoost, 169
degrees of freedom, 430
deterministic, 22, 361, 381
determinization, 361
DFA, 361, 362, 364-366, 368-370,
375-377
consistent, 362, 363, 375
equivalent, 361
minimal, 361, 362, 364, 376
dichotomy, 34, 36, 37, 50
differentiable
function, 170, 337, 415, 417, 453, 454
dimensionality reduction, 3, 6, 117, 347,
348, 351, 354, 356
discounted cumulative gain, see DCG
distinguishing strings, 364
distribution, 430
-free model, 11
binomial, 430, 440, 448
chi-squared, 430
Gaussian, 303
Gibbs, 295, 299, 300, 306, 312, 317, 430
Laplace, 430
normal, 330, 355, 358, 430, 434, 443, 460
Poisson, 430
probability, 22, 131, 140, 397, 403, 429,
431, 453
divergence
Bregman, 169, 295, 307, 313, 331, 337,
453-456
Bregman generalized, 337, 338
Kullback-Leibler, 344, 450, 456
Rényi, 456
DNF formula, 17
doubling trick, 185, 189, 204, 205
dual, 420
Langrange function, 420
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norm, 158, 287, 301, 308, 324, 327, 410
optimization, 83-85, 89-91, 99, 103,
116, 142, 194, 222, 237, 278, 279, 284,
292, 295, 302, 315, 318, 319
optimization problem, 420
problem, 84, 91, 278, 279, 282, 284, 299,
300, 302, 307, 313, 317, 318, 320, 331,
420, 425
variables, 83, 86, 90, 292, 293

duality
Fenchel, 300, 307, 328, 426
gap, 420
strong, 84, 420, 425, 426
weak, 425

early stopping, 165, 167, 170
edge, 149, 246
eigenvalue, 411, 413, 418
emphasis function, 262
empirical
error, 10
kernel map, 113, 114
kernel maps, 112
Rademacher complexity, 30
risk, 10
risk minimization, see risk minimization
empty string, 122, 360
ensemble
algorithms, 145
hypotheses, 155
methods, 145, 155, 165, 250, 251
entropy, 168, 169, 199, 201, 226, 227, 295,
296, 298, 299, 302, 306-308, 312, 317,
330, 331, 344, 345, 438, 439, 449-454,
456, 457, 477, 482
binary, 450
binary function, 449
conditional relative, 319, 331
maximum, 295
maximum conditional, 315
Rényi, 456
regularized, 344
relative, 450
relative conditional, 316, 452
unnormalized relative, 453
envelope, 290
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environment, 1, 7, 379-381, 387, 393, 397,
403, 404

model, 379, 380, 387, 393, 397
unknown, 403

epigraph, 416

equivalence queries, 363

equivalent, 409

Erdos, 43

ERM, see risk minimization

error, 10
empirical, 10, 19-21, 57, 59, 65, 67, 88,
145, 148-151, 154, 168, 171, 172, 175,
211, 214, 227, 236, 241, 246248, 252,
269, 270, 273, 275, 276, 286, 294, 334,
336
estimation, 61-64, 67, 73
excess, 64, 65, 67, 74, 76-78
generalization, 10, 11, 16, 19-22, 24, 26,
43, 59, 65, 66, 69, 70, 79, 86, 87, 95,
97-99, 140, 155, 161, 166, 172, 178, 201,
202, 204, 212, 214, 217, 230, 238,
241-243, 252, 268, 276, 323, 334, 336,
342
leave-one-out, 72, 85, 86, 193, 194, 293,
294, 342
mean squared, 228, 275, 277, 289
reconstruction, 353

test, 6, 155
training, 65, 155, 174
true, 20
error-correcting output codes
(ECOCQ), 231
estimation error, 61
events, 140
set, 429

examples, 4
labeled, 5-7, 59, 71, 170, 223, 364
misclassified, 171
negative, 23
positive, 16, 17, 227, 369, 376
excess error, 61
expectation, 431
linearity, 86, 133, 336, 432
expected loss, 163
experience, 1
expert
advice, 27, 177-179
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algorithm, 205

best, 7, 178, 181-183, 205
exploration versus exploitation, 7
exponential inequality, 448

false
negative, 12
positive, 12, 103, 143, 256
positive rate, 256
fat-shattered, 274
fat-shattering, 290
dimension, 274
feature, 4
extraction, 347
function, 430
mapping, 112-114, 117-119,
137, 139, 219, 220, 243, 244,
275, 276, 281, 283, 284, 297, 315,
347, 350
missing, 228
space, 92, 97-99, 104, 106, 107, 112,
130, 131, 139, 140, 167, 224, 243, 276,
280, 289, 376, 459
vector, 156, 225, 234, 279, 280, 300, 320,
321, 327, 350
Fenchel
conjugate, 423
duality theorem, 300, 307, 328, 426
problems, 425
Fermat’s theorem, 415
final
state, 123, 125, 360, 361, 364, 366,
370-372, 374, 398
weight, 122-124
finite, 381
horizon, 381
query subset, 257
fixed point, 230, 388, 394, 397, 401
Frobenius
norm, 412
product, 412
Fubini’s theorem, 44, 432
function
affine, 151, 275, 455
measurable, 22, 28, 273
symmetric, 107, 262
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game
zero-sum, 163, 164, 204
gap penalty, 128
Gaussian, 430
distribution, 303
kernel, 110
generalization
bound, 14, 15, 21, 35, 43, 58, 59, 93, 94,
97, 159, 217, 220, 235, 236, 243, 268,
272, 273, 280, 283, 284, 287, 288, 293,
331, 333, 341, 343
error, 10
geometric margin
Li-, 157, 161
Gibbs distribution, 295, 299, 300, 306, 312,
317, 430
gradient, 415
descent, 191, 192, 207, 289, 291, 294,
304, 313, 320, 327, 404
Gram matrix, 84, 108, 139
graph
acyclic, 55
Laplacian, 352, 357
neighborhood, 352, 353
structure, 235
graphical model, 234
group
Lasso, see Lasso
norm, 412
growth function, 29, 34-36, 40—-42, 50, 56,
63, 333

Holder’s inequality, 166, 210, 301, 303,
322, 329, 411
Halving algorithm, 179, 181, 183
Hamming distance, 214, 231, 232,
234, 444
Hessian, 82, 84, 210, 313, 415, 417
Hilbert space, 73, 105, 107, 108, 110, 112,
113, 121, 138, 139, 141, 142, 410, 422,
423, 425, 444, 454
pre-, 112
reproducing kernel, 110-112, 117, 336,
350
hinge loss, 88, 89, 99, 174, 207, 341-343
quadratic, 89, 343
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Hoeftding’s
inequality, 19, 27, 59, 69, 134, 203, 268,
269, 437-439, 441, 443, 445, 447
lemma, 188, 201, 306, 441, 445

horizon
finite, 382
infinite, 382, 385

Huber loss, 284

hyperparameters, 4, 5

hyperplane
marginal, 81, 83, 87, 90, 91
maximum-margin, 80, 81, 83, 197
optimal, 100

hypothesis
base, 151, 152, 155-157, 173, 174, 211,
255
linear, 64, 97, 98, 155, 265, 277
set, 5, 7, 10
set finite, 15, 20, 21, 25, 27, 53, 180, 268
single, 19

ii.d., 10, 11, 15, 20, 32, 193, 194, 252, 296,
334-336, 404, 431, 480

impurity
Gini index, 226
misclassification, 226

inconsistent, 9
case, 19, 27, 269

independent and identically distributed

(i.i.d.), 431

inequality
Azuma’s, 202, 442, 445
Bennett’s, 447
Bernstein’s, 438, 440, 447
Cauchy-Schwarz, 53, 97, 98, 112, 118,
197, 309, 310, 339, 341, 409, 410, 433
Chebyshev’s, 433, 447
concentration, xiv, 437, 445
exponential, 448
Holder’s, 166, 210, 301, 303, 322, 329,
411
Hoeffding’s, 19, 27, 59, 69, 134, 203,
268, 269, 437-439, 441, 443, 445, 447
Jensen’s, 51-53, 77, 97, 104, 118, 133,
134, 188, 311, 318, 327, 443, 444, 450,
451
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Khintchine-Kahane, 118, 186, 445
Log-sum, 451, 452
Markov’s, 134, 354, 432, 433, 437
maximal, 324
McDiarmid’s, 29, 31, 32, 139, 310, 335,
442 443, 445
Pinsker’s, 302, 318, 344, 439, 456
Slud’s, 440
Young’s, 410
information theory, xiv, 23, 407, 449, 450,
456
initial state, 381
input space, 9, 22, 30, 33, 52, 56, 79,
105-109, 112, 121, 130, 139, 173, 197,
213, 240, 267, 275, 285, 351, 449
instances, 9
inverse
generalized, 412
Isomap, 351, 352, 356
iterative scaling
generalized, 313

Jensen’s inequality, 51-53, 77, 97, 104,
118, 133, 134, 188, 311, 318, 327, 443,
444, 450, 451

Johnson-Lindenstrauss lemma, 348, 354,
356

joint probability mass function, 429

kernel, 105, 106
approximate feature maps, 131
bigram, 128, 129
bigram sequence, 129
continuous, 131, 142
convolution, 136
difference, 138
empirical map, 112, 113
functions, 107, 130-132, 135, 137, 138,
222, 343, 350
gappy bigram, 129
Gaussian, 110, 113, 116
map empirical, 114
matrix, 108, 113-116, 118, 128, 143,
244, 270, 278, 280, 282, 284, 285, 293,
343, 344, 350, 352-354, 357
methods, xiv, 85, 105, 106, 130, 136, 351
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negative definite symmetric, 105, 119,
121, 141
normalized, 112, 113, 116, 137, 285
PCA, 347, 349-354, 356, 357
polynomial, 108, 109, 131, 139
positive definite, 108
positive definite symmetric, 110-119,
121, 137-140, 197, 199, 219, 220, 233,
243, 276, 281-284, 289, 293, 336, 338,
350
positive semidefinite, 108
rational, 105, 122, 127, 142
ridge regression, 267, 275-277, 292, 294,
333, 343
sequence, 121, 129
shift-invariant, 131
sigmoid, 110
Khintchine-Kahane inequality, 118, 186,
445
KKT conditions, 83, 89, 221, 278, 282,
284, 421
KPCA, 347, 349-354, 356, 357
Kullback-Leibler divergence, 344, 450, 456

labels, 4, 9
Lagrange, 83, 89, 90, 99, 101, 102, 166,
304, 313, 324, 420
dual function, see dual
function, 420
multipliers, 101, 102
variables, 83, 89, 90
Lagrangian, 83, 89, 90, 221, 278, 282, 284,
420-422
Laplace distribution, 430
Laplacian eigenmaps, 351, 352, 357
Lasso, 267, 275, 285-288, 290, 291, 293,
294, 343
group, 289
on-line, 294
law of large numbers, 394
learner
strong, 146
weak, 145, 146
learning
active, 7, 362
algorithm, 1, 4-6, 9, 19, 20, 23, 24, 27,
43, 46, 47, 55, 57, 71, 80, 85, 98, 146,
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148, 150, 168, 173, 179, 186, 202, 252, squared, 268
257, 333, 334, 343, 362 loss function, 4
algorithm PAC, 12, 16, 26—28, 146
algorithm weak, 146, 244

on-line, 7, 177

passive, 7

policy, 401

problem, 380

reinforcement, 7, 379

with queries, 363

manifold learning, 3
margin
L1-, 156
Li-geometric, 156
confidence, 92
geometric, 80

leave-one-out {lardf, 88 - ,
cross-validation, 71 oss function, 9
error, 85 soft, 88

lemma Markov decision process, see MDP

Hoeffding’s, 188, 201, 306, 441, 445 Markov’s inequality, 134, 354, 432, 433,

Johnson-Lindenstrauss, 348, 354, 356 .437 .
Massart’s. 35. 51. 287 martingale differences, 441
Sauer’s. 40-43. 49. 50. 55 Massart’s lemma, 35, 51, 287
Talagrand’s, 52, 216, 217, 242 Maxent' '

linear conditional, 316
-ly separable labeling, 50 conditional models, 315
algebra, 409 conditional principle, 316

conditional structural models, 330

classification problem, 79
models, 295, 298, 299, 306, 307, 312,

classifiers, 79

Lipschitz 315-317, 319-321, 325-327, 330-332
function, 52, 93 principle, 298, 299, 302, 306, 312, 315,
LLE, 353, 354, 356, 357 316, 319, 330
locally linear embedding, see LLE structural models, 312
Log-sum inequality, 451, 452 unregularized, 298
logistic, 330 unregularized conditional, 316
form, 326 maximal inequality, 324
loss, 153 maximum a posteriori, 297
multinomial regression, 315 maximum entropy models, 295
regression, 153, 315, 325 maximum likelihood
logistic regression principle, 296
Li-regularized, 325 McDiarmid’s inequality, 29, 31, 32, 139,
loss 310, 335, 442, 443, 445
e-insensitive, 282 MDP, 380, 381, 383, 385, 389-391, 393
convex, 77, 153, 250, 284 finite, 382, 385-387, 399
function, 268 partially observable, 403
hinge, 88, 89, 99, 174, 207, 341-343 mean squared error, 268
Huber, 284 measurable, 429
logistic, 153 membership queries, 363
margin, 92 Mercer’s condition, 107, 142
matrix, 163 minimization, 361
quadratic e-insensitive, 283 mistake

quadratic hinge, 88, 89, 343 bound, 179
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bound model, 179

model, 178
mixed strategy, 163
model

-based, 393

-free approach, 393

selection, 61, 71
model selection, 61
moment-generating function, 354, 434,

445

mono-label case, 213
Moore-Penrose pseudo-inverse, 412
multi-class classification, xiii, 168,

213-215, 217, 219-222, 224, 225, 228,
229, 232, 233, 235-237, 264, 315, 321,

331
multi-label case, 213
mutual information, 453

NFA, 361
node impurity, 226
noise, 23
non-realizable, 29
non-stationary policy, 382
norm, 409
dual, 158, 287, 301, 308, 324, 327, 410
Frobenius, 412
matrix, 411
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