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Pengantar

= Model Bahasa Besar (LLM), seperti GPT-4, unggul dalam tugas berbasis teks tetapi tidak dapat
memproses input non-teks seperti ucapan atau video. Sebaliknya, Model Multimodal Besar (LMM)
muncul untuk menangani berbagai jenis data, seperti teks, gambar, dan audio.

= Namun, kompleksitas dan persyaratan datanya menimbulkan tantangan potensial. Inovasi dalam
penelitian Al bertujuan untuk mengatasi tantangan ini.
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Source Google Trends

WWW.a ptikom.org Gambar 1: Minat untuk model multimodal besar di Google Trends lebih dari 12 bulan terakhir




LMM Terkemuka G

= LMM dengan tanggal peluncurannya:
" OpenAl GPT-40 (“0” untuk “omni”): Mei, 2024.
" Gemini 1.5 dai Alphabet: Februari, 2024.

= Qwen-VL-Plus dan Qwen-VL-Max adalah LMM open source
terkemuka yang dirilis oleh Alibaba Cloud: Januari, 2024

www.aptikom.org



Model Multimodal Besar sumber terbuka o

CLIP (Contrastive Language—Image

Pretraining) dari OpenAl AT G0 DL

CLIP dirancang untuk memahami gam- Flamingo dirancang untuk memanfaat-
bar dalam konteks bahasa alami. la da- kan kekuatan pemahaman bahasa dan
pat melakukan tugas-tugas seperti klasi- visual, membuatnya mampu melakukan
fikasi gambar zero-shot, di mana ia da- tugas-tugas yang memerlukan penafsir-

pat secara akurat mengklasifikasikan an dan integrasi informasi dari teks dan
gambar bahkan dalam kategori yang gambar

belum dilatih secara eksplisit, dengan

memahami deskripsi teks

www.aptikom.org



Model Multi-
modal Besar
sumber terbuka

www.aptikom.org
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This is a dog. It’s a
(™  white fluffy dog.

What season is this? @

It looks like a summer
(™ day.
Why do you think so? €5
The grass is green and

the dog is not wearing
a sweater.

What breed is the dog? €5
ﬁ): It’s a Samoyed.
Is the dog running? ¢S
(™ No,it’s sitting.

Can you describe the
pose of its back legs? {5

The back legs are bent
and the dog is sitting
on its haunches.

\

Which city is this? (5

This is a street sign in
(™ New York City.

Which street corner is it?

)

It is the intersection of
Madison Avenue and
(™  East42nd Street.

Which subway station
is nearby? @)

The closest subway
station is Grand Cen-
(™ tral Station.

How about the nearest

park? &)

The nearest park is
(™ BryantPark.

There is another sign.
What does it say? (D)

ﬁb It says "One way".

I would like you to
read the color and
then say the color it is
written in. For exam-
ple:

Color is "Purple" and
it is written in red.

Color is "Green" and
itis written in blue.

Color is "Yellow" and
(P> itis written in green,

4] e

Coloris "Black" and it
(> is written in yellow.

@ @ @ @ O O

Well done! Do you
know the name of
the test these images
come from?

I think it is called the
[PB Stroop test.

Can you explain how
humans perform in
this test?

Humans are slower
when the color of the
word and the color of
[Pﬁ the word are different.

How aboutyou? ¢

I am not affected by
(™  this difference.

\

Gambar 2: Contoh yang diambi
Multimodal Models (LMMs).”

\

&)

What is the difference
between these two im-

ages? &)
The first one is a trian-
gle and the second one
P’ is a hexagon.

Which one has larger
internal angles? &)

The hexagon has
FP larger internal angles.

What color are they? ¢S

(>  They are both red.

J

| dari Chip Huyen, “Multimodality and Large




Pengertian Model Multimodal Besar (LMM)? o

= Model multimodal besar adalah jenis model kecerdasan buatan canggih
vang dapat memproses dan memahami berbagai jenis modalitas data.

= Data multimodal ini dapat mencakup teks, gambar, audio, video, dan berpotensi lainnya.

= Fitur utama dari model multimodal adalah kemampuannya untuk mengintegrasikan dan
menafsirkan informasi dari sumber data yang berbeda ini, seringkali secara bersamaan.

= Model dapat dipahami sebagai versi yang lebih canggih dari model bahasa

besar (LLM) yang dapat bekerja tidak hanya pada teks tetapi juga beragam
tipe data.

= Selain itu, output model bahasa multimodal ditargetkan tidak hanya
tekstual tetapi juga visual, pendengaran, dll.

= Model bahasa multimodal dianggap sebagai langkah selanjutnya menuju
Artificial General Intelligence (AGI)

www.aptikom.org



Perbedaan antara LMM dan LLM

Model Multimodal Besar (LMMV)

Model Bahasa Besar (LLM)

Modalitas Data

Dapat menangani dan memahami berbagai
jenis data, seperti teks, gambar, audio, vi-
deo, dan terkadang pembacaan sensor.

Hanya berfokus pada teks. Tidak mena-
ngani jenis data lain seperti gambar atau
audio.

Kemampuan
Integrasi

Pandai menggabungkan dan memahami
berbagai jenis data sekaligus.

Hanya berfungsi dengan teks dan tidak
menggabungkannya dengan jenis data
lainnya.

Aplikasi dan Tugas

Digunakan untuk tugas yang perlu mema-
hami beberapa tipe data secara Bersama-
an. Misalnya, mengana-lisis artikel berita
dengan foto dan video terkait.

Digunakan untuk tugas berbasis teks seper-
ti menulis, menerjemahkan, menjawab
pertanyaan, meringkas, dan membuat kon-
ten.

Pengumpulan dan
Persiapan Data

Melibatkan pengumpulan campuran teks,
gambar, audio, dan video. Proses ini kom-
pleks dan membutuhkan anotasi dan nor-
malisasi yang cermat untuk mengintegrasi-
kan data.

Melibatkan pengumpulan teks dalam jum-
lah besar dari buku, situs web, dan sumber
lain, dengan fokus pada berbagai bahasa.

www.aptikom.org




Desain Arsitektur
Model

Perbedaan antara LMM dan LLM

Model Multimodal Besar (LMMV)

Model Bahasa Besar (LLM)

Menggunakan berbagai jenis jaringan saraf, se-
perti CNN untuk gambar dan transformator un-
tuk teks, dan menggabungkannya untuk mena-
ngani berbagai jenis data.

Biasanya menggunakan arsitektur transformator
yang dirancang khusus untuk memproses dan
menghasilkan teks.

Pra-pelatihan menggunakan beragam data,
termasuk teks, gambar, dan video. Belajar

Pra-pelatihan tentang korpora teks besar meng-
gunakan metode seperti memprediksi kata-kata

mempelajari bagaimana berbagai jenis data ber-
hubungan satu sama lain.

Pre-Training menghubungkan teks dengan data lain, seperti | yang hilang dalam kalimat.

membuat teks untuk gambar.

Fine-tuning melibatkan pekerjaan dengan kum- | Fine-tuning menggunakan kumpulan data teks
Fine-Tuning pulan data khusus untuk setiap jenis data dan tertentu yang disesuaikan dengan tugas terten-

tu seperti menjawab pertanyaan atau menerje-
mahkan bahasa.

Evaluasi dan Iterasi

Dievaluasi berdasarkan penanganan berbagai
jenis data, termasuk seberapa baik ia mengenali
gambar, memproses audio, dan mengintegrasi-
kan informasi di berbagai jenis.

Dievaluasi berdasarkan kinerja dalam memaha-
mi dan menghasilkan teks, dengan fokus pada
kefasihan, koherensi, dan relevansi.

www.aptikom.org




Perbedaan antara LMM dan LLM o

1. Modalitas Data

= LMM:
= Model dirancang untuk memahami dan memproses berbagai jenis input data, atau
modalitas.
= Termasuk teks, gambar, audio, video, dan terkadang jenis data lainnya seperti data
sensorik.

= Kemampuan utama LMM adalah kemampuannya untuk mengintegrasikan dan memahami
format data yang berbeda ini, seringkali secara bersamaan.

= LLM:
= Model-model ini mengkhususkan diri dalam memproses dan menghasilkan data tekstual.

= Model dilatih terutama pada korpora teks yang besar dan mahir memahami dan
menghasilkan bahasa manusia dalam berbagai konteks.

= Model tidak secara inheren memproses data non-tekstual seperti gambar atau audio.

www.aptikom.org



Modalitas data Model Multimodal Besar (LMM) e

Ini termasuk segala bentuk konten tertulis, seperti buku, artikel, halaman web, dan
postingan media sosial. Model ini dapat memahami, menafsirkan, dan menghasilkan
konten tekstual, termasuk tugas pemrosesan bahasa alami seperti terjemahan,
peringkasan, dan menjawab pertanyaan.

Model-model ini dapat menganalisis dan menghasilkan data visual. Ini termasuk me-
mahami konten dan konteks foto, ilustrasi, dan representasi grafis lainnya. Tugas se-
perti klasifikasi gambar, deteksi objek, dan bahkan membuat gambar berdasarkan des-
kripsi tekstual termasuk dalam kategori ini.

Gambar

Mencakup rekaman suara, musik, dan bahasa lisan. Model dapat dilatih untuk menge-
nali ucapan, musik, suara sekitar, dan input pendengaran lainnya. Mereka dapat men-

transkripsikan ucapan, memahami perintah yang diucapkan, dan bahkan menghasilkan
ucapan atau musik sintetis.

Menggabungkan elemen visual dan pendengaran, pemrosesan video melibatkan pe-
mahaman gambar bergerak dan suara yang menyertainya. Ini dapat mencakup menga-
nalisis konten video, mengenali tindakan atau peristiwa dalam video, dan membuat
klip video.

www.aptikom.org




Perbedaan antara LMM dan LLM o

2. Aplikasi dan Tugas

= LMM:

= Karena sifatnya yang multimodal, model ini dapat diterapkan pada tugas-tugas yang
memerlukan pemahaman dan integrasi informasi di berbagai jenis data.

= Misalnya, LMIM dapat menganalisis artikel berita (teks), foto (gambar) yang menyertainya,
dan klip video terkait untuk mendapatkan pemahaman yang komprehensif.

= LLM:

= Aplikasinya berpusat pada tugas-tugas yang melibatkan teks, seperti menulis artikel,
menerjemahkan bahasa, menjawab pertanyaan, meringkas dokumen, dan membuat
konten berbasis teks.

= Model tidak secara inheren memproses data non-tekstual seperti gambar atau audio.

www.aptikom.org



Perbedaan antara LMM dan LLM o

3. Pengumpulan dan Persiapan Data
= LLM:

= Terutama berfokus pada data tekstual.

= Pengumpulan data melibatkan pengumpulan korpus teks yang luas dari buku, situs web,
dan sumber tertulis lainnya.

= Penekanannya adalah pada keragaman dan keluasan linguistik.
= LMM:

= Selain data tekstual, model ini juga memerlukan gambar, audio, video, dan kemungkinan
jenis data lainnya seperti data sensorik.

= Pengumpulan data lebih kompleks, karena tidak hanya melibatkan berbagai konten tetapi
juga format dan modalitas yang berbeda.

= Anotasi dan normalisasi data sangat penting dalam LMM untuk menyelaraskan tipe data
yang berbeda ini secara bermakna.

www.aptikom.org



Perbedaan antara LMM dan LLM o

4. Desain Arsitektur Model
= LLM:

= Biasanya menggunakan arsitektur seperti transformator yang cocok untuk memproses data
berurutan (teks).

= Fokusnya adalah memahami dan menghasilkan bahasa manusia.
= LMM:

= Arsitektur LMM lebih kompleks, karena perlu mengintegrasikan berbagai jenis input data.

= Sering melibatkan kombinasi jenis jaringan saraf, seperti CNN untuk gambar dan RNN atau

transformator untuk teks, bersama dengan mekanisme untuk memadukan modalitas ini
secara efektif.

www.aptikom.org



Perbedaan antara LMM dan LLM o

5. Pre-Training

= LLM:
= Pra-pelatihan melibatkan penggunaan korpora teks besar.
= Teknik seperti pemodelan bahasa bertopeng, di mana model memprediksi kata-kata yang
hilang dalam kalimat, adalah hal yang umum.
= LMM:
= Pra-pelatihan lebih beragam, karena tidak hanya melibatkan teks tetapi juga modalitas
lainnya.
= Model mungkin belajar untuk menghubungkan teks dengan gambar (misalnya, teks
gambar) atau memahami urutan dalam video.

www.aptikom.org



Perbedaan antara LMM dan LLM o

6. Fine-Tuning
= LLM:

= Fine-tuning dilakukan dengan menggunakan kumpulan data teks yang lebih khusus, sering
disesuaikan dengan tugas-tugas tertentu seperti menjawab pertanyaan atau terjemahan.

= LMM:

= Fine-tuning tidak hanya melibatkan kumpulan data khusus untuk setiap modalitas tetapi
juga kumpulan data yang membantu model mempelajari hubungan lintas modal.

= Penyesuaian khusus tugas dalam LMM lebih kompleks karena beragam tugas yang
dirancang untuknya.

www.aptikom.org



Perbedaan antara LMM dan LLM o

7. Evaluasi dan Iterasi

= LLM:

= Metrik evaluasi difokuskan pada pemahaman bahasa dan tugas pembuatan, seperti
kefasihan, koherensi, dan relevansi.

= LMM:

= Model dievaluasi pada rentang metrik yang lebih luas, karena model harus mahir dalam
berbagai domain.

= Termasuk akurasi pengenalan gambar, kualitas pemrosesan audio, dan kemampuan model
untuk mengintegrasikan informasi lintas modalitas.

www.aptikom.org



Melatih Model Multimodal Besar (LMM) o

" Model multimodal besar mirip dengan model bahasa besar
dalam proses pelatihan, desain, dan operasi. Model mengguna-
kan arsitektur transformator dan strategi pelatihan yang sama.
Model multimodal besar dilatih pada:

= Data teks

= Jutaan atau miliaran gambar dengan deskripsi teks
= Klip video

" Cuplikan audio

= Data input lainnya seperti kode

www.aptikom.org



Melatih Model Multimodal Besar (LMM) 0

= Pelatihan ini melibatkan pembelajaran simultan dari beberapa modalitas data,
memungkinkan model untuk:

= Mengenali foto hewan-hewan
= Mengidentifikasi woof dalam klip audio
= Memahami konsep dan detail sensorik di luar teks

= Setelah proses pelatihan, model mungkin memasukkan stereotip yang tidak
sehat dan ide-ide beracun. Untuk menyempurnakannya, teknik seperti:

= Pembelajaran penguatan dengan umpan balik manusia (RLHF), Model Al pengawas-
an, Red teaming (menguji kekokohan model) dapat digunakan.

= Selain itu, alat tata kelola Al dan platform Al yang bertanggung jawab dapat
memastikan kepatuhan Al dan pengoptimalan inventaris Al, membantu mence-
gah bias Al dan dilema etika lainnya.

www.aptikom.org



Sistem multimodal fungsional 0

" Tujuannya adalah untuk mengembangkan sistem multimodal
fungsional yang mampu menangani:

= Sintesis teks ke gambar

" Keterangan gambar

= Pengambilan gambar berbasis teks
= Jawaban pertanyaan visual.

= Dengan cara ini, Al multimodal dapat mengintegrasikan berbagai
modalitas, memberikan kemampuan lanjutan untuk tugas-tugas
vang melibatkan bahasa dan penglihatan.

www.aptikom.org



Batasan Model Multimodal Besar (LMM)

Persyaratan dan bias data

Sumber daya komputasi

Interpretabilitas dan
eksplainabilitas

Integrasi modalitas

Generalisasi dan overfitting

www.aptikom.org

Model-model ini membutuhkan kumpulan data yang sangat besar dan beragam untuk
pelatihan. Namun, ketersediaan dan kualitas kumpulan data tersebut bisa menjadi tantang-
an. Selain itu, jika data pelatihan mengandung bias, model cenderung mewarisi dan mung-
kin memperkuat bias ini, yang mengarah pada hasil yang tidak adil atau tidak etis.

Melatih dan menjalankan model multimodal besar membutuhkan sumber daya komputasi
yang signifikan, membuatnya mahal dan kurang dapat diakses oleh organisasi yang lebih ke-
cil atau peneliti independen.

Seperti halnya model Al yang kompleks, memahami bagaimana model ini membuat kepu-
tusan bisa jadi sulit. Kurangnya transparansi ini bisa menjadi masalah kritis, terutama dalam
aplikasi sensitif seperti perawatan kesehatan atau penegakan hukum.

Mengintegrasikan berbagai jenis data secara efektif (seperti teks, gambar, dan audio) de-
ngan cara yang benar-benar memahami nuansa setiap modalitas sangat menantang. Model
ini mungkin tidak selalu secara akurat memahami konteks atau seluk-beluk komunikasi
manusia yang berasal dari menggabungkan modalitas ini.

Meskipun model ini dilatih pada kumpulan data yang luas, model mungkin kesulitan dengan
generalisasi ke data atau skenario baru yang tidak terlihat yang secara signifikan berbeda da-
ri data pelatihan mereka. Sebaliknya, model mungkin terlalu cocok dengan data pelatihan,
menangkap kebisingan dan anomali sebagai pola.




Yenima Kaosit
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