


The text comprehensively discusses the fundamental aspects of human–
computer interaction, and applications of artificial intelligence in diverse 
areas including disaster management, smart infrastructures, and healthcare. 
It employs a solution-based approach in which recent methods and algo-
rithms are used for identifying solutions to real-life problems.

This book:

	•	 Discusses the application of artificial intelligence in the areas of 
user interface development, computing power analysis, and data 
management.

	•	 Uses recent methods/algorithms to present solution-based approaches 
to real-life problems in different sectors.

	•	 Showcases the applications of artificial intelligence and automation 
techniques to respond to disaster situations.

	•	 Covers important topics such as smart intelligence learning, interac-
tive multimedia systems, and modern communication systems.

	•	 Highlights the importance of artificial intelligence for smart industrial 
automation and systems intelligence.

The book elaborates on the application of artificial intelligence in user 
interface development, computing power analysis, and data management. 
It explores the use of human–computer interaction for intelligence signal 
and image processing techniques. The text covers important concepts such 
as modern communication systems, smart industrial automation, interac-
tive multimedia systems, and machine learning interface for the internet of 
things. It will serve as an ideal text for senior undergraduates, and graduate 
students in the fields of electrical engineering, electronics and communica-
tion engineering, computer engineering, and information technology.
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1.1 � INTRODUCTION

This chapter deals with the use of time-series rainfall data to predict extreme 
rainfall events and discover the features that influence rainfall. Advance 
prediction of such events can prevent the loss of economic resources and 
mitigate the threat to human lives. The dataset suffers from imbalance, 
with most instances being scanty or no rainfall events. Long Short-term 
Memory (LSTM) networks were able to perform better than other neu-
ral networks and decision trees. Using the LSTM network, we predict the 
next day’s rainfall while considering the weather parameters for varying 
timesteps. However, the networks generally fail to predict the test data’s 
rainfall accurately. The data imbalance prevents the learning of attributes 
for moderate and heavy rainfall, and the model tends to be biased towards 
instances of scanty rainfall. Time-series GAN or SMOTE-Regression meth-
ods could possibly reduce this imbalance by oversampling the heavy rainfall 
observations.

Chapter 1

Prediction of extreme rainfall 
events in Rajasthan

Vikas Bajpai, Anukriti Bansal, Stephen Vincent, 
Abhigyan Agarwala and Kartikey Sharma
The LNM Institute of Information Technology, Mukandpura, India
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1.1.1 �The area of work

Most real-world cases involve time-dependent datasets. These include cli-
mate predictions, language translators, and voice assistants like Siri and 
Cortana. All possible decisions are taken not only on the basis of current 
interactions or instances but also past ones. Time-series data is different from 
ordinary data in the sense that the learning model needs to retain past infor-
mation in order to make accurate predictions. Since most of the machine 
learning models do not take temporal relation between observations into 
account, they are not suitable for time-dependent predictions. Recurrent 
neural network (RNN) is a feedforward network with an internal memory. 
It takes the current input and previous output for computation. The output 
generated is fed back to the network to introduce time dependency. RNNs 
suffer from the vanishing gradient problem, which means that as the learn-
ing progresses, it is difficult for the model to retain past information. This 
is due to diminishing gradients during backward propagation through time. 
To overcome this issue, LSTM [1] nodes are used. These nodes have gates 
to control which information to keep and which information to discard for 
better retention and prediction.

1.1.2 � Problem addressed

The problem we have addressed is predicting heavy rainfall events over the 
state of Rajasthan. Prediction of heavy rainfall in advance is vital for meteo-
rologists, as it prevents loss of human lives in case of flooding and mitigates 
damage to various weather-dependent activities, agriculture, and hydrol-
ogy. Predicting heavy rainfall has remained a challenging task due to the 
non-Gaussian distribution of rainfall, and the recorded data being highly 
skewed, with few instances of heavy rainfall.

1.1.3 � Literature survey

There have been various works on rainfall prediction in India [2, 3]. In 
the majority of them heavy rainfall has been related to anomalous weather 
behavior. Though there has been success in predicting rainfall in general, 
predicting heavy rainfall accurately in advance remains a challenge.

In one work, Gope et al. [4] explored deep learning with SAE to learn and 
represent weather features and use them to predict extreme precipitation 
events 24–48 hours in advance. Subrahmanyam et al. [5] applied Gaussian 
process regression to time-series rainfall data to predict extreme rainfall 
events, and had promising results. It was shown in [6] that the Deep Echo 
State Network (DeepESN) model could be a reliable tool to predict rainfall 
events. They also show that rainfall, humidity and pressure are crucial fac-
tors in predicting rainfall.

In a recently published study by Hess et al. [7], the researchers applied 
deep neural networks (DNNs) to correct biases in the rainfall forecast of a 
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numerical weather prediction (NWP) ensemble. They optimized the DNN 
with a weighted loss function to account for heavy rainfall events, showing 
significant improvement in prediction performance.

In yet another work, Ravuri et al. [8] tackle the problem of predicting 
moderate-to-heavy rainfall using deep generative models; they provide 
promising results where most other models struggle, improving forecast 
quality, consistency and value.

These studies noted the lack of accurate verification metrics for predicted 
values, highlighting the need for better quantitative measures which would also 
align with operational utility to evaluate models. With recently changing cli-
matic patterns, it is expected that there will be an increase in extreme rainfall 
events, according to Goswami et al. [9]. This makes it important to have a thor-
ough scientific understanding of rainfall extremes, for accurate predictions.

There have not been many advances when it comes to employing deep 
learning in meteorology. Liu et al. [10] developed a deep neural network 
model to predict specific environmental parameters over the course of a few 
hours. Alex Graves [11] employed deep neural networks and proposed a 
probabilistic graphical model for forecasting various weather parameters. 
Turning to studies specifically on Indian rainfall, Sahai et al. [3] analyze results 
by employing artificial neural networks on Indian rainfall data, specifically the 
Parthasarathy dataset. However, none of them aid in predicting extreme rain-
fall events, which is paramount when it comes to impacting people’s lives.

1.1.4 � Dataset creation

We use data from the NCEP/NCAR Reanalysis, which comprises 4-times 
daily, daily, and monthly values of 65 environmental parameters, across 17 
pressure levels and 28 sigma levels, from January 1, 1948 to the present 
time. Days of only June, July, August and September (being the months hav-
ing most rainfall) were considered for rainfall prediction. All values were 
normalized along each column, and missing values were imputed with mean 
values. We work with the data across six geographical coordinates:

	•	 27.5 deg North and 70.0 deg East
	•	 27.5 deg North and 72.5 deg East
	•	 27.5 deg North and 75.0 deg East
	•	 25.0 deg North and 70.0 deg East
	•	 25.0 deg North and 72.5 deg East
	•	 25.0 deg North and 75.0 deg East

Initially, we will focus on predicting rainfall only for one coordinate, i.e., 27.5 
degrees North and 72.5 degrees East. Subsequently, we will include geograph-
ical coordinates as input features for certain models. Observing the properties 
of our newly created dataset, we find that there is a large imbalance in rainfall 
distribution, i.e., the days having heavy rainfall (and hence rich in informa-
tion) are very scarce across the dataset, as shown in Figure 1.1.



4 
V

ikas B
ajpai et al.

Figure 1.1  Rainfall (in mm) vs. frequency of days having said rainfall.
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1.1.5 � Feature importance

Feature importance is the analysis of input features; scores are assigned to 
features based on how vital they are for predicting a target output. In the con-
text of Random Forests, the importance of each input feature is computed 
from how ‘pure’ the leaves of the trees are. We use sklearn’s inbuilt func-
tionalities to extract feature importances from a Random Forest Regressor 
(which we will employ next). We then order the features in decreasing order 
of their importance, and compute which subset of features comprising the 
top K features give the best results, which is visualized in Figure 1.2. Finally, 
we create another dataset based on the 19 features specified in Gope et al. 
[4], and compare its minimum squared error (MSE) with other datasets. 
We observe that this dataset yields a better MSE of 28.87 (as shown in 
Figure 1.3) than any of the subset of features created, taking feature impor-
tance into account (the least MSE among them being 29.23). Henceforth, 

Figure 1.2  Number of features included vs. minimum squared error (MSE).

Figure 1.3  MSE of 19 features.



6  Vikas Bajpai et al.

we use two datasets for our models: one dataset contains all 65 features, 
whereas the other dataset comprises the 19 features that yielded the least 
MSE during feature importance analysis.

1.1.6 � Random Forest Regressor

Our first approach to rainfall prediction was employing a Random Forest 
Regressor. The number of trees were determined using GridSearch. The 
accuracy of the model was estimated using MSE. The outputs for dataset 1 
and 2 are visualized in Figures 1.4 and 1.5 respectively.

1.1.7 � Multi-layer perceptron

For the first dataset (65 features), we use a multi-layer perceptron (MLP) 
having three hidden layers with 128, 10 and 4 nodes. The layer description 
for dataset 1 is shown in Figure 1.6, while the actual and predicted values 
are visualized in Figure 1.7.

For the second dataset (19 features), we have three hidden layers with 40, 
16 and 4 nodes. The layer description for dataset 2 is shown in Figure 1.8, 
while the actual and predicted values are visualized in Figure 1.9.

We run both models for 300 epochs (post 300 epochs, no significant 
improvements in results are observed). The optimal number of layers and 
nodes in each layer were estimated using trial and error. By observing the 
plots generated by Random Forest Regressor as well as multi-layer percep-
tron, we conclude that both models fail to gage an accurate measure of 
rainfall during days when there was considerable rainfall.

1.1.8 � Basic RNN

From here on out, as the models to be employed will be computation-
ally demanding and time-consuming, we will only work with the smaller 
dataset of 19 features. However, instead of normalizing each feature as we 
did previously, we scale each feature from 0 to 100 independently. RNNs 
were used with varying timesteps (days prior). When it comes to training 
data, we observe that smaller timesteps (3, 4, 5,…) yielded much bet-
ter results than larger timesteps. Even so, it is evident from the training/
testing plots that the model overfits to the training data. The RNN layer 
description is given in Figure 1.10, and the training loss vs. epoch plot is 
shown in Figure 1.11.

The actual and predicted values for training and testing data are plotted 
in Figures 1.12 and 1.13.
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Figure 1.4  Actual vs. predicted values for dataset 1.
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Figure 1.5  Actual vs. predicted values for dataset 2.
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1.1.9 � LSTM

We now improve upon our results using the LSTM model [1]. LSTM’s 
improved learning allows the user to train models using sequences with 
several hundred time steps, something the RNN struggles to do. For this 
model, instead of predicting rainfall for a specific coordinate, we now 
include the geographical coordinates as input parameters. There are three 
LSTM BatchNorm blocks with no dropout layer and 256, 128 and 32 nodes 
respectively. 5-day timesteps are considered, and the model is trained for 
250 epochs with a batch size of 32. The LSTM layer description is given 
in Figure 1.14, and the training loss vs. epoch plot is shown in Figure 1.15.

The batch normalization [12] layer normalizes the attributes of the entire 
batch of hidden values to have zero mean and unit variance. During training 
changes in weights and bias can cause change distribution of hidden activa-
tion values (internal covariate shift) and it takes longer to train the model. 
Batch normalization prevents the shift and increases the speed and stability 
of the model. The actual and predicted values for training and testing data 
are plotted in Figures 1.16 and 1.17.

We observe that by using 2 days as the timestep instead of 5 days, we have 
more accurate predictions on training data but minimal improvement for 
test data, overfitting being a major issue. The model uses four LSTM 
BatchNorm blocks with 250, 150, 100 and 50 nodes respectively. The model 
is trained for 250 epochs with a batch size of 64. The LSTM layer descrip-
tion is given in Figure 1.18, and the training loss vs. epoch plot is shown in 
Figure 1.19.

Figure 1.6  Layer description of MLP for dataset 1.
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Figure 1.7  Actual vs. predicted values for dataset 1.
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The actual and predicted values for training and testing data are plotted 
in Figures 1.20 and 1.21.

On increasing the number of epochs from 250 to 350, the model grossly 
overfits to the training data and performs even more poorly on testing data. 
The training and testing data plots are shown in Figure 1.22 and 1.23.

Finally, a timestep of 1 day was used in place of 2 days. In this case, the 
model even fails to do well at training data. The model employed is similar 
to the previous one, with 350 epochs and batch size of 64. The training and 
testing data plots are shown in Figures 1.24 and 1.25.

1.1.10 � Conclusion and future work

RNN with a timestep of 2 days gives the most accurate result on the train-
ing set compared to other models and other timesteps. However, on the test 
set all the models perform poorly. This is mainly due to huge imbalance 
in the data set. The instances of scanty rainfall are much more numerous 
than heavy rainfall instances. To deal with this issue we can use an overs-
ampling method in regression problems like SMOTE-R (Synthetic Minority 
Oversampling Technique for Regression) or Time-Series Generative 
Adversarial Networks (GAN). The key feature of SMOTE-R [13] is that it 
combines undersampling of frequent classes with oversampling of minority 
classes. The proposed method is based on a relevance function and on a user-
specified threshold for relevance values that leads to a set. SMOTE-R then 

Figure 1.8  Layer description of MLP for dataset 2.
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Figure 1.9  Actual vs. predicted values for dataset 2.
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Figure 1.10  RNN layers description.



14 
V

ikas B
ajpai et al.

Figure 1.11  Training loss vs. number of epochs.
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Figure 1.12  Actual vs. predicted values for training data.
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Figure 1.13  Actual vs. predicted values for testing data.
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Figure 1.14  LSTM layers description.
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Figure 1.15  Training loss vs. number of epochs.
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Figure 1.16  Actual vs. predicted values for training data.
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Figure 1.17  Actual vs. predicted values for testing data.
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Figure 1.18  LSTM layers description.
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Figure 1.19  Training loss vs. number of epochs.
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Figure 1.20  Actual vs. predicted values for training data.
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Figure 1.21  Actual vs. predicted values for testing data.
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Figure 1.22  Actual vs. predicted values for training data.
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Figure 1.23  Actual vs. predicted values for testing data.
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Figure 1.24  Actual vs. predicted values for training data.
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Figure 1.25  Actual vs. predicted values for testing data.
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oversamples the observation in the given set and undersamples the remain-
ing observation, thus giving a more balanced distribution. Time-Series GAN 
[14] generate new observations while preserving the original relationships 
between variables across time. The model not only captures the distribution 
of features at a point in time but also captures potential dynamics across 
time. TimeGAN consists of four features – embedding function, recovery 
function, sequence generator and sequence discriminator. The first two com-
ponents are trained jointly with adversarial components (latter two) so that 
the model learns to encode features, generate representations and iterate 
across time.
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2.1 � INTRODUCTION

Wheat is one of the most important crops in the world, producing a huge 
amount of grain for industry and manufacturing. If the wheat plant is dam-
aged or suffers from infection or fungal diseases, the wheat yield quality 
is reduced, and this in turn reduces grain quality. Crop diseases contribute 
both directly and indirectly to loss of yield quality [1, 2].
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Plant diseases in a crop are identified at the stem, stripe, and leaf levels. 
The exact location of the disease can be identified by an experienced psycho-
pathologist or by using computer-assisted image segmentation techniques 
[3–5]. Traditional image processing loses contextual information about pre-
diction during processing. Errors such as image measurement, image dis-
play, and feature release [6, 7] have been found during image recognition or 
when multiple objects are found. Different segmentation algorithms are 
required for partitioning and for image separation [8, 9] in the case of dis-
eased plants.

2.1.1 � Image segmentation

During image processing, the image is divided into different segments based 
on their properties [10, 11]. Segmentation is the process of defining labels 
for each pixel in an image [5]. Image segments are partitioned according to 
their pixel intensity value [4].

2.1.2 � Properties of segmentation

Segmentation algorithms are categorized into two types based on basic fea-
tures of gray values:

	 1)	Discontinuity: split points, lines, and edges of the image.
	 2)	Similarity: thresholding, regional growth, region separation, and 

integration.

2.1.3 � Image segmentation process

Following image enhancement, color, shape and textural features are 
extracted, and discontinuity and similarity features are found in the com-
puter-assisted segmentation process. Images are segmented in accordance 
with two rules: (1) finding the same things in the image [12]; and (2) sepa-
ration to find the continuous values of the pixel intensity in the image. The 
segmentation process is shown in Figure 2.1.

2.1.4 � Object detection, classification, and 
segmentation

Object-detection algorithms find the target object location through real-
time images [4]. Finding multiple objects with the same color in an image is 
known as semantic segmentation [13]. Finding objects with different colors 
is known as instance segmentation. Semantic segmentation is used to divide 
segments of different objects, and instance segmentation is used to classify 
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different objects in the same image. Instance segmentation therefore com-
bines object detection and classification (Figure 2.2).

2.1.4.1 � Semantic and instance segmentation

Semantic segmentation associates each pixel of the image with a defining 
class label, such as ‘person’. It considers multiple objects of the same class 

Figure 2.1  Segmentation process.

Figure 2.2  �Comparison of semantic segmentation, classification, and instance 
segmentation in a leaf.
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as a single entity and defines a single entity with the same color. The same 
color entity therefore loses both contextual and global information about 
the predicted object. Instance segmentation, however, treats multiple objects 
of the same class as distinct individual instances [13], thus reducing infor-
mation loss (Figure 2.3).

2.2 � RELATED WORK

Many authors have used different types of segmentation techniques for 
detection or classification purposes. Semantic segmentation techniques such 
as K-means clustering and color threshold have been used to detect maize 
injury [3, 14]. Once the infection is transmitted, the whole plant is damaged. 
Features of the fusarium head blight (FHB) wheat disease [15, 16] have 
been recognized through K-means clustering and random-forest machine-
learning algorithms. The infected regions of rice [7, 8] have been found 
using K-means clustering algorithm; infected areas of rice and groundnut 
[17] were found through multi-level Otsu thresholding and K-means clus-
tering algorithm. Multi-level Otsu thresholding separates all regions within 
its pixel value and combines all the pixels that define the same infection 
regions. Powdery mildew [1] wheat disease has been identified through a 
local thresholding algorithm that converts healthy and diseased regions into 
gray-level pixels which are identified through mean pixels value. Wheat rust 
urediniospores [2] were found using the remote image-sensing watershed 
segmentation technique. Authors in [18, 19] found FHB-infected regions in 
wheat spikes using Mask convolutional neural networks (Mask-RCNN): 
each infected region and its boundary are identified in the form of color 
notation.

Table 2.1 shows the various segmentation techniques and tasks that have 
been performed by different researchers on different crops.

Figure 2.3  Example of instance segmentation.
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Table 2.1  Summary of various segmentation techniques applied on different crops

Reference Year Techniques Planting crop Images Description

[14] 2020 K-means 
clustering, 
Color 
threshold 
application

Maize 30 RGB The authors find the injury ratio in maize leaves through K-means 
clustering and threshold segmentation technique with different 
color spaces. During injury ratio identification, color threshold 
segmentation is more efficient than K-means clustering in HSV 
color space.

[3] 2018 Threshold Maize 106 RGB The infected rust spots of maize leaves are found through threshold 
techniques.

[15] 2020 K-means 
clustering, 
Random forest 
classifier

Wheat 6500 RGB The author finds the severity of fusarium head blight wheat disease 
through K-means clustering and random forest classifier. Spots 
of different severity on wheat ears are counted using a random 
classifier that achieves 92.64% counting accuracy.

[7] 2021 Threshold Rice 366 RGB Local thresholding techniques applied to find infected regions on rice 
leaf images.

[16] 2019 K-means 
clustering

Wheat 1720 RGB Fusarium head blight infected region in wheat is easily found with the 
help of K-means clustering.

[8] 2017 K-means 
clustering

Rice 50 RGB Infected areas in healthy rice plants are found through a k-means 
clustering algorithm applied to 50 plant RGB images.

[17] 2021 Multi-level Otsu, 
K-means 
clustering

Rice, 
Groundnut, 
Apple

15 RGB 
images of 
each crop

The authors find affected areas of rice, groundnut, and apple from 
a complex background through multi-level Otsu and K-means 
clustering algorithms. Multi-level Otsu thresholding technique 
achieves better segmentation results than K-means clustering.

[9] 2018 K-means 
clustering with 
graph cut

Rice 25 UAV The authors proposed the k-means clustering with graph cut 
algorithm for estimation of rice yield area. The k-means clustering 
algorithm is used to segment the rice grain areas. The graph cut 
algorithm is used to extract the grain area information

(Continued )
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Reference Year Techniques Planting crop Images Description

[1] 2020 Threshold Wheat 75 RGB The authors identify the infected area of powdery mildew disease in 
wheat plant using a local threshold technique, achieving 93.33% 
segmentation accuracy.

[2] 2018 K-means 
clustering, 
Watershed

Wheat 120 UAV Urediniospores in stripe rust are counted using K-means clustering 
and watershed techniques. Accuracy of 92.6% is achieved.

[10] 2017 Threshold Wheat 20 RGB The researchers recognize powdery mildew disease in wheat through 
the threshold segmentation technique.

[11] 2021 Threshold Maize 19 UAV Two threshold segmentation techniques, misclassification probability 
and the intersection method, are applied to maize under different 
water stress levels.

[20] 2018 K-means 
clustering

Wheat 360 RGB With the help of the K-means clustering technique, the infected area 
of powdery mildew, tan spot, pink snow mold, and septoria leaf 
spot is calculated. Thus, the K-means clustering algorithm helps 
find the infected area of disease in the wheat plant.

[4] 2020 Montecarlo-
sampled 
K-means 
segmentation

Rice 12 NIR The ground mass evaluation in rice crops is found through the 
Montecarlo-sampled K-means segmentation algorithm using NIR 
images in different rice development stages.

[5] 2019 Color, column Rice 72 Plots The biomass of rice crops is estimated through color and column 
segmentation techniques, which help to identify the relationship 
of vegetation indices.

Table 2.1  (Continued) Summary of various segmentation techniques applied on different crops
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Reference Year Techniques Planting crop Images Description

[21] 2021 Threshold, 
Fuzzy means 
clustering

Maize 127 RGB The diseased leaf area was extracted with the help of the threshold 
segmentation technique. The leaf area index helps find the 
severity using fuzzy decision rules.

[12] 2018 Threshold 
improved Otsu

Rice 898 RGB Paper discusses rice seedling segmentation for paddy fields. Rice 
seedlings are extracted through Otsu segmentation.  The RGB 
images are converted to YCRCB color space.

[13] 2021 Otsu multi-level 
thresholding, 
Fuzzy c-means, 
Fast k-means, 
Multi-level 
thresholding

Rice 24 Grains The authors compare four segmentation techniques for the 
estimation of chalkiness in brown rice grains.  The fuzzy c-means 
achieves higher accuracy than other segmentation techniques.

[22] 2020 Otsu, Gray level 
co-occurrence 
matrices, 
K-nearest 
neighbors

Rice 190 RGB Rice leaf diseases are identified through Otsu and k-nearest 
neighboring algorithms. First, the Otsu segmentation technique 
is used to segment the regions.  After extraction of regions, 
the color features are extracted through GLCM.  After feature 
extraction, the uproot features have been predicted through the 
K-nearest neighbor algorithm.

[18] 2020 Mask-RCNN Wheat 922 RGB Fusarium head blight disease in wheat spikes is identified through the 
Mask-RCNN technique.

[19] 2021 Mask-RCNN Wheat 524 RGB Wheat spike segmentation and identification of FHB disease is carried 
out using Mask-RCNN technique, achieving 77.81% accuracy.
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2.3 � MATERIALS AND METHODS

This section introduces a proposed approach to segmentation, together with 
performance analysis parameters, and the various types of dataset available.

2.3.1 � Dataset

A dataset is very important for locating symptoms of disease in plants, and 
is applied as an input to any segmentation model. There are two types of 
dataset: publicly available and private. A total of 3432 images have been 
taken from the global wheat detection dataset which has been used for 
wheat leaf rust identification purposes.

2.3.2 � Segmentation techniques

There are four types of segmentation technique (Figure 2.4).

2.3.2.1 � Pixel-based segmentation

The main purpose of pixel-based segmentation is to divide the image pixels 
based on their intensity value [22].

Thresholding segmentation. Thresholding is a simple segmentation tech-
nique that is used to create a binary image. The technique can be local, 
global or adaptive threshold [13]. The global threshold depends entirely on 
the image histogram. Image histograms may be affected by sound, contrast, 
color, space-filling, shadow, etc. The global boundary is determined using 
local image formats. Local property values can be used to improve the 

Figure 2.4  Segmentation-level techniques.
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histogram and to calculate the exact boundary of the image [12]. Global 
threshold selection strategies based on local architecture are divided into 
two categories: histogram development methods and threshold computing 
methods. Image histograms can be enhanced so that the process of selecting 
the threshold is simplified, while limited computer systems seek to integrate 
the image area to calculate the total threshold value [4]. Local thresholding 
converts the black pixels of an image to white pixels. Otsu thresholding is 
an adaptive segmentation technique.

Clustering-based segmentation techniques. Clustering is the process of 
grouping objects that are similar to other objects into the same circle (called 
a collection) [21]. Clustering-based segmentation techniques can be K-means 
clustering or fuzzy c-means clustering.

2.3.2.2 � Area-based segmentation

Area-based segmentation works on the regions or boundaries of an image 
and may involve the region growing or the region split-and-merge tech-
nique. Location-based classification looks for similarities between neighbor-
ing pixels and groups pixels with similar properties into different regions 
[11]. Areas are enlarged by combining pixels depending on their character-
istics, such as thickness, varying below a specified value.

2.3.2.3 � Edge-based segmentation

An edge filter is applied to the image, causing the pixels to be classified as 
either edge or edgeless. The edge can be detected based on the gray level, 
color, texture, brightness, saturation and contrast of the image. When edge 
discontinuities vary by gray level, color, or contrast, edge boundaries are 
marked [12].

2.3.2.4 � Physics-based segmentation

This segmentation is applied when there are multiple types of objects in an 
image. The computer generates one or more descriptions of the event ele-
ment that creates the image, especially the type of material and light [2, 18, 
19]. It allows for the effective use of one or two that are easily separated 
to create a simple translation of human activity. This segmentation applies 
when one object in an image is dark in color and another is gray.

2.4 � PROPOSED APPROACH

To overcome the issues of different segmentation-level techniques, the 
Mask-RCNN model is used to detect wheat leaf rust disease (see Figure 2.5).
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Figure 2.5  Overview of Mask-RCNN.
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In the Mask-RCNN model, the input is taken as an image and the features 
are extracted using the Resnet-50 model [19]. After feature extraction, the 
region proposal network generates the mask of the binary class of each 
object through the regression and classification layer. The region of interest 
(ROI) generates different masks for each object. Once all the binary masks 
of each leaf have been generated, they are classified using Softmax and the 
bounding box location of each leaf is determined by regression.

2.5 � PERFORMANCE PARAMETERS

Several parameters are used to evaluate each segmentation technique, 
including mean average precision (mAP), mean average recall (mAR) and 
F1-score.

2.6 � EXPERIMENTAL SETUP

All the segmentation experiments were performed on a Sony Vaio laptop 
with a Core i5 processor with Gforce. For experimentation purposes, a total 
of 4500 images were taken from the Kaggle website. The dataset used is 
publicly available. Table 2.2 summarizes the materials used in this study. 
Table 2.3 shows the parameters used by Mask-RCNN.

Table 2.2  Summary of materials used in this study

Hardware Software Dataset

Core i5 processor
Nvidia Gforce

Python 3.6.1
Matplotlib library
cv2 library
Jupyter notebook

Global wheat detection
(https://www.kaggle.com/c/global-wheat- 

detection)

Table 2.3  Parameters of Mask-RCNN

Parameters Value

Backbone Resnet50
Image Min_dimension 1024 × 1024
Image Max_dimension 256 × 256
Scale of anchor [8, 16, 32, 64, 128]
The aspect ratio of the anchor [0.5, 1]
RPN threshold 0.8

https://www.kaggle.com
https://www.kaggle.com
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2.7 � EXPERIMENTAL RESULTS

All the segmentation experiments were performed using Python and imple-
mented on a Jupyter notebook. Python has high speed for pixel computation 
and includes libraries such as scipy, Matplotlib, and opencv which were used 
to implement the Mask-RCNN model. A total of 3000 images were used for 
leaf rust detection using various segmentation techniques. Firstly, the RGB 
image is taken as an input to threshold and Otsu thresholding segmentation 
techniques, which convert it into a gray-scale image, transforming the pixels 
into different gray and white colors. The threshold segmentation technique 
calculates the threshold value of each gray pixel and estimates the effective 
results of leaf rust on the wheat leaf. A fuzzy c-means clustering algorithm is 
used to convert the image into gray scale and finds the casual relationships 
of each pixel in each center. Once the center of an image is found, it makes 
a cluster of similar centers. Fuzzy c-means clustering is a better algorithm 
than K-means. In the K-means algorithm, the data points belong exclusively 
to one cluster, whereas in the c-means fuzzy algorithm, a data point can 
belong to more than one cluster with a certain probability. Fuzzy c-means 
creates k numbers of clusters and then assigns each data point to a cluster, 
but it will be a factor that will define how strongly the data belongs to that 
cluster. The experimental results of segmentation-level techniques are shown 
in Figure 2.6.

The images were taken from the global wheat detection dataset, freely 
available on Kaggle. One-tenth of the 3432 images were randomly selected 
for training purposes. The training images have a strong effect on predic-
tion. Several hyperparameters were used in Mask-RCNN during training, 
and a minimum value of 0.5 was set for each ROI. Any ROI with a threshold 
value less than 0.5 was rejected and not used for training purpose. The stan-
dard size of images was set to be 256 × 256 pixels. If images are of different 
dimensions, the training accuracy of Mask-RCNN is reduced due to GPU 
image speed computation, with increased consequential losses. Two images 
are passed to the GPU at the same time, meaning that 20,000 iterations have 
been used for GPU training for the estimation of different leaf locations on 
the wheat plant. Once the leaf location is determined, it is easy to recognize 
rust disease. The mask branch is applied to the 100 highest-scoring detec-
tion boxes, speeding up inference and accuracy.

The red color shows the whole wheat leaf, while the location of each leaf 
rust is denoted by blue color. The average precision and average recall on 
wheat leaf has been denoted on each leaf rust boundary location. The seg-
mentation results are shown in Figure 2.7.

During recognition of wheat leaf rust, three different types of losses 
occurred: MRCNN classification, MRCNN box, and MRCNN Mask. These 
three losses coincide with the MRCNN baseline on the global wheat 
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Figure 2.6  Experimental results.

(a): Original image (b): Segmented image
(Threshold at 150)

(c): Segmented image
(Otsu threshold)

(d): Segmented image
(Binary threshold)

(e): Segmented image
(Fuzzy C-means clustering)

(f): Segmented image
(K-means clustering)

Figure 2.7  �Segmentation results of Mask-RCNN where red color shows the 
ground truth label and yellow color shows segmentation results for 
wheat leaf rust.
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detection dataset. The loss for classification and box regression is the same 
as Faster R-CNN.

	•	 A per-pixel sigmoid is applied to each map
	•	 The map loss is then defined as the average binary cross-entropy loss
	•	 Mask loss is only defined for the ground truth class
	•	 Separates class prediction and mask generation
	•	 Empirically better results and the model is easier to train

2.8 � PERFORMANCE ANALYSIS

The performance of each segmentation technique as measured by mean 
average precision (mAP), mean average recall (mAR), and F1-score is shown 
in Table 2.4. Our proposed model, when compared with Otsu, k-means, and 
fuzzy c-means segmentation techniques, is shown to have high mAP, high 
mAR, and high F1-scores.

2.9 � CONCLUSION

Diseases in wheat crops, such as powdery mildew, brown rust, spot disease, 
and snow mold, are increasing daily. According to the National Agriculture 
Research Institute, wheat quality loss, which in turn affects wheat grain 
quality and production rate, has been increasing at a rate of 6–7% annu-
ally. This paper has reviewed different types of segmentation techniques 
for maize, rice, and wheat crops. All segmentation techniques have been 
implemented on the global wheat detection dataset using Python. During 
Mask-RCNN model implementation, three types of losses occurred on the 
MRCNN baseline: boundary, class, and mask. Three different performance 
constants were used for evaluation of wheat leaf rust identification segmen-
tation techniques: mAP, mAR, and F1-score. Our proposed model achieves 
a high F1-score (0.96) as compared to the fuzzy c-means clustering (0.59), 
K-means (0.56), and Otsu (0.52) segmentation techniques. The proposed 

Table 2.4  �Comparison of Otsu, k-means, fuzzy c-means, and our proposed  
model in terms of their accuracy

Model mAP mAR F1-score

Otsu 0.56 0.82 0.52
K-means 0.49 0.832 0.56
Fuzzy c-means 0.45 0.846 0.59
Proposed model (Mask-RCNN) 0.59 0.78 0.96
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work has been tested on wheat plant images and the quantitative results 
show good segmentation without manual intervention.
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3.1 � INTRODUCTION

Plants are essential to our continued existence because they not only feed us 
but also protect us from the harmful effects of radiation. Life could not exist 
without plants; they provide food and shelter for all living beings on earth 
and protect the ozone layer, which blocks the harmful effects of ultraviolet 
radiation. Agricultural productivity is crucial to the global economy. Crop 
disease is a natural occurrence that must be promptly identified and treated 
with precision. There can be severe consequences for plants if this is not 
carried out at the appropriate time, affecting product quality, quantity, and 
productivity.

The majority of plant diseases manifest through their leaves. Pathologists 
diagnose plant diseases by performing an examination of the leaves of 
affected plants. Manually diagnosing a plant disease is an extremely time-
consuming process, and the accuracy of a diagnosis is directly proportional 
to the skill of the plant pathologist performing the examination. This makes 
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the classification of plant leaf diseases an ideal application for computer-
aided diagnostic systems.

The primary focus of this chapter is on determining the most common 
diseases that can affect tomato leaves, because tomato is an edible vegetable 
widely consumed and grown all over the world. Consumers across the globe 
consume more than 160 million tons of tomatoes annually [1]. Tomatoes 
contain one of the highest concentrations of nutrients, so their production 
has a significant effect on the agricultural economy. Tomatoes are increas-
ingly in demand; in addition to the high nutrient content, they are known to 
have pharmacological properties that are effective against a range of dis-
eases, including gingival bleeding, gingivitis, and hypertension [2].

According to Stilwell, “small farmers are responsible for more than 80% 
of agricultural output; however, nearly 50% of the crops grown by these 
farmers are destroyed by pests and diseases” [1]. Diseases caused by para-
sitic insects are the primary causes affecting tomato growth, necessitating 
field crop disease diagnosis research. Five tomato diseases are caused by 
insects and 16 by bacteria, fungi, or poor agricultural practices. Bacterial 
wilt is a devastating disease caused by Ralstonia solanacearum bacteria. 
This has a long lifespan in soil and can enter roots through wounds caused 
by secondary root formation, cultivation, transplanting, or even insects.

The development of disease is also encouraged by conditions of high tem-
perature and humidity. As bacteria spread rapidly throughout the plant’s 
water-conducting tissue, the plant quickly became covered in a slimy sub-
stance, which affects its vascular system even though the leaves may still 
appear green. When viewed in cross-section, the stem of an infected plant 
looks brown and yellowish. Once we have determined which parts of the 
plant are infected with disease, we must search for changes such as black or 
brown patches and finally, we must look for insects.Several researchers have 
used machine learning and neural network architectures to identify plant 
diseases. The majority of modern techniques for plant leaf disease recogni-
tion rely on color [3–5], shape [6] and textural [7] characteristics. Common 
machine learning (ML) techniques for classifying plant diseases include neu-
ral networks [8, 9], logistic regression, random forest [10, 11], support vector 
machines [12], adaptive boosting (AdaBoost) [11], k-nearest neighbors 
(kNN), and Näive Bayes [12]. However, these conventional methods typi-
cally involve two steps and rely heavily on the provision of hand-crafted 
features; they are costly and time-consuming because the expert must labori-
ously extract these characteristics from the images based on shape, texture, 
color, and size. Basavaiah and Arlene Anthony described a novel strategy 
using the combination of multiple features by combining Hu moments, 
Haralick and color histograms with local binary pattern characteristics. The 
features derived were classified using decision trees and random forest algo-
rithm, achieving 90% and 94% accuracy respectively [13]. Kalyoncu et al. 
[14] proposed a novel classification technique for plant leaves using the com-
bination of multiple descriptors. The extracted descriptors are the properties 
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of shape, texture, geometry, and color. In addition, sorted uniform LBP 
(a novel variation of LBP) was proposed for the description of leaf texture. 
After combining the retrieved characteristics, the linear discriminant classifier 
(LDC) was used as the classifier. The three datasets analyzed for this method 
were ICL, Flavia, and Swedish, with average accuracy of 86.8%, 98.6%, and 
99.5% respectively. Kaur et al. suggested a semi-automatic classification 
technique for soybean leaf diseases that combines texture and color data with 
an SVM classifier and achieved 90% accuracy with 4775 images [15].

Although there are numerous applications for machine learning tech-
niques, feature engineering remains the greatest obstacle. Deep neural net-
works (DNNs) have enabled the development of promising plant pathology 
solutions without the need for time-consuming hand-crafted feature extrac-
tion. DNNs greatly enhance the accuracy of image classification. In recent 
years, applications employing deep learning for computer vision have 
advanced significantly. Convolutional neural networks (CNNs) are widely 
employed for medical applications [16, 17], speech processing [18], charac-
ter recognition [19], and plant disease classification in tomato, rice, cucum-
ber and maize leaf, etc. Brahimi et al. suggested a deep model approach for 
categorizing leaf diseases in tomato plants. Their experiments demonstrated 
the value of using a pre-trained model, particularly when there are fewer 
training samples, as opposed to the context of disease classification. They 
also recommended using occlusion techniques to localize the disease regions, 
aiding manual comprehension of the disease [20]. Trivadi et al. proposed a 
DNN model to detect and categorize tomato plant leaf diseases and pro-
vided a detailed discussion of biotic diseases caused by bacterial and fungal 
pathogens, including “blight, blast, and browns of tomato leaves” [21]. 
Ouhami et al. [22] considered the transfer learning capabilities of deep 
learning models such as DenseNet161, DenseNet121 and VGG16 for clas-
sifying plant leaves infected by six distinct types of pest and plant diseases, 
and achieved accuracy of 95.65%, 94.93%, and 90% respectively. Yang 
et al. presented a novel technique for identifying diseases on paddy leaves 
based on DNNs. CNNs were trained to identify 10 common rice diseases 
using 500 images of healthy and diseased paddy leaves and stems taken in 
an experimental paddy field. Using a 10-fold cross-validation strategy, the 
proposed CNN model achieved an accuracy of 95.48% [23].

Kawaski et al. introduced a unique system based on CNNs for detecting 
plant diseases. The authors used a total of 800 cucumber leaf images to train 
the CNN. The proposed CNN-based system classified cucumbers into three 
classes (two disease classes and one non-disease class) with an average accu-
racy of 94.9% [24] using four-fold cross-validation. Ahila Priyadharshini 
et al. proposed a modified Le-Net for maize leaf disease classification, using 
images from the Plant Village dataset for their experiments. CNNs are 
trained to differentiate between four distinct classes (three disease classes 
and one healthy class). The model’s accuracy was 97.89% [25]. Zaki et al. [26] 
used a refined CNN model based on transfer learning and MobileNetV2 to 
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classify tomato leaf diseases. The MobileNetV2 model accurately identified 
the disease more than 90% of the time. Agarwal et al. [27] proposed a novel 
CNN model with an average accuracy of 91.2% for classifying tomato dis-
eases. A CNN model with Inception modules and dilated convolution using 
the PlantVillage dataset was proposed, achieving accuracy of 99.37% [28]. 
The authors of [29] proposed a lightweight CNN model with eight hidden 
layers from tomato plant leaf images from the PlantVillage dataset, which 
recognized diseases with 98.4% accuracy. The authors of [30] created a 
nine-layer custom-designed CNN model for recognizing 39 types of plant 
leaves from the PlantVillage dataset. Several augmentation techniques were 
used to increase the number of training images, and the custom-designed 
CNN obtained an accuracy of 96.46%. Nithish et al. [31] proposed a pre-
trained ResNet-50 model as a transfer learning technique for disease detec-
tion in tomato leaf. After pre-training, ResNet-50 was modified to classify 
six distinct categories with a 97% accuracy rate.

3.2 � MATERIALS AND METHODS

3.2.1 � Dataset used

For this study, we used the tomato leaves in the PlantVillage dataset [32]. 
Although many diseases and pests can affect tomato plants, fungal diseases 
are very common. In this PlantVillage dataset, a total of ten classes of tomato 
leaves are available, nine diseased and one healthy (see Table 3.1). The total 
number of tomato leaf images across the 10 classes is 16011; 12005 are 
used for training and 4006 for testing, maintaining a 75:25 train/test ratio 
(Table 3.2). All the images in the dataset are of size 256 × 256.

3.2.2 � Log-Gabor transform

The Gabor filter is a linear filter whose impulse response is a harmonic func-
tion modified by a Gaussian function. According to the uncertainty principle, 
it is optimally localized in both the spatial and frequency domains. However, 
it has two major disadvantages. Gabor filters have a maximum bandwidth 
of about one octave; consequently, they are not the best option if you’re 
looking for broad-spectrum information with the highest degree of spatial 
localization. The Gabor transform would over-emphasize low-frequency 
components while under-representing high-frequency components [33].

As an alternative to the Gabor function, Field [34] presented the Log-
Gabor function. The bandwidth of Log-Gabor filters is adjusted to make 
them as small as possible. Field asserts that filters with Gaussian transfer 
functions are more effective at concealing natural images when viewed on a 
logarithmic frequency scale. Two-dimensional Log-Gabor filters contain 
two frequency domain components: the radial component G(f) which regu-
lates the filter’s response bandwidth, and the angular component G(φ) which 
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Table 3.1  Details of tomato leaf diseases

S. no. Tomato leaf Sample leaf image Description

1. Target Spot The disease begins on the elder leaves 
and spreads upward. Initial indicators 
are yellow-edged, irregularly shaped 
dots. The disease rapidly extents to all 
leaflets and other leaves, causing them 
to turn yellow and die. There are also 
spots on the stems.

2. Mosaic Virus Mosaic virus contaminates a wide variety 
of plants, but it is most prevalent in 
tomatoes.  While the mosaic virus does 
not destroy the plant, it reduces both 
quantity and quality of the tomato fruits 
produced. The virus receives its name 
from the mosaic of light green and 
yellow marks on infected plants’ leaves 
and mottling on their fruits. Leaves can 
also be shaped like ferns and grow in 
odd shapes.

3. Curl Virus The most destructive tomato disease is a 
DNA virus from the family Geminiviridae 
and the genus Begomovirus

4. Bacterial 
Spot

Bacterial spot can infect all parts of the 
tomato plant, including leaf, stem, and 
fruit, except the roots. It manifests on 
leaves as water-soaked, microscopic, 
circular spots. Spots may initially appear 
yellow-green, but as they age, they turn 
brownish-red. When the disease is 
severe, there may be widespread leaf 
yellowing and leaf loss.

5. Early Blight Alternaria is a fungus that causes early 
blight in tomato plants. On the lower 
leaves, brown or black spots with dark 
edges appear, resembling a target. Fruit 
stem ends are susceptible to attack, 
resulting in the development of large, 
indented black spots with concentric 
rings. Typically, this fungus attacks plants 
after they have produced fruit.

(Continued )
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controls the filter’s orientation selectivity. G(f) and G(φ) are spelt out in Eqn. 
(3.1).
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S. no. Tomato leaf Sample leaf image Description

6. Healthy A healthy tomato leaf is softly fuzzed, 
medium-green.

7. Late Blight The fungus Phytophthora infestans causes 
the fast-spreading tomato plant disease 
late blight, which arises during cool, 
rainy conditions near the conclusion of 
the growth season. It appears on foliage 
as frost damage, with irregular green-
black splotches. Large, irregular-shaped 
dark patches on fruits can swiftly 
destroy them.

8. Leaf Mold The fungus Passalora fulva causes leaf mold 
and is more common in greenhouse 
and high-tunnel tomatoes. High relative 
humidity is the cause of the sickness. 
Infected leaves wither and die, reducing 
yield indirectly. In severe cases, blooms 
and fruit may get diseased.

9. Septoria 
Leaf Spot

Septoria leaf spot appears as small, 
circular spots with a grayish-white 
center and black margins. In the center 
of each imperfection, little black dots 
may appear. Leaves that have been 
affected turn yellow, wither, and fall off.

10. Spider Mite Spider mite damage to tomato leaves 
appears as a scattering of pale yellow 
spots on the leaf's upper surface. 
Eventually, the leaves will turn brown 
and die or fall off. The plant forms webs 
as a result of a severe attack.

Table 3.1  (Continued) Details of tomato leaf diseases
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where f0 is the center frequency of the filter, σf is the scaling factor of the 
filter’s bandwidth, φ0 is the orientation angle and σφ represents the angular 
bandwidth.

Log-Gabor functions have the following two distinguishing characteristics.

	•	 They do not have a DC component (contrast of image ridges and edges 
is increased).

	•	 They have a long tail at high frequencies so that broad-spectrum infor-
mation with localized spatial breadth can be obtained (which helps 
preserve ridge structures).

Figure 3.1 demonstrates the result of convolving a sample leaf image with 
Log-Gabor filters with four scales and eight orientations to produce 32 
sub-bands.

Table 3.2  Details of the tomato leaves used for the experimentation

S. no Tomato leaf disease # Images # Training images # Testing images

1. Target Spot (TS) 1404 1053 351
2. Mosaic Virus (MV) 373 279 94
3. Curl Virus (CV) 3208 2405 803
4. Bacterial Spot (BS) 2127 1595 532
5. Early Blight (EB) 1000 750 250
6. Healthy (H) 1591 1193 398
7. Late Blight (LB) 1909 1431 478
8. Leaf Mold (LM) 952 714 238
9. Septoria Leaf Spot (SLS) 1771 1328 443
10. Spider Mite (SM) 1676 1257 419

Figure 3.1  �(a) Sample diseased tomato leaf image. (b) Log-Gabor transformed 
image with 4 scales and 8 orientations.

)b()a(
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3.2.3 � Convolutional neural networks

The ability of CNNs to recognize image patterns is well known. CNN 
has many convolutional and optional fully connected (FC) layers. CNNs 
employ filters to identify the characteristics of images. A filter is a matrix 
of weight values that has been trained to recognize precise features, such 
as corners, edges, etc. The filter applies the convolution operation to the 
image. The filter convolves with a portion of an image and will produce 
a high value if the feature exists in that portion of the image; otherwise, 
the value will be low. Using a stride value, the filter moves across the input 
image at variable intervals. The stride value indicates the step movement of 
the filter. The output image’s dimension after the convolution is determined 
using Eqn. 3.2.
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x w
s
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(3.2)

where x and y denote the size of input and output image respectively, w 
denotes filter size and s denotes stride.

The filter must be mapped non-linearly in order for CNN to understand 
the values of the filter. A nonlinear activation function processes the output 
of the convolution operation after adding it to a bias term. Networks can 
become nonlinear by using activation functions. We used the rectified linear 
unit (ReLU) activation function, as shown in Eqn. 3.3, because the tomato 
leaf input data was nonlinear. The ReLU activation function makes all nega-
tives zero, leaving the positives as such.

	
f X X� � � � �max ,0

	
(3.3)

After a few layers of convolutional operation, CNNs use down-sampling 
to reduce the convolutional layer’s output representation size. This acceler-
ates the training process and reduces the network’s memory consumption. 
There are numerous down-sampling methods, max pooling being the most 
prevalent. During max pooling, a window traverses an image based on the 
stride value and the output is the largest value within the window.

Each convolutional layer can optionally be followed by a batch normal-
izing layer in a CNN. Each layer’s inputs are normalized by batch normaliza-
tion, which reduces the internal coverable shift issue. In addition, to improve 
the stability of the network, it normalizes the output of a prior activation 
layer by subtracting the mean of the mini-batch and dividing it by the stan-
dard deviation of the same. Several convolutional layers and down-sampling 
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operations are used to transform the image representation into a feature vec-
tor, and this is sent to the FC layers of a multi-layer perceptron. The output 
layer of a CNN produces the probability of the classes being predicted. To 
achieve this, the final layer will contain the same number of neurons as the 
number of classes.

Three different custom-designed CNNs are used in this chapter and the 
effect of the network’s depth is studied (Figure 3.2). The feature map size 
and the number of learnable parameters for each layer are described in 
Table 3.3. The first 64 feature maps obtained in all four convolutional layers 
for a sample diseased leaf image are shown in Figure 3.3.

As we move deeper (left to right), this architecture reveals that the height 
and width tend to decrease, while the number of channels increases. All 
convolutional layers in the architecture employ 3 × 3 filters and ReLU acti-
vation. The primary advantage of using ReLU is that it does not activate all 
neurons simultaneously, thereby making the network sparse, efficient, and 
computationally simple. The Softmax activation function is used in the out-
put layer because it is a general logistic activation function that can be used 

Figure 3.2  �Custom CNN architecture (a) with depth 2 (b) with depth 3 (c) with 
depth 4.

(a) 

(b) 

(c) 
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Table 3.3  Details of the feature map size and the number of learnable parameters of 3 custom-designed CNNs

Layers

Custom CNN architecture

Depth 2 Depth 3 Depth 4

Output dimensions # Learnable parameters Output dimensions # Learnable 
parameters Output dimensions # Learnable parameters

Input 32 × 32 × 3 — 32 × 32 × 3 — 32 × 32 × 3 —
Conv1 32 × 32 × 64 1792 32 × 32 × 64 1792 32 × 32 × 64 1792
MaxPool1 16 × 16 × 64 0 16 × 16 × 64 0 16 × 16 × 64 0
BatchNorm1 16 × 16 × 64 256 16 × 16 × 64 256 16 × 16 × 64 256
Conv2 16 × 16 × 96 55392 16 × 16 × 96 55392 16 × 16 × 96 55392
MaxPool2 8 × 8 × 96 0 8 × 8 × 96 0 8 × 8 × 96 0
BatchNorm2 8 × 8 × 96 384 8 × 8 × 96 384 8 × 8 × 96 384
Conv3 — — 8 × 8 × 128 110720 8 × 8 × 128 110720
MaxPool3 — — 4 × 4 × 128 0 4 × 4 × 128 0
BatchNorm3 — — 4 × 4 × 128 512 4 × 4 × 128 512
Conv4 — — — — 4 × 4 × 160 184480
MaxPool4 — — — — 2 × 2 × 160 0
BatchNorm4 — — — — 2 × 2 × 160 640
Flatten 6144 0 2048 0 640 0
FC1 1000 6145000 1000 2049000 1000 641000
FC2 100 100100 100 100100 100 100100
Output 10 1010 10 1010 10 1010
Total — 6,303,934 — 2,319,166 — 1,096,286
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for multiclass classification. In this study, the down-sampling technique 
used is max pooling with a 2 × 2 filter size. Max Pooling forces the network 
to concentrate on a small number of neurons making a regularizing effect 
on the network, thereby reducing the overfitting problem. Here, the sto-
chastic gradient descent algorithm is utilized for network training. Below is 
the learning rule for the stochastic gradient descent algorithm for a single 
epoch.

	Step 1:	 Load an input image Xi, forward pass it through the network 
and obtain the output Yi

	Step 2:	 Compute the soft margin loss J(.)
	Step 3:	 if J(.)< ε go to Step 7 else proceed with Step 4

	Step 4:	 Compute J
J w

y
� � � � � � �

�
.

	Step 5:	 Compute ∇ net(.)
	Step 6:	 Update the filter weights W (from output to input)
	Step 7:	 Increment i, if i < No. of images,then go to Step 1 else go to 

Step 8
	Step 8:	 End

Figure 3.3  �Feature maps. (a) Original diseased tomato leaf image (b–e). First 64 
feature maps of all 4 conv. layers of custom-designed CNN with depth 4.

(b)

(d)

(c)

(e)

(a)



58  R Ahila Priyadharshini et al.

3.2.4 � Performance measures

3.2.4.1 � Accuracy

The ratio of the number of accurate predictions to the total number of pre-
dictions made is widely employed as a performance metric for classification 
algorithms (Eqn. 3.4).

	
Accuracy

TP TN
TP FP FN TN

� �
� � � 	

(3.4)

The details of TP, TN, FP and FN are shown in Figure 3.4.

3.2.4.2 � Precision

Precision is the ratio between true positives (TP) and all predicted positives 
(TP+FP) and is shown in Eqn. 3.5.

	
Precision

TP
TP FP

�
� 	

(3.5)

3.2.4.3 � Recall

Recall is the ratio between true positives (TP) and all positives (TP + FN) and 
is given in Eqn. 3.6.

	
Recall

TP
TP FN

�
� 	

(3.6)

Figure 3.4  Definitions of TP, TN, FP and FN.
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3.2.4.4 � F1 score

F1-score is actually the harmonic mean of the precision and recall and is 
given in Eqn. 3.7.

	
F Score

Precision Recall
Precision Recall

1
2� � �

� 	
(3.7)

3.3 � EXPERIMENTAL RESULTS AND DISCUSSION

First, the experiment is performed using a traditional machine learning 
model. The hand-crafted features used here are extracted using Log-Gabor 
filters. To extract the hand-crafted features, the leaf images are convolved 
with Log-Gabor filters of scale 2 and orientation 4 ([2S, 4O]), which results 
in the eight feature maps. From every feature map, features such as mean 
and standard deviation are calculated, resulting in 16 features [35]. The 
extracted features are fed into an SVM classifier for classification. SVM cre-
ates a model using training data and then predicts the target values of the 
test data; applications include object recognition [36–38], medicinal plant 
recognition [39] etc. In SVM, linearly separable data may be analyzed using 
a hyperplane, whereas non-linearly separable data are analyzed using kernel 
functions such as higher-order polynomials, Gaussian Radial Basis Function 
(RBF), and Tan-Sigmoid. The kernels used in the experimentation are linear 
and RBF kernels. The experimentation is repeated with Log-Gabor filters 
of scale 4 and orientation 8 ([4S, 8O]). The performance measures of the 
traditional machine learning model are depicted in Table 3.4.

From Table 3.4, it is inferred that Log-Gabor filter of scale 4 and orienta-
tion 8 provides better performance measures. The confusion matrix for the 
same is depicted in Figure 3.5. Next the experiment is carried out using a 
custom-made deep learning model. For experimentation purposes, the net-
work parameters, learning rate η = 0.01 and mini-batch size =16 are consid-
ered. The optimizer used is RMSProp optimizer. The deep features are 
extracted using the three different custom-designed CNN architectures for 
different epochs. The accuracies achieved by the deep learning models are 
given in Table 3.5.

From Table 3.5, it is inferred that a custom-designed CNN architecture 
with depth 3 gives better accuracy at 75 epochs. The performance measures 
of these custom-designed CNN models for 75 epochs are provided in 
Table 3.6. Figure 3.6 depicts the confusion matrix and the receiver operating 
characteristics (ROC) for custom CNN architecture with depth 3. Figure 3.6 
shows that the better ROC curve is obtained for the Curl Virus and Healthy 
categories, providing a maximum area of 0.99 under the curve.
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Table 3.4  Performance measures of the traditional machine learning model

Performance measure
SVM 
kernel

Log-Gabor filter scale &  
orientation

Tomato leaf disease

TS MV CV BS EB H LB LM SLS SM

Precision Linear [2S, 4O] 0.56 0.29 0.63 0.57 0.35 0.65 0.50 0.49 0.39 0.50
[4S, 8O] 0.67 0.56 0.75 0.70 0.48 0.79 0.63 0.63 0.62 0.70

RBF [2S, 4O] 0.56 0.50 0.73 0.54 0.47 0.89 0.59 0.74 0.47 0.48
[4S, 8O] 0.70 0.59 0.79 0.66 0.58 0.93 0.70 0.73 0.66 0.73

Recall Linear [2S, 4O] 0.41 0.06 0.79 0.75 0.16 0.77 0.54 0.16 0.30 0.58
[4S, 8O] 0.66 0.53 0.85 0.83 0.27 0.85 0.63 0.39 0.58 0.70

RBF [2S, 4O] 0.40 0.14 0.82 0.85 0.26 0.87 0.55 0.29 0.30 0.73
[4S, 8O] 0.72 0.46 0.85 0.87 0.43 0.95 0.67 0.42 0.56 0.79

F1-score Linear [2S, 4O] 0.47 0.10 0.70 0.65 0.22 0.71 0.52 0.24 0.34 0.53
[4S, 8O] 0.67 0.55 0.79 0.76 0.35 0.82 0.63 0.48 0.60 0.70

RBF [2S, 4O] 0.47 0.22 0.77 0.66 0.33 0.88 0.57 0.42 0.37 0.58
[4S, 8O] 0.71 0.51 0.82 0.75 0.49 0.94 0.68 0.54 0.61 0.76

Overall Accuracy (%) Linear [2S, 4O] 55.14
[4S, 8O] 68.24

RBF [2S, 4O] 61.03
[4S, 8O] 73.01
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Figure 3.5  �Confusion matrix for traditional machine learning model for Log-
Gabor filters of scale 4 and orientation 8.

Table 3.5  Accuracy of the deep learning models

Epochs

Accuracy (%)

Depth 2 Depth 3 Depth 4

25 69.27 92.21 86.91
50 83.30 90.88 92.73
75 90.93 94.00 90.28

Table 3.6  Performance measures of the custom-designed CNN models for 75 epochs

Tomato 
leaf 
disease

Precision Recall F1-score

Depth 
2

Depth 
3

Depth 
4

Depth 
2

Depth 
3

Depth 
4

Depth 
2

Depth 
3

Depth 
4

TS 0.8 0.94 0.68 0.9 0.85 0.93 0.86 0.89 0.79
MV 0.97 0.94 0.97 0.9 0.95 0.9 0.93 0.94 0.93
CV 0.98 0.98 1.00 1.00 0.99 0.96 0.97 0.98 0.98
BS 0.96 0.97 0.96 0.9 0.95 0.95 0.95 0.96 0.96
EB 0.78 0.74 0.91 0.6 0.9 0.61 0.69 0.81 0.73
H 0.98 1.00 0.91 1.00 0.98 1.00 0.98 0.99 0.95
LB 0.82 0.94 0.9 0.9 0.94 0.91 0.87 0.94 0.9
LM 0.92 0.89 0.93 0.8 0.95 0.86 0.86 0.92 0.89
SLS 0.87 0.98 0.84 0.9 0.87 0.97 0.9 0.92 0.9
SM 0.94 0.92 0.96 0.9 0.96 0.75 0.91 0.94 0.84
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Figure 3.6  �(a) Confusion matrix for custom CNN architecture with depth 3. 
(b) ROC curve.

(a)

(b)
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3.4 � CONCLUSION AND FUTURE WORK

In this work, we have compared the potential efficiency of the traditional 
machine learning model with the deep learning model for the problem of 
tomato leaf disease classification. We have achieved an overall accuracy of 
73.01% for the traditional machine learning model which uses a Log-Gabor 
filter for the hand-crafted features. On the other hand, a custom-designed 
CNN architecture with depth 3, a deep learning model, provided an accu-
racy of 94% using the machine-learnt features. Experiments also show that 
the accuracy is increased by increasing the depth of the convolutional layers 
in the deep learning model. This work can be further extended to enable 
inexperienced farmers to make rapid informed judgments about tomato leaf 
disease by combining the trained model with mobile devices.
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4.1 � INTRODUCTION

Disease, multimorbidity, and disability are now more prevalent as a result of 
aging and demographic change. Rising social expectations, a rise in health-
care demand, and an increase in the cost of healthcare services all have an 
effect on this tendency. The inefficiency of the system, resulting in low levels 
of output, is another challenge to overcome [1]. The current climate of fis-
cal conservatism, together with misguided economic austerity measures, is 
limiting investment in the infrastructure of the healthcare system [2].

According to the World Health Organization (WHO), in order to over-
come these challenges and achieve UHC by the year 2030, the current 
method of dispensing medical care will need to undergo a significant trans-
formation. Machine learning, now in its infancy, is the most visible manifes-
tation of artificial intelligence, as well as the most current research area in 
digital technology, and importantly, it has the potential to allow us to 
accomplish more with fewer resources in the future [3].

While AI is crucial to this transformation [4], there is currently no hard 
evidence to prove the extent to which digital technology is altering health-
care delivery systems. Will AI operate well in this setting or will it fall short, 
much like earlier attempts to incorporate digital technology into the work-
place and society at large? This study focuses on the potential applications 
of AI in healthcare systems, and how these systems could change as a conse-
quence. One way to achieve the goal of UHC is to make public health and 
healthcare systems more equitable, responsive, universal and cost-effective.

4.2 �THE ADVANCE OF ARTIFICIAL INTELLIGENCE 
AND MACHINE LEARNING

Artificial intelligence (AI) is a wide topic that spans many different subfields. 
An AI system is one that has the ability to learn from data and apply that 
learning to new situations, a feature commonly associated with human intel-
lect. AI attempts to investigate and develop systems that exhibit intelligence-
like traits such as reasoning and problem solving without the requirement 
for human intelligence. AI systems are becoming more and more sophisti-
cated with each passing day. In spite of its shortcomings, AI is widely used, 
and overlaps in some ways with modern statistical methodologies. Whether 
or not this is a good thing is up for discussion.
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The theoretical underpinnings of AI research can be found in many aca-
demic disciplines, including computer science, philosophy, and mathematics. 
Understanding and developing systems with intelligence-like qualities is the 
ultimate goal of artificial intelligence. The recent acceleration of progress in 
the field of AI can be attributed to a number of approaches, including deep 
learning [5]. Deep learning, which was first proposed and pioneered by 
researchers at Google, is an AI discipline that integrates a variety of learning 
approaches, including reinforcement learning. As a subfield of machine 
learning, it encompasses a wide range of methodologies, including convolu-
tional neural networks (CNNs), convolutional neural networks with embed-
ded recurrent neural networks, and others. Deep learning enables computers 
to recognize associations in large volumes of raw data and then apply those 
relationships to real-world scenarios. One example is computers’ ability to 
recognize patterns in digital photographs based on the individual pixels that 
make up the images. Another example is the use of deep learning to create a 
digital assistant capable of recognizing faces. Deep learning is currently 
being used in medicine to aid in the discovery of previously unknown link-
ages and correlations. Many companies across many industries have been 
using deep learning algorithms for a long time in a range of applications [6]. 
Several sectors have already created new guidelines for the use of deep learn-
ing systems, and this can be expected to continue. In short, deep learning 
algorithms have raised the bar and are setting new norms in business sectors 
with a wealth of high-quality digital data and a strong economic incentive 
to automate prediction activities. These include healthcare, retail, and finan-
cial services.

4.2.1 � Machine learning

Machine learning teaches computer programs, or algorithms, to predict the 
future accurately by looking at prior data and comparing it to those pre-
dictions. It is built on the principles of statistical modeling and computer-
assisted data analysis. Machine learning employs statistical techniques that 
are significantly more extensive than those that are currently typically uti-
lized in medicine. Reinforcement learning and other newer approaches like 
deep learning are used to analyze more complex data since they make fewer 
assumptions about the underlying data and hence can process more data.

4.2.2 � Deep learning

A vast amount of raw data can be fed into a deep learning machine to 
enable it to learn more about its surroundings, and the system can subse-
quently generate the representations required for detection or classification. 
Deep learning algorithms are designed to improve the most relevant parts 
of the input while suppressing less significant variations in the classification 
process by using different representations of the data. This is performed by 
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utilizing the data in a way that allows for many interpretations at the same 
time. Supervision is not required for deep learning to take place. A num-
ber of the most notable improvements in machine learning have been made 
using deep learning techniques.

4.2.3 � Supervised learning

Computer algorithms are trained by studying the outputs of interest selected 
by a (usually human) supervisor. Future occurrences can be predicted 
through associative thinking. There are various examples of machine learn-
ing in the healthcare and other industries.

4.2.4 � Unsupervised learning

Automated algorithms can find patterns in datasets without the need for 
an external description of the important associations. Such algorithms can 
find previously unknown predictions rather than relying primarily on estab-
lished associations.

4.2.5 � Reinforcement learning

It is possible for computers to learn by maximizing a predetermined reward. 
Making a mistake in a video game has no real-world repercussions because 
the data is perfect and the possibilities are limitless – a strategy largely 
inspired by behavioral psychology.

Humans’ ability to curate large amounts of data and optimize deep learn-
ing algorithms has led to the discovery of correlations with high predictive 
value, frequently for a specific use case. In order for machine learning to 
combine concepts learned independently, much as the human brain does, it 
is necessary to first establish a self-reinforcing loop. Machine learning can 
then be applied in a variety of contexts and settings.

4.3 �THE USE OF AI IN THE HEALTHCARE  
DECISION-MAKING PROCESS

Many data-processing tasks must be completed if public health systems are 
to function efficiently. In order to attain the desired system outcomes, poli-
cymakers must make adjustments to the structure and governance of health 
systems, as well as to financial and resource management [8].

Screening and diagnosis (the classification of cases based on history, 
examination and investigations) and treatment planning, execution, and 
monitoring are the two core information-processing responsibilities in the 
delivery of health care. Hypothesis development, hypothesis testing, and 
subsequent action are all based on these fundamental concepts. The ability 



Application of artificial intelligence and automation techniques  71

of machine learning to discover previously unseen patterns in data can 
greatly assist healthcare systems.

Machine learning techniques can detect patterns in data without making 
any assumptions about how the data is distributed [9]. A machine learning 
model with more variables and data types, on the other hand, is more diffi-
cult to grasp, but it is also more generalizable and capable of responding to 
more intricate situations. In various studies, these strategies have been used 
to screen for, diagnose, and predict the occurrence of probable problems in 
the future. Because of the limitations of a single data center, these installa-
tions cannot be replicated or generalized [11]. For example, a higher pro-
portion of patients in healthcare facilities are at risk of contracting influenza 
than in the general population [12].

4.4 �THE POTENTIAL IMPACT OF AI ON THE 
HEALTHCARE WORKFORCE AND CLINICAL CARE

The fact that data handling is ubiquitous in the healthcare industry and other 
sectors of society shows that machine learning is progressing at a rapid pace 
[13]. With widespread use, room for improvement over time, and the poten-
tial to spark additional research, machine learning has become what some 
have dubbed a “general purpose technology” [14]. The introduction of such 
technologies typically causes “widespread economic disruption” and creates 
both winners and losers. The economists Acemoglu and Restrepo assert that 
as industries become more competitive, people will be replaced by machines. 
As businesses become more profitable and efficient, a productivity benefit 
reduces this displacement effect [15]. The money saved can then be used to 
develop new non-automatable jobs and keep non-automatable processes up 
and running; however, some of these will necessitate working directly on the 
automating technology.

Consider diagnostic radiology, a clinical topic that is already widely cov-
ered in machine learning literature, to exemplify how this general tendency 
might apply to the health care profession [16]. Some doubters have pre-
dicted the demise of the radiology profession and questioned the value of 
continuing to train new generations of radiologists in light of the fact that 
deep learning algorithms have redefined the possibilities of diagnostic image 
processing. As non-radiologists gain more autonomy, machine learning 
techniques may be deployed increasingly frequently to help them with diag-
nostic image processing. As a direct result of this breakthrough, radiologists 
in practice will have more time to spend with new patients. Healthcare orga-
nizations would be able to rebalance the skill mix and dispersion of radiol-
ogy teams thanks to this change in employment. This would be achievable 
because more work would be done at the primary care level, and fewer 
radiologists would be needed to handle work that could not be automated 
and less common situations in secondary and tertiary hospitals. A machine 
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learning system first “reads” the image and indicates regions that the human 
radiologist should pay special attention to (an early example was the system 
responsible for diagnosing pneumonia). This improves the efficiency of the 
workflow by enabling a human decision maker to direct their limited atten-
tion to the areas in which it can be utilized most effectively, while simultane-
ously managing a greater number of scenarios. Similar uses are likely to 
have an effect on pathology as well as other image-based scientific disci-
plines. The result will be the development of machine learning approaches 
that mix human and machine intelligence [17]. Human ability to produce 
ideas can be combined with AI’s ability to analyze massive volumes of data 
to identify expected correlations or improve against a success criterion. It 
has been suggested that radiology and pathology could be integrated into a 
new profession called “information expert”, whose job will be to manage 
information obtained by artificial intelligence in the context of the patient’s 
therapeutic setting.

4.5 � CREATING A SUPPORTIVE ENVIRONMENT FOR 
THE USE OF AI IN HEALTH SYSTEMS

Machine learning-related technology is evolving swiftly. Even with signifi-
cant scientific developments, machine learning in the field of health will be 
hampered in the future owing to the lack of an environment encouraging 
its use and development, as is the case with other emerging technologies. 
A receptive context for AI requires, among other things, the availability of 
curated data, a supportive legal environment, legal protections for citizens’ 
rights, clear guidelines for accountability, and the ability to manage strategic 
change.

4.6 � ORGANIZATION OF DATA

Many healthcare companies have experienced interoperability issues as 
a result of inconsistent data structures. More data is needed for machine 
learning than can be handled by traditional healthcare methods (s24). 
Google worked with three academic medical institutions to conduct an 
unannounced investigation to determine whether it was possible to combine 
data from three teaching hospitals. In this study, deep learning models beat 
previous benchmarks in properly projecting all patient final diagnoses, 30-
day unplanned readmissions, lengthier hospital stays, and in-hospital mor-
tality (s25). Advances in machine learning such as these do not eliminate 
the requirement for data harmonization throughout a health system. Data 
aggregation tasks must be managed by health systems in order for them 
to work normally and support machine learning. This project needs much 
greater attention in view of the potential advantages of machine learning.
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4.7 �TRUST AND DATA MANAGEMENT

The lack of trust in the use of data constitutes a substantial obstacle to the 
collection of data sets required for the development of machine learning 
systems. Recent incidents of overzealous data sharing that broke legal con-
straints have undermined trust between those who utilise data and the citi-
zens whose information is being exploited. Although it is widely accepted in 
the consumer digital economy that individuals submit their data in exchange 
for more relevant search results or social network feeds, it is uncertain if 
patients share this implicit understanding. This may be the case if patients, 
unlike retail customers, simply do not understand the benefits of data shar-
ing. The retail and healthcare industries also differ qualitatively, and any 
possible long-term benefits of data interchange are outweighed by consum-
ers’ fundamental concerns about their privacy, confidence in governments, 
or fear of getting varied treatment depending on their health status.

4.8 � WORKING WITH THE TECHNOLOGY INDUSTRY

Worryingly, advances in machine learning will come from or require collabo-
ration with a small set of IT companies that have already spent billions of 
dollars developing the processing, storage, and intellectual resources that are 
required for machine learning. The fact that the policies of national govern-
ments are becoming more complicated as economic concentration develops 
highlights more than ever the relevance of increased economic concentration. 
As a result, it’s likely that a select few private technology companies will even-
tually be responsible for providing the necessary AI infrastructure. In order to 
work with these for-profit technology companies, allow for the widespread 
collecting and use of health data, preserve privacy, and provide equal com-
pensation for created intellectual property, new contractual approaches are 
necessary. So far these are lacking, as is the appropriate guidance. Private 
businesses and international public health organizations have a fantastic 
chance to demonstrate leadership in ensuring that the advantages of AI are 
widely disseminated in the absence of an agreed-upon framework for con-
tracts and intellectual property rights. These decisions present an opportunity 
to promote social cohesion and demonstrate corporate social responsibility.

4.9 � ACCOUNTABILITY

Deep neural networks, a type of neural network that is often called a “black 
box”, need millions of data points to create models that can classify thou-
sands of things. This is because they often use data in ways that make inter-
nal representations that are hard for humans to understand. Because of this, 
it becomes very hard to explain how a conclusion drawn from data works 
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in the context of standard statistical models. Under the European Union’s 
General Data Protection Regulation, a person will be able to find out more 
about a decision that was made about them using “automated processing”. 
Decisions with unclear reasons will be closely looked at.

A research paper titled “Responsibility of AI Under the Law” has recently 
been published by the Berkman Klein Working Group on Explanation and 
the Law at Harvard University. In this paper, the authors present the findings 
of an investigation into the question of how machine learning systems ought 
to be held responsible. They take into account the particulars of the issue 
that the machine learning system is intended to solve, and then they devise 
solutions to ensure that the system is able to live up to the standards that 
have been set for it. It is possible that theoretical limitations or statistical 
data from trials of machine learning systems are all that is required to solve 
certain problems with more explicit definitions. On the other hand, being 
responsible in clinical practice necessitates providing an explanation, which 
frequently entails amorphous objectives and the presence of a number of 
factors that are irrelevant. For an observer to figure out how much a single 
input determined or was significant to an outcome, an explanation is 
required. The authors argue that it is fair to expect an AI system to explain 
itself in scenarios in which a person would explain things to themselves. The 
accomplishment of this goal, however, requires investing a significant 
amount of money in technology in order to create deductive reasoning sys-
tems, specific to the organization, that are able to describe the operation of 
both machine learning algorithms and deep learning algorithms.

4.10 � MANAGING STRATEGIC TRANSFORMATION 
CAPABILITY

The unexpected impacts that machine learning will have on the workforce, 
both inside and outside the healthcare industry, are of concern to policy-
makers. Machine learning-based diagnosis, care management, and moni-
toring will not be used in practice until there is proof that they are more 
effective than the current algorithms. For medical experts and government 
authorities to have faith in machine learning-based systems, they must pro-
vide results that are practical in the real world. This can be done by perform-
ing experimental testing or by assessing how well the systems work in the 
real world. Previously finished projects may need to be redone as a result of 
the improvements made to algorithms due to new machine learning tech-
niques and improved accessibility to data. This may face health care systems 
with huge expenses that would need to be covered by increases in labor 
productivity if they are to continue operating sustainably.

In this scenario, the “displacement effect” will be felt most keenly by those 
working in less skilled manual and non-manual jobs. More people may be 
looking for work in healthcare systems that already have a sufficient number 
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of healthcare professionals, particularly in roles involving psychological and 
emotional well-being, as well as caring for the elderly and disabled, which 
are frequently regarded as skilled and incapable of being automated. It is 
expected that the use of machine learning algorithms will enable elderly 
populations to be provided with superior community-based care and chronic 
illness management, while at the same time the number of front-line health-
care staff can be increased. Governments will need to take the lead and 
invest in reskilling “displaced” workers, training them for other options, 
such as new careers in the production and curation of data sets and machine 
learning algorithms. However, this may not be enough to offset the broader 
consequences of automation on labor markets.

4.11 � AI-BASED BIOMETRIC AUTHENTICATION

Traditional methods of authentication include using passwords that are 
made up of a combination of letters, numbers, and symbols. Systems that 
need “something you know and something you have” are also regarded as 
classic methods of authentication [26, 27]. The use of these systems runs the 
risk that you might forget something, lose something, or have something 
taken from you. Traditional means of identification are rapidly becoming 
obsolete with the increasingly ubiquitous authentication based on a per-
son’s biometric traits. One of the more recent forms of biometrics that have 
been investigated is the electrocardiogram, sometimes known as an ECG. 
Current research presents an ECG-based authentication system that has the 
potential to be utilized not just for safety checks but also in therapeutic 
contexts. Researchers who are studying ECG-based biometric identification 
systems may find the proposed method helpful in determining the limits of 
their datasets and producing high-quality training data. We investigated the 
usefulness of this system and found that it probably achieves a success rate 
of around 92% in recognizing individuals.

4.12 � RESULTS

4.12.1 � Application of AI in diabetic detection using machine 
learning

Insulin resistance and a drop in insulin production by the pancreas are at the 
root of type 2 diabetes (T2D), which shows up as high blood glucose levels 
[18]. The goal of this study is to find traits that are linked to T2D that can 
be used to diagnose and treat the disease. The Pima Indian Diabetes Dataset, 
which was found by entering the Kaggle ML competition, was used to divide 
people with type 2 diabetes into groups. After the data was cleaned up, sub-
sets of features were made by picking and grouping individual features in the 
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right way. Figure 4.1 shows the accuracy, kappa statistics, AUROC, sensitiv-
ity, specificity, and logarithmic loss (logloss) investigated for each candidate. 
We used summary statistics and a resampling distribution to determine how 
well the classifiers worked. The model with the highest level of accuracy is 
the generalized boosted regression model (90.91%), followed by the kappa 
model (78.77%), and then by the specificity model (85.19%). Researchers 
have found that looking at factors like age, diabetes pedigree function, 
body mass index (BMI), and glucose levels are the best ways to predict how 
things will turn out. Based on these results, it seems that machine learning 
approaches may be able to improve prediction models for type 2 diabetes 
and help the Pima Indian population establish which factors affect outcomes.

4.12.2 � Detection of glaucoma using machine learning

This paper proposes a model for diagnosing glaucoma, using deep image 
analysis to look for signs of glaucoma in the retinal fundus [19, 23–25]. 
The parameters extracted include the ratio of the cup to the disk and the 
area of the inferior, superior, nasal, and temporal regions (Figure 4.2). In 
the model, four machine learning algorithms work together to give a clas-
sification accuracy of 98.6%. Other models, like support vector machine 
(SVM), K-nearest neighbors (KNN), and Naive Bayes, have accuracy rates 
of 97.61%, 90.47%, and 95.233%, respectively. These results show very 
clearly that the proposed model is the best way to look for early signs of 
glaucoma in the retinal fundus. The machine learning technology can also 
be used to detect glaucoma in OCT images [22].

Figure 4.1  Diabetic retinopathy and AI-based model [18].
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Figure 4.2  Glaucoma detection in fundus image using machine learning.
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4.12.3 � Deep learning for glaucoma detection

The optic nerve, which conveys images of the outside world to the brain, 
is damaged by glaucoma [20]. This chronic infection is the second-largest 
cause of total blindness worldwide and if not treated promptly, results in 
a severe reduction in quality of life. Conventional methods for diagnos-
ing glaucoma demand extensive expertise and expensive tools, making it 
challenging to evaluate numerous individuals at the same time. Costs are 
high and wait times are lengthy. Previously, artificial intelligence could not 
detect glaucoma because features had to be manually removed, a time-
consuming and tedious task, but the development of deep learning (DL) 
techniques has enabled automatic feature extraction. Among the numerous 
issues that come with glaucoma are limited labeled data, the difficulty and 
expense of building glaucoma fundus photographic datasets, and the need 
for specialized hardware. Instead of a rigid DL model that only performs 
well on a single dataset and ignores these other issues, this study aimed to 
demonstrate a flexible DL model that performs well on a variety of datas-
ets and can be applied in the real world. In this empirical investigation, two 
groups of fundus images – normal and glaucomatous – are distinguished 
using various deep learning algorithms. The publicly accessible ACRIMA, 
ORIGA, and HRF benchmark datasets were utilized for both training 
and testing. Not only are these models enhanced by transfer learning, but 
numerous others are as well. The models were validated using a total of 12 
unique combinations of the aforementioned datasets, DRISHTI-GS, and 
a private dataset. Extensive testing was conducted to assess whether the 
proposed technique is effective. In terms of computed accuracy and area 
under the curve, the Inception-ResNet-v2 and Xception models surpass 
competing models. In the long term, ophthalmologists may gain a great 
deal from adopting computerized technologies to diagnose their patients 
(see Figure 4.3).

4.12.4 � Deep learning techniques for glaucoma 
detection using OCT images

Glaucoma prediction was rendered simpler and more precise in an experi-
ment combining deep learning with optical coherence tomography (OCT). 
The experiment predicts how glaucoma will develop using eight distinct 

Figure 4.3  Glaucoma detection in fundus image using deep learning.
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ImageNet models [21]. A variety of efficiency factors must be taken into 
account when comparing the effectiveness of several models. For each indi-
vidual network, the performance of three distinct optimizers – Adam, Root 
Mean Squared Propagation, and stochastic gradient descent – was evalu-
ated. Using transfer learning and fine-tuning techniques, the models’ overall 
performance has increased. The initial training and evaluation involved a 
total of 4220 private photos (2110 normal OCT and 2110 glaucoma OCT). 
The models were evaluated using the well-known public standard dataset 
Mendeley. The VGG16 method was put to the test using the Root Mean 
Squared Propagation Optimizer, and the results demonstrate that it per-
forms as intended with an overall accuracy of 95.68%. Various ImageNet 
models were found to be an effective alternative, since combining deep 
learning with the OCT modality makes glaucoma prediction simpler and 
more accurate. The study concluded that several ImageNet models should 
be used as a backup by computer-based automatic glaucoma screening sys-
tems (Figure 4.4).

One of the findings of the study was that glaucomatous OCT can be distin-
guished from conventional OCT using this totally automated method. 
Applying this procedure to people who are suspected of having this retinal 
infection not only makes it simpler to receive a proper diagnosis, which in turn 
helps prevent blindness, but also frees up time for senior ophthalmologists. 
The ability to distinguish between glaucoma OCT and conventional OCT 
automatically using this totally automated technology has great potential.

4.12.5 � Conclusions

Ophthalmology is the principal focus of attention for researchers working 
with the forms of artificial intelligence that are now available. Using meth-
ods of machine learning, a variety of retinal illnesses can be identified from 
the corresponding photographs. This chapter examined artificial methods 
being implemented inside the healthcare system and described the diagno-
sis of glaucoma using machine learning techniques. While the chapter has 
looked at the direct influence that machine learning has had on health care 
systems, we have not considered the indirect effects that machine learning 
has had on the fundamental sciences.

Figure 4.4  Glaucoma detection in OCT image using deep learning technique.
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5.1 � INTRODUCTION

A disaster is an occurrence that causes damage to the environment and the 
society in which we live, and hence has a significant impact on human life. 
Any type of crisis necessitates a fast response as well as a plan of action. 
Management is needed to protect lives, preserve infrastructure, and con-
serve resources.

Over the course of the last few years, there has been a discernible rise in 
the frequency of catastrophic natural disasters, leading to a substantial rise 
in the number of lives lost, as well as extensive damage to both the natural 
world and to human societies.

Compared to the preceding two decades (2000–2019), the year 2020 had 
a greater impact, both in terms of the number of events that were recorded 
and the economic losses that were incurred. In the year 2020, EMDAT 
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recorded 389 natural disasters, resulting in the loss of 15,080 lives, affecting 
98.4 million people, and costing 171.3 billion US dollars [1].

The magnitude of these losses implies an urgent need for enhanced risk 
management of natural hazards. In general, the management of natural 
disasters has always included a significant communication component. 
This component manifests itself in the form of alerts, warnings, notifica-
tions to citizens about changes in risks, evacuation orders, and other simi-
lar directives.

5.2 � DISCOVERING THE UN-PREDICTING

Acute natural disasters, whether biological, geophysical, coastal, or related 
to hydrography or airspace, are capable of wreaking havoc on human soci-
ety as well as the natural world and even further afield. These kinds of 
occurrences have a disproportionately negative influence on specific places 
(such as the least developed countries) and their inhabitants. The advent of 
artificial intelligence has made it possible to anticipate and mitigate natural 
disasters.

Snow avalanches are a type of natural catastrophe that may have serious 
repercussions on socioeconomic and geomorphic processes (Figure 5.1). 
These repercussions may take the form of damage to ecosystems, flora, land-
scape, infrastructures, and transportation networks, as well as human lives 
[2]. Using datasets that contain information about the weather, AI systems 
can be trained to make accurate predictions about the occurrence of ava-
lanches [3]. There are a wide variety of applications for classification algo-
rithms. Because the avalanche dataset contains a large number of data points 

Figure 5.1  �Snow avalanches damage ecosystems, infrastructures, transportation 
networks, and human lives. (Courtesy by https://www.itu.int/hub/wp-
content/uploads/sites/4/2021/03/AI-to-understand-natural-disasters.
jpg).
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as well as a large number of factors, it is necessary to preprocess the dataset 
before attempting to determine the co-relationship that exists between the 
characteristics. This will allow for a better understanding of how the vari-
ables affect prediction.

5.2.1 � Predicting shaking

A technique based on artificial intelligence (AI) may provide predictions 
about how earthquakes would shock places. AI can be used to create an 
earthquake early warning system that can anticipate how the ground will 
move during an earthquake and alert people several seconds before it begins 
[4] (Figure 5.2). To better anticipate the path of a future earthquake, deep 
neural network AI can look for patterns in previous quakes. In earthquake-
prone areas, this might speed up processing and make it simpler to generalize.

5.2.2 � AI in flood prediction

Around the world, devastating floods are making headline news. Floods are 
by far the most common natural catastrophe to occur, wreaking havoc on 
the environment, people’s lives, and the economy (Figure 5.3), and causing 
the evacuation of hundreds of millions of people and the deaths of tens 
of thousands (based on typhoon hydrological and inundation data 2004–
2015) [5]. Depending on the course of the river, satellite photos may be used 
to generate models of areas that are most at risk of flooding, and people can 
receive flood alerts in advance. AI approaches mimic the non-linear behav-
ior of a given phenomenon, and are remarkably successful making predic-
tions about the future. AI can foresee floods because of the vast quantities of 
high-quality datasets it has access to.

Figure 5.2  �Damage to property and lives due to intense shaking of the ground 
(Courtesy: https://www.theguardian.com/world/2015/apr/25/science- 
of-earthquakes).
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When disasters occur, an enormous quantity of information is compiled 
by a variety of sources, including but not limited to government agencies, 
emergency responders, loss claims adjusters, and social media [6]. However, 
there has been little research on how these data can be used to understand 
how different stakeholders are or can be directly or indirectly affected by 
large-scale natural disasters before, during, and after the event itself. Artificial 
intelligence (AI) systems that use large-scale disaster data in the real world 
and offer helpful tools for disaster forecasting, impact assessment, and soci-
etal resilience are becoming increasingly popular and necessary [7]. This will 
help with resource allocation, which can improve preparedness and preven-
tion of natural disasters, save lives, reduce the negative impact on the econ-
omy, improve emergency response, and make communities stronger and 
more resilient. Using AI as a tool can reduce the risk of death, harm to the 
environment, and the impact on society, and help us respond to crises more 
effectively.

The practice of efficiently anticipating and responding to calamities is 
known as disaster management [8]. Mitigation, preparation, response, and 
recovery are the four separate phases that have been extensively identified 
[7, 8]. The term ‘mitigation’ refers to any action taken to prevent the occur-
rence of a disaster or to lessen the severity of the damage it causes. The term 
‘preparedness’ refers to a variety of actions that communities can take to 
better equip themselves to respond to disasters or to lessen the effects of 
those disasters. These actions include emergency planning, supply stockpil-
ing, training, and community education. The implementation of the plans 
that have been developed to protect life and property, as well as the envi-
ronment and the socioeconomic structure of the neighborhood [9], is part 

Figure 5.3  �Flood causing economic and social damage (Courtesy: https://
theconversation.com/people-couldve-prepared-for-the-floods-better-if-the-
impacts-of-weather-forecasts-were-clearly-communicated-178309).
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of the response. The provision of emergency rescue and medical care, the 
opening and management of shelters, the distribution of supplies, and the 
evaluation of damage are all examples of the types of activities that fall 
under the umbrella of disaster relief and response. It is one of the most 
investigated stages, because this is the phase in which the people and the 
infrastructure require the most immediate assistance. In this phase of the 
process, efficiency is of the utmost importance; consequently, the techniques 
that are utilized place an emphasis not only on highly accurate results but 
also on quick and efficient methods. Recovery, also known as reconstruc-
tion, consists in the long-term measures that are taken in order to bring back 
a sense of normalcy to the community. During this stage, some of the activi-
ties that take place include providing financial support and construction or 
reconstruction (e.g., of buildings and key infrastructure). In addition, 
dynamic participation in disaster management can help local communities 
become more resilient [10].

5.3 � DISASTER INFORMATION PROCESSING USING AI

5.3.1 � Artificial intelligence in early warning system 
monitoring and disaster prediction

Artificial intelligence is capable of examining data to predict potential natu-
ral disasters ahead of time, sparing lives in the process. Early warning sys-
tems can be developed with the assistance of artificial intelligence (AI) in 
order to effectively and efficiently disseminate pertinent information about 
disaster events, in the form of alarms or warnings, to vulnerable communi-
ties either before or during a disaster. This paves the way for the adoption 
of proactive and preventive measures that can reduce the loss and damage 
caused by such events [11]. The goal of the system is to build prediction 
models that will allow for early decision-making, and that will, first and 
foremost, help reduce the number of lives lost as well as the damage done to 
the environment and the economy. Every conceivable kind of data, including 
that gleaned from analogous catastrophes and everyday situations, is com-
piled for the purpose. As a result of the growth of the Internet of Things and 
technology-driven sensor devices, it is now possible to create large amounts 
of data in a relatively short amount of time. EWS saves and analyses these 
data because they contain useful indicators and have the potential to open 
up many opportunities for monitoring and controlling both natural and 
man-made disasters. The early warning system (EWS) can mine early warn-
ing signals using artificial intelligence (AI), allowing proactive and preven-
tive disaster mitigation, preparedness, response, and recovery measures to 
be planned, resulting in timely alerts and warnings being distributed to the 
relevant stakeholders.
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5.3.1.1 � Example

	 1.	A flood prediction project can foresee torrential rains that will cause 
the rivers to rise and damage towns across the nation. Based on his-
torical relevant data, AI aims to forecast potential rainfall as well as 
the potential rise in river levels, alerting the appropriate authorities to 
take the necessary measures.

	 2.	Deep learning technology makes it feasible to reliably predict the occur-
rence of earthquakes and gain sufficient lead time for early warning 
systems. It is possible to predict the location of future earthquakes by 
analyzing previous seismic activity, which is depicted on topographic 
maps and in photographs. Using this information for training and 
testing, a deep learning network model was developed that is capable 
of reliably forecasting earthquakes in the days to come [12].

5.3.2 � Social media, artificial intelligence information 
extraction, and situational awareness

The ability to notice things in one’s surroundings, comprehend the signifi-
cance of those things, and anticipate how those things will act in the near 
future is what we mean when we talk about having situational awareness 
(SA). Social media platforms such as Twitter and Facebook would make a 
significant contribution to the rapid dissemination of information in the 
event of a disaster, and could be essential to improving both SA and disaster 
management. Social media generates an enormous amount of data that is 
beyond the scope of manual examination.

When a crisis happens [13], victims who are directly and indirectly affected 
by the tragedy typically post vast quantities of data (such as images, text, 
audio, and video) to a variety of social media platforms (e.g., Facebook, 
Twitter, Instagram, and YouTube). These uploads can include anything from 
photographs to text to speech to video. This is owing to the fact that conven-
tional avenues of communication for individuals to alert the public or emer-
gency responders have been superseded by social media. Before reacting to 
an actual crisis, emergency personnel (also known as “first responders”), 
who come from a variety of emergency response organizations (EROs) often 
try to learn more about the situation. However, as soon as a catastrophe 
occurs, social media platforms are quickly overwhelmed with a variety of 
data. This flood of data is too much for emergency rooms that are equipped 
with big data to handle. Much of the data may be redundant or useless, and 
it becomes difficult for EROs to understand and base judgments on the large 
data that is available. Artificial intelligence plays a vital part in the process-
ing and analysis of the huge volumes of social media data and in transform-
ing it into knowledge that is logical and actionable.

Unstructured and unbalanced text streams can be found online [14]. A 
multi-label classification algorithm for the catastrophe text is originally 
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built based on the historical dataset and will be used to develop a SA model 
from the generated huge, real-time, and noisy disaster text flow. This method 
assists in assigning the appropriate event tags to each disaster situation. A 
fresh approach to machine learning is created for the dynamic assessment of 
catastrophe risk for online text. Disaster events are regarded as featured vec-
tors. The task of assessing the risk of a disaster is then changed to one that 
involves many classifications depending on the event, the users, and geo-
graphical concerns. This proposed model can provide disaster situation 
awareness as a result of online quantitative risk assessment findings based 
on actual accumulated precipitation data. These findings show that the pro-
posed machine learning model can realize bottom-up automatic disaster 
information gathering by efficiently processing user-generated content cre-
ated by victims.

5.4 � PUBLIC ISSUES

When recommending the use of artificial intelligence (AI) in catastrophe risk 
communication, numerous issues must be considered.

Legal Concerns. Citizens make judgments during natural disasters based 
on the information provided by emergency agencies. Litigation alleg-
ing that the information provided to citizens was insufficient, inac-
curate, or deceptive is not uncommon. Artificial intelligence-based 
systems in real-world operations might have unexpected repercus-
sions, given that they learn and adapt autonomously and continu-
ally from their surroundings, facilitating or controlling the process 
of information creation and distribution. Managing and dealing with 
legal difficulties associated with AI usage in society, on the other hand, 
is a critical concern. The subject of autonomous machines’ legal liabil-
ity is still up for debate and has recently attracted a lot of interest in 
the literature [13, 15].

Quality of data. The adage “garbage in, garbage out” holds true in the 
context of machine learning algorithms. When the dataset is of poor 
quality, the algorithm will produce a sub-par result. Training AI sys-
tems can be compromised in a variety of ways: during data collection 
or cleaning, by introducing erroneous or incomplete data that does 
not accurately reflect the features of the population being studied, or 
simply by introducing the wrong data altogether. Before a dataset can 
be utilized in the process of machine learning, a significant amount 
of labor is thus typically required to clean it up. This may at times 
imply that incorrect data must be annotated with a broad variety of 
probable faults and how to remedy them. This is done so that the 
machine can detect similar problems in the future and manage them 
appropriately.
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Controllability is also a big reason why AI isn’t used more often in com-
municating about disaster risks. When there is an emergency, like a 
natural disaster, the authorities are expected to be in charge of the 
emergency operations. They should be able to decide what messages 
are sent, who gets them, and when they are sent. The use of chatbots 
and other AI-based communication systems could make it harder to 
keep such a tight grip on things. This is a problem that needs care-
ful thought, because it is hard to take responsibility for something 
that cannot be changed. Trust is the other side of this problem. It’s 
possible that emergency services won’t be ready to fully deploy AI to 
communicate with the public about catastrophe threats until they can 
be certain that the system is always dependable, accurate, and power-
ful enough to handle the complex reality of emergency operations. 
Trust issues can also be caused by the actions or words of individual 
persons. If individuals who are in danger do not have faith that the 
automated communications they get from AI machines are accurate, 
it is possible that they may not take the appropriate precautions to 
protect themselves.

Influence of culture. It has been reported that culture has a substantial 
effect on risk perception [16]. Culture and language are interdepen-
dent; taking cultural differences, and the interdependence of language 
and culture, into account, an emergency warning may be understood 
differently in multicultural communities. Culture and ethnicity have 
not been adequately considered in the use of AI in disaster risk com-
munication. Future research needs to focus on developing culturally 
intelligent AI robots that are able to generate communication on the 
dangers of natural catastrophes (for example, personalized emergency 
warnings), based on the ethical and communication protocols of the 
various linguistic and ethnic groups making up the community that 
has been studied.

5.5 � ARTIFICIAL INTELLIGENCE IN DISASTER 
MANAGEMENT: A QUICK OVERVIEW

Using machine learning in disaster management may help remove irrele-
vant data, speed up data processing and analysis, and aid in all aspects of 
disaster response. It is not possible with ordinary machine learning (ML) 
methods to learn complex systems directly from raw data. Deep learning, 
a subcategory of ML, can automatically learn the representation of a com-
plex system through the process of experimentation. This can be useful for 
achieving goals such as prediction, detection, or classification. It is possible 
to build increasingly complex and abstract models of the real system using 
neural network (NN) layers in deep learning (DL). Invariant qualities and 
highly complicated functions may be learned with DL techniques because 
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they employ simple, non-linear modules to transform a representation into a 
higher, abstract one at each level [17]. Developments in DL have the potential 
to assist in the enhancement of disaster management. Because convolutional 
neural networks (CNNs) account for the majority of computer vision tasks, 
the use of satellite and aerial imaging systems is essential in the process of 
disaster response and damage assessment [18]. ANNs are becoming increas-
ingly used as a potent tool for analyzing large datasets [19, 20]. These text-
based NNs, such as LSTM and more recently Transformer, employ their 
architecture when it comes to natural language processing (NLP) [21]. NNs 
of this type are utilized in social media datasets for assessing the damage 
caused. The next step is to establish a theoretical foundation for disaster 
management by examining two common DL and ML architectures, CNN 
and LSTM, as well as SVM.

Convolutional neural networks: CNN architecture is made up of convo-
lutional layers (CLs). In most cases, the application of the data in these lay-
ers is accomplished using table-based multiplication of n*m tabular filters, 
which are also referred to as kernels. Depending on the filter used, this pro-
cedure generates a variety of distinct representations of the incoming data. 
As the layers of the convolutional layer’s filters operate, different features 
are revealed and projected in feature maps, which measure the stimuli they 
produce [17, 22]. After the convolution, there are many ways to change the 
input data. Kernel sizes and the number of kernels utilized in the convolu-
tion are critical to the network’s overall efficiency. After the data has been 
convolutionalized, a pooling layer (PL) will gather the results of the convo-
lution and will only save the most significant ones. These significant out-
comes may include the maximum, minimum, or average of each value in the 
data. Before the input is allowed to be served into a completely connected 
layer for classification, it is first flattened in a one-dimensional space and 
then repeated several times, the exact number of which is determined by the 
depth of the network. The softmax layer performs a transformation on the 
data such that it becomes a probability distribution. It is important to keep 
in mind that the process of feature extraction receives an additional degree 
of abstraction from each CL that the network possesses.

Responses from social media include both pictures and words. CNNs 
may be utilized to extract both graphical and textual aspects from social 
media postings. The extracted visual and textual characteristics are joined 
together to produce a fused feature, which is then employed in the final 
phase of the classification process. This step occurs after the system has 
been adequately trained on the training sets. The outcomes of the CNN 
algorithm are effective in learning a variety of characteristics, including 
textual and visual. When just the textual characteristics are employed, the 
reliability of the system is worse than when the fusion feature is included, 
since it provides a visual feature. The postings that are relevant to the 
topic are automatically organized into categories according to the content 
and images that are contained within them. This is a documentation of a 
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disaster that is taking place in real time during an event. When paired with 
the rich geographical settings that geotagging provides, social media might 
be of tremendous assistance in the prevention of disasters in many differ-
ent ways.

Long short-term memory, often known as LSTM, is used for word clas-
sification in social media catastrophe datasets. LSTM circuits are examples 
of recurrent neural networks (RNNs). RNNs repeatedly perform the same 
algorithm on sequential data while passing along some information. In each 
time step, an input prediction affects subsequent predictions. This technique 
lets the network interpret complex textual material and derive meaning 
from word positions. LSTMs have a different cell design than RNNs. LSTMs 
use constant error carousels (CECs) to determine how much existing state 
information to pass along with incoming input data [22]. LSTMs’ forecasts 
differ. The output of the network may be used to classify data using a proba-
bilistic classifier, it can be used to forecast the next element in a series, or it 
can be used to predict a new sequence of elements. Learning rate and net-
work size are crucial LSTM hyperparameters. LSTMs’ independent hyper-
parameter tuning saves time during training and experimentation [23]. In 
every level of disaster management, accurate and exhaustive textual data 
analysis is essential, and LSTMs have shown themselves to be effective in 
this endeavor.

Support vector machine (SVM) is a basic yet powerful ML technique for 
classification and regression. It requires a labeled training set; however, sup-
port vector clustering may categorize unlabeled data [23]. SVM is straight-
forward. It produces a hyperplane that separates data while maximizing 
margin. A hyperplane in n-dimensional Euclidean space serves the function 
of partitioning the space. Margin is the smallest distance between the hyper-
plane and each category’s nearest items. Maximizing the margin helps the 
algorithm identify groups, allowing for better predictions. Using a kernel 
method, SVM can do non-linear classification [24]. The data is augmented 
in a multidimensional space by using a kernel technique, which results in the 
characteristics being more clearly distinguishable from one another. The 
hyperplane is projected nonlinearly to the original plane. The kernel 
approach allows SVMs to learn complicated dataset invariants while 
remaining simple and quick. Many recent disaster management studies have 
started using SVM, which can provide remarkable results without sophisti-
cated DL systems.

The effectiveness of disaster management activities may be assessed using 
AI-based methodologies. Monitoring, for example, helps keep tabs on the 
progress of emergency response and recovery efforts. For catastrophe moni-
toring, hybrid AI approaches are being employed [21, 25]. Disaster manage-
ment operations should also be evaluated in terms of the suffering of the 
affected population [26]; AI-based methods analyze social media data to 
gage the suffering and feelings of the affected population during disaster 
response and recovery [27]. This will help disaster managers better deal with 
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the complexity of operations. [26] Similarly, [27] these methods will help 
AI-based methods. Disaster operations necessitate the use of strong, tested, 
and trustworthy artificial intelligence systems. Human specialists should 
also be able to understand both the conclusion and the process that led to it 
in robust AI models.

5.6 � CONCLUSION

The loss of human life as well as damage to infrastructure and property is 
one result of natural disasters. Artificial intelligence has made significant 
strides in recent years, and this has led to its increased usage in disaster man-
agement. To improve disaster recovery operations, future research should 
focus on using hybrid AI approaches to enhance mitigation efforts, remove 
vulnerabilities, and evaluate the resilience of vital infrastructure after a 
disaster has occurred. Because of the importance and complexity of catas-
trophe operations, it is necessary to use AI solutions that have been rigor-
ously tested. Because disaster relief activities directly affect people’s lives, the 
models used should be understood by experts and decision-makers on the 
ground [28]. Even more importantly, research should be devoted to creating 
innovative data-capturing methods and utilizing crowdsourcing to increase 
the efficacy of AI-based disaster management strategies.

AI can be used to save lives in a lot of different ways. One way is to help 
people deal with natural disasters. By combining the power of AI with a 
vision for a circular economy, we can take advantage of one of the most 
important technological advances of our time to an unprecedented degree. 
It will contribute to fundamentally changing the economy into one that is 
regenerative, resilient, and good for the long term.
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6.1 � INTRODUCTION

Modern elevators use a simple pulley-counterweight system. Although this 
system is reliable, power consumption by the motor and/or by the internal 
components of the cart is high, and motor temperature control is poor. This 
paper proposes a novel IoT-based system that uses the principles of mechan-
ical advantage to increase payload, save power and sense the presence of 
people inside the elevator cart. Temperature and humidity control, improved 
cellular reception and a multi-pulley system are proposed, with the whole 
system connected to the cloud to enable data collection and monitoring of 
faulty parts. E-controls are an added convenience. The IoT functionality of 
this system was tested on a smaller scale using a prototype model and CAD 
simulations.

Chapter 6

�IoT-based improved mechanical 
design for elevator cart

Reetu Malhotra and Armaan Jain
Chitkara University Institute of Engineering and Technology,  
Chitkara University, Patiala, India

http://dx.doi.org/10.1201/9781003415466-6


98  Reetu Malhotra and Armaan Jain

6.2 � A CLOSER LOOK AT THE ELEVATOR

An elevator is a vehicle that moves vertically to transfer people and luggage. 
The shaft itself houses the operational machinery, motor, cables, and acces-
sories. Human, animal, or water-wheel power was utilized to drive primitive 
elevators [2] dating from the third century BCE. Archimedes, a Greek scien-
tist, was the first to construct an early form of what we now call an elevator. 
Even though researchers have come a long way from the raising platforms 
using pianos and cranes [3], the counterweight elevator concept remains the 
same as that designed by William Strutt (1756–1830).

According to data from the Center for Protection of Workers’ Rights 
(CPWR), elevators are responsible for 60 percent of major injuries and 90 
percent of deaths involving elevators and escalators [4, 21]. The accident 
rate is consistent across the world. Even in India, 28 deaths were directly 
attributed to elevators in 2019 [14, 15]. Suffocation due to high tempera-
tures [22], defective alarm systems [26], and brake failure [20] are among 
the causes. Modern elevators pose a serious hazard to human life if not 
properly maintained, because the tension on the rotors and the rope itself 
wears the system down over time. This research proposes a variety of 
design enhancements to the existing elevator [25] that can significantly 
improve user experience through more robust temperature control [28], 
while also making it easier to use. This overhaul would enhance the cart’s 
safety index from 60% [21, 27] to a possible 90%. Although the proposed 
new pulley system would necessitate a complete rebuild of the elevator, the 
IoT enhancements can be deployed with little to no disruption to the cur-
rent system.

The remaining sections of this chapter cover IoT and devices, design and 
description of the new model, cellular reception, temperature modulation 
and user interface, conclusion and references.

6.3 � IoT AND DEVICES

The Internet of Things (IoT) is a new technology prototype that aims to 
build a global network of machines and gadgets that can communicate with 
one another [7]. Its goal is to connect real-world and virtual-world things, 
allowing them to interact at any time and in any location. This results in a 
world where physical objects can be commanded and controlled by soft-
ware built in the virtual world, allowing humans to use them more eas-
ily. Many real-world IoT applications have been presented in a variety of 
industries, and this dominion extends beyond traditional industrial areas to 
everyday life, where IoT can provide major improvements and even lead to 
new business models [5, 6].
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6.4 �THE TECH BEHIND AN ELEVATOR

For security reasons, people used to avoid traveling in remote locations or 
late at night. Gazdzinski [11] described a secure personnel transport system 
and elevator for modern urban life. This control and information system 
enhanced security in existing elevator devices. Yost et al. [12] described the 
work of an elevator system configuration engineer, including the informa-
tion the customer must provide at the outset, how to use that information 
to put together a safe and effective elevator system, and what information 
must be provided to the installers and inspectors at the end [10].

Traditionally, elevators have been high energy consumers, in particular 
where there was a mismatch between the elevator system scheduler and the 
moving carts. Van et al. [14] developed an energy-saving elevator with IoT 
communications which reduces unnecessary cart moves. Studying how the 
round-trip time was distributed was beneficial to the performance analysis 
of elevators during peak hours.

Jiang et al. [6] described IoT as an essential vehicle necessary for real busi-
ness applications, and examined elevator manufacturers’ moves towards a 
more IoT-based approach to the system. The authors also discussed the 
implications for the industrial system and explained the differences between 
S-D logic and G-D. The latest IoT technology has enabled companies to 
improve skills and promote information sharing. Lee et al. [7] explain the 
importance of five technologies for the exploitation of successful IoT-based 
commodities/services, and how IoT can increase customer value. Schiff et al. 
[15] examined and assessed strategies for adding damping to improve sys-
tem responses, as well as the impacts of rope dynamics on system responses. 
Tarmo et al. [16] used deep learning to create passenger profiles and inves-
tigated the behavior and travel requirements of elevator passengers, as well 
as the feasibility of predicting passenger destination floor. Their ground-
breaking research, which was conducted using an actual smart elevator sys-
tem installed in a typical office building, aided in the establishment of the 
monitoring mechanism that IoT devices would eventually rely on. Lee et al. 
[17] discussed the group elevator effect in their study. In the earlier studies, 
some cages were taken idle. The cages were assumed to go back to the first 
floor, which resulted in loss of energy [34]. The authors [18–19] developed 
an idle cage assignment algorithm to tranship the idle cages. Papers [20–31] 
highlight the accidents, injuries and deaths that have occurred due to the 
faulty design of the current system, elevator safety checks, and wireless mul-
timedia sensor networks topologies. Several researchers [35–42] studied 
how to minimize elevator costs, including installation costs, preventative 
maintenance costs, design costs etc. Different algorithms such as genetic 
algorithms [43–47], searching algorithms, and reliability models [48–50] 
are used to optimize the costs and timings of systems.
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6.5 � DESIGN OF THE NEW MODEL

We consulted a number of important papers for the design of our model:

	 i.	Nick Health [8] helped us understand the advantages of using the 
Raspberry Pi.

	 ii.	Robert [11] helped with the modeling of the new panels.
	 iii.	 [12] includes points to take into consideration in configuring the ele-

vator and its safety measures.
	 iv.	 [13] helps with the algorithms used in the analysis of both old and 

new elevator designs.
	 v.	 [6] and [7] highlight the growing adoption of IoT culture in the eleva-

tor business.
	 vi.	 [16] helps with creation of the IoT-based monitoring system.

The proposed model (Figure 6.1) uses an integrated pulley system to increase 
the effective payload of the elevator on existing motor torque, using the 
weight of the cart itself as the counter and thus eliminating the counter-
weight altogether.

A number of pulleys are used at either end of the elevator housing space 
in order to reduce the amount of force necessary to move an object by 
increasing the amount of rope used to raise it. The length of rope can be 
determined by using the formula:

	

New length of rope Original length of the rope
the number 

�
� ( oof additional pulleys/ )2

The chances of breakage and the wear and tear on the cart’s cable are thus 
considerably reduced. The length of the rope is doubled with every two 

Figure 6.1 
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additional pulleys, but for every two additional pulleys the effective weight 
of the cart is reduced by 50%.

A Raspberry Pi 3 b [8] is used in the elevator to achieve the new and 
enhanced temperature modulation, cellular reception, and cloud connec-
tion. It acts as the main processor and provides cloud connectivity. Other 
devices are listed below and detailed in the sections that follow:

	 1.	Distributed Antenna System (DAS) for the cellular reception
	 2.	DHT22 temperature and humidity sensing
	 3.	Fans for temperature control
	 4.	Ultrasonic sensors to detect number of passengers in the cart [52], [51]
	 5.	 (Alternative to 4) Array of pressure sensors underneath the cartpet
	 6.	Mesh network-based smart lights for power management
	 7.	 Interconnected touch input for synchronizing with E-inputs
	 8.	Microphone for voice input.

The building information modeling (BIM) is implemented by Isihdag [9]. 
His paper “BIM and IoT: A Synopsis from GIS Perspective” is a good start-
ing point for the proposed cloud computing model [11–12].

The IoT model will also collect data on the frequency of usage and alert 
the respective authority for timely maintenance. The same setup can also be 
used as an input for detection of any faulty devices (1–5).

6.5.1 �Temperature modulation and user interface

When the cart is empty, it uses devices 3–6 to shut down systems such as 
lights and fans, greatly reducing power consumption. The temperature 
sensor (device 2) monitors the temperature of the cart every quarter of 
an hour. If the temperature increases from the set temperature, the fans 
are triggered. Alternatively, if requested by the customer, heaters can be 
installed in the cart and activated if the temperature falls below the set 
point.

As soon as the cart door opens and a user is sensed as about to enter, 
devices 3–6 trigger the lights, device 2 is used to sense the temperature again, 
and a suitable action is performed. A default is set for every smart device 
and any setting can easily be changed through the E-control panel.

	•	 For the convenience of the user, an improved control panel is proposed 
in this work. It includes a cancel feature, pre-set temperature display 
screen and buttons for pre-set temperature modulation. The cancel 
feature allows the user to double-click the floor number in order to 
prevent other floors’ buttons being accidentally depressed.

	•	 Pre-set temperature display displays the current temperature that is 
being maintained in the cart.

	•	 Temperature modulation buttons, used to adjust the pre-set temp.
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	•	 E-calling saves time by calling the elevator beforehand from any part 
of the building.

	•	 “Hold the Door” voice command holds the door open to prevent users 
just missing the elevator.

The panel is equipped with NFC trigger tags in case of failure of the physical 
input module. These NFC triggers are also to be added to the outer physical 
inputs for hygiene reasons.

6.6 � CELLPHONE RECEPTION

Metal elevators have poor connectivity as wireless signals cannot penetrate 
through thick materials. This has implications for both convenience and 
public safety.

None of the models currently in use provides the desired smooth and 
seamless coverage. The next section explores the limitations of some of these 
models.

6.6.1 � Current in-cart cellphone coverage models in 
elevators

	 1.	Antennas mounted in the elevator chamber at a certain height from 
the ground are not effective since they cannot provide consistent cov-
erage throughout the length of the chamber in tall buildings. Nor can 
repeaters within the elevator shaft provide adequate signal strength 
(especially in taller buildings) to cover the entire shaft.

	 2.	Multiple network extenders mounted in the elevator lobby after a 
certain number of floors cause a constant that degrades call perfor-
mance and leads to call drops as a device changes from one coupler to 
another with the movement of the cart along the lobby.

	 3.	Using an omni-directional powerful antenna in the midst of the eleva-
tor lobby is far more effective than all the other methods but has its 
own drawbacks. The antennas are expensive, prone to damage and 
are difficult to place. Additional wiring is also required.

	 4.	Other systems like installation of repeaters on each floor and place-
ment of a high-power distributed antenna at top and bottom have 
been tried and have had similar results.

6.6.2 � Proposed solution to the problem of network 
coverage

The proposed solution to the problem of cellphone coverage is to use fiber-
optic cables as antenna bands running along the length of the entire cham-
ber on the inside. This obviates the need for running heavy network cables 
alongside the power cables for the elevator cart.
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Figures 6.2–6.4 show, respectively, the diagonal, front and top views of 
the shaft structure without the bands installed. Figures 6.5–6.9 show the 
front, diagonal, inside, top and see-through views of the shaft structure with 
the bands (represented by blue lines) installed.

Figure 6.10 shows diagonal and inner-left view of the shaft with blue lines 
representing the bands. In this system, a single repeater/router placed on the 
cart itself will have a continuous supply of bandwidth across the entire 

Figure 6.2 

Figure 6.3 
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Figure 6.4 

Figure 6.5 
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Figure 6.6 

Figure 6.7 
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Figure 6.8 

Figure 6.9 
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chamber. We can use coaxial cable instead of fiber-optic cable but that would 
be an expensive option. We can achieve continuous coverage between floors 
without any signal drop, and although the service zone is limited to the 
elevator cart itself and its immediate surroundings, service is continuous and 
smooth. The attenuation that could have been caused by other methods is 
thus eliminated. As Figure 6.10 shows, these bands do not cause any 
obstruction.

Figure 6.11 shows the top and diagonal views of the elevator cart, dem-
onstrating the multi-pulley system and the router placement. Figure 6.12 is 
a functional representation of the whole lift.

Figure 6.10 

Figure 6.11 
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6.7 � RESULTS AND FINDINGS

The new model aims to increase the cart’s safety index by 20–30% by com-
bining the new pulley system with the old design’s safety measures. With the 
new temperature and ultrasonic sensors, the cart becomes significantly more 
energy efficient, reducing electricity use by 50% as a starting point. Energy-
saving data would be regularly collected and could be utilized to fine-tune 
the system.

6.8 � CONCLUSION

This study presents a novel approach to the modern elevator in which IoT 
is used in combination with physics. The new four-pulley arrangement uses 
the principles of mechanical advantage to not only provide better security 
for the users but also to help increase the longevity of the system as a whole. 
IoT-based modifications provide a better user experience with added tem-
perature control and address the problem of excess energy consumption. 
The updates to the system help maintain system health and facilitate fault 
detection. Future improvements will include incorporation of 5G technol-
ogy in the currently 4G-capable routers. As sensors gain precision with time, 
the size and cost of implementation will become more affordable.
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7.1 � INTRODUCTION: BACKGROUND AND DRIVING FORCES

The Internet of Things is a ubiquitous network and has attracted atten-
tion for real-time monitoring in the healthcare domain [1–7]. The use of 
IoT in healthcare is increasing, owing to the scarcity of healthcare profes-
sionals. Since just 3,71,000 of India’s approximately 12,50,000 doctors are 
specialists, the availability of medical professionals has long been a cause 
for concern [8, 9]. The majority of medical professionals reside in cities and 
work long hours at many hospitals. A system is needed in which technology 
can supply healthcare to a vast rural population while also making spe-
cialists available remotely. Additionally, critical care patients require 24/7 
supervision and monitoring even during night hours [10, 11]. Thus real-time 
monitoring of patients’ health indicators, with secure transmission of this 
information to specialists is necessary for patients in intensive care units. 
At present bedside monitoring generally involves wired sensors and probes 
which cause discomfort for the patient and restrict their mobility. Wireless 
sensors which are more comfortable to use for extended periods of time 
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have become more popular because of advances in sensor technology [12, 
13]. Flexible wireless sensor systems requiring a small amount of processing 
power are easily accessible and consume less energy.

7.2 �THE IEEE 802.15.6 STANDARD

MBANs use connected sensor nodes to detect and send signals to a body net-
work hub (BNH), which then transmits the information to a central server 
[14]. MBAN sensors are either applied to the skin or embedded within the 
body. These sensors allow the patient to be mobile within the health care 
center while being monitored for health parameters (Figure 7.1). The nodes 
send data to the BNH in a sequence as decided by the priority assigned to 
them (refer Table 7.1), and the BNH forwards the data to a medical server 
in real-time. Various operational aspects and design standards for personal 
health information (PHI) are to be considered for such applications. The 
data from the sensors is transmitted securely, and data access authentication 
must be established at the server [14, 15].

MBANs are resource constrained in terms of energy consumption, com-
putational power, communication range, and bandwidth. The electromag-
netic radiation from the sensors must not harm the human body when the 
sensors are near the skin. Power consumption by the sensors must be low 
and the lifetime of the batteries should be long enough to avoid frequent 

Figure 7.1  Medical body area network.
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replacements. The data transmission must be reliable and priority allocation 
is essential for some parameters to be measured. In 2012, IEEE standard 
802.15.6 was developed to allow limited-power, short-range, highly reliable, 
and secure wireless systems for MBANs, with wide applications for per-
sonal health monitoring.

7.3 � OVERVIEW OF THE 802.15.6 STANDARD

The IEEE 802.15.6 standard has two layers: physical and medium access 
control (MAC). The physical layer has three sublayers: the human body 
communication layer (HBC PHY), which runs between 5 and 50 MHz, 
the ultra-wideband layer (UWB PHY), which operates between 3100 and 
10600 MHz, and the narrow band layer (NB PHY), which operates between 
402 and 2450 MHz [16, 17]. According to Table 7.2, which contrasts IEEE 
802.15.6 with IEEE 802.15.4, medical nodes of MBAN can communicate 
over a shorter distance since they consume less power, however, they can 
carry data at a higher rate [18].

This standard offers a single-star or two-hop extended star architecture to 
increase the delivery via different paths, as shown in Figure 7.2. The nodes 
in a single-hop star topology are linked to a single BNH; in two-hop tech-
nology, an intermediate or relay node is used to facilitate communication 
between the BNH and the nodes [14–16].

A single-hop star topology is suitable when the network is stable and the 
connection between BNH and nodes has been consistently established for a 
long time. However, because of the longer distance for data travel and lim-
ited power available with nodes, many times two-hop extended topology is 
used. The handshake procedure for the two-hop topology, which uses a 
relay node to exchange data frames from a node to a BNH, is shown in 
Figure 7.3. Relayed nodes (sensor nodes) that are unable to access the BNH 

Table 7.1  Types of traffic on the bases of priorities

Type of traffic Priorities of user device

Emergency event report UP 7
High-priority data UP 6
Medical data UP 5
Voice UP 4
Video UP 3
Excellent effort UP 2
Best effort UP 1
Background UP 0
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immediately contact the relaying node by submitting a request to establish a 
connection. As a response to the connection setup request, the relaying node 
sends an acknowledgment frame and forwards the request to BNH. 
Following receipt of the acknowledgment frame, the BNH offers a slot for 
the relayed node to the relaying node and BNH interface. The relayed node 
then delivers the data frame to the relaying node, which is forwarded to the 
BNH and receives a response from the BNH in the form of an acknowledg-
ment frame which is forwarded to the relayed node. [19–21].

The BNH acts as a centralized controller, allocating channels to MBAN 
nodes and communicating with nodes using three different access modes as 
discussed in the next section.

Single Hop Star Two Hop Star  

Figure 7.2  Piconet of MBANs.

Table 7.2  IEEE standards 802.15.4 and 802.15.6 compared

Parameters IEEE standard

802.15.4 802.15.6

Types of frames 
used in MAC

Beacon, command, 
response, and data

Management, control, and data

Mechanism Slotted CSMA/CA, 
Unslotted CSMA/CA

CSMA/CA, Slotted Aloha, improvised 
and unscheduled access, 
scheduled and scheduled polling 
access

Data packet 
Rate (Max)

20 kbps, 40 kbps, 250 kbps 15.6 Mbps

Network Range 75 m 3 to 5 m
Applications Lower data transfer rate 

Sensors for commercial 
use Smart grid

Portable sensors
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Figure 7.3  Relaying protocol process.
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7.4 � CHANNEL COMMUNICATION MODES FOR MBAN

The IEEE 802.15.6 MAC layer allows one of the following three modes for 
synchronization of data communication between the BNH and the MBAN 
nodes:

	 1.	Beacon mode with beacon period or super-frame boundaries: Several 
different time intervals inside a single super-frame are assigned to the 
nodes in this method for contention-free data delivery.

	 2.	Non-beacon mode with super-frame boundaries: Used for uplink, 
downlink, and bi-link connections; only operates during the manage-
ment access phase.

	 3.	Non-beacon mode without super-frame boundaries: Sometimes 
higher-priority nodes are to be polled or posted allocations and this is 
done in the non-beacon mode without a super-frame.

The standard divides the channel access time into super-frames. The super-
frame where a node is transmitting data is called an active super-frame and 
may be followed by non-active super-frames where there is no transmission.

In the beacon mode, BNH broadcasts a beacon frame B at the beginning 
and end of the super-frame, so as to synchronize with the nodes. To establish 
a connection with BNH the node sends a request mentioning the number of 
time frames required. A notification frame for the new connection is set in 
the MAC and scheduled by the BNH, which informs the node about the 
connection. During data transmission, MBAN nodes are assigned priority, 
as shown in Table 7.1. The MBAN nodes are assigned user priorities (UP) in 
the range of 0–7. UP6 and UP7 are used when any emergency data is to be 
transmitted by any node.

The super-frame is divided into various access phases: exclusive access 
phase (EAP1 and EAP2), random access phase (RAP1 and RAP2), managed 
access phase (MAP1 and MAP2), and contention access phase (CAP) as 
shown in Figure 7.4.

The node with the highest priority (UP7) can access EAP, while all other 
nodes may access the channel during the RAP. The MAP handles both 
planned and unplanned bi-link allocations, as well as planned uplink and 

B EAP1 RAP1 MAP1 EAP2 RAP2 MAP2 B2 CAP
B

1-255 Allocation Slots 

Beacon Period (Superframe) n

Figure 7.4  Beacon mode with super-frame.
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downlink allocations, polled and posted allocations. Each node must create 
a connection with the BNH to get a planned allocation period. During data 
transmission, if none of the nodes have emergency data, then the length of 
EAP is made zero and these time slots are used for RAP. When assigning 
channel slots to the nodes, the BNH can adjust the access phase lengths as 
zero, except for RAP1. The access phases and the accessing mechanism are 
listed in Table 7.3.

The allocations in EAP, RAP, and CAP are done through by CSMA/CA or 
Slotted Aloha. To transmit high-priority data, the BNH may merge the 
exclusive and random-access phases into a single EAP, as well as regard the 
RAP next to the EAP as EAP.

The MAC layer of IEEE 802.15.6 is crucial to maximizing network life 
and ensuring excellent service. At the MAC layer, several access mecha-
nisms such as contention access (CA), polling access (PA), and scheduled 
access (SA) can be employed, depending on the application’s needs. Uplink 
and downlink access strategies as well as an unscheduled polling/posting-
based access strategies are utilized in the contention-free access phase, in 
contrast to the (CSMA/CA) carrier sense multiple access/collision avoid-
ance and Slotted Aloha approaches that are used in the contention access 
phase [22, 23].

7.5 � RESOURCE ALLOCATION

The resource allocation technique described in IEEE 802.15.6 starts with the 
nodes reporting quality of service (QoS) parameters like power consumption, 
data rate, probability of packet loss and latency. To establish a connection, 
a node sends a frame for accessing the slot to the BNH. After obtaining the 

Table 7.3  Accessing phase and accessing methods

Accessing 
phase Full-form Description Accessing methods

EAP1 Exclusive access phase 1 The highest priorities 
are data transmission 
or emergency data 
transmission

Node contention 
for resource 
allotment by 
CSMA/CA or 
Slotted Aloha

EAP2 Exclusive access phase 2

RAP1 Random access phase 1
All priorities data 

transmissionRAP2 Random access phase 2
CAP Contention access phase
MAP1 Managed access phase 1 Handle uplink, downlink, 

bi-link, and delay  
bi-link allocation

Type I and II polling 
is usedMAP2 Managed access phase 2
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access request frame, the BNH allocates timeslots and communicates through 
the connection assignment frame. Once connections have been set up, every 
node sends frames of information to the BNH with the set output. The data 
transmission may be done using CSMA/CA or Slotted Aloha protocol.

7.5.1 � Slotted Aloha access

The Slotted Aloha access technique allows network access based on user 
priorities. When a node joins the transmission or retransmission allocation 
queue, a collision probability (CP) is assigned based on the node’s user pri-
ority, which should be more than or equal to a randomly distributed number 
z from [0,1]. Different collision probabilities are allocated to devices based 
on their precedence (see Table 7.4). The CP is initially set to maximum for 
new nodes that have not previously received an allocation [24]. Thereafter 
the node follows the following algorithm for updating the CP value:

	

CP

CP when no failure

CP when odd number of failures

CP or CP

�
�

max

mi.0 5 nn ,when even number of failures depending on
whichever is highher

�

�
��

�
�
�

The flowchart for CP updating using this protocol is shown in Figure 7.5.
As can be seen in Figure 7.5, the Slotted Aloha protocol has the drawback 

that when contention probability is halved the chance to transmit a packet 
reduces, and this causes further delay in packet transmission. Modifications 
to Slotted Aloha are being developed by researchers to overcome these 
limitations.

Table 7.4  Bounded value for CSMA/CA and Slotted Aloha protocol

User 
Priority Traffic Designation

Frame 
Type

Slotted Aloha CSMA/CA

CPmax CPmin CWmin CWmax

0 Background (BK) D 0.125 0.0625 16 64
1 Best effort (BE) D 0.125 0.0937 16 32
2 Excellent effort (EE) D 0.25 0.0937 8 32
3 Video (VI) D 0.25 0.125 8 16
4 Voice (VO) D 0.375 0.125 4 16
5 Medical data or network 

control
D/M 0.375 0.1875 4 8

6 Urgent medical information D/M 0.5 0.1875 2 8
7 Emergency information D 1 0.25 1 4

D: Data, M: Management
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A variety of traffic services, including high-effort and time-sensitive com-
munication services, are expected to be made possible using various node 
priorities.

7.5.2 � CSMA/CA access

This protocol deals with the two parameters for the data transmission-
contention window (CW), and backoff counter (BC). With the help of this 
protocol, nodes can put their BCs to random values evenly distributed 
throughout the range [1, CW], where CW stands for the contention window 
and is chosen from the range [CWmin, CWmax]. The parameters CWmin and 
CWmax represent the lowest and highest contention window, respectively, and 
have different values for different user priorities (Table 7.4). The number of 
aborted attempts during information transmission decides the value of CW.

To start communication, clear channel assessment (CCA) is performed by 
the nodes to examine channel availability. CW is set to CWmin and stays 
there for every successful transfer. The BC is activated when the node detects 
the network during an unoccupied short interframe space (pSIFS) interval or 
when the current moment in the EAP, CAP, and RAP is adequate to handle 
the whole communication, as illustrated in Figure 7.6. When other data 
communication services use the channel and the permitted slot length is 
insufficient for data packet transfer, the BC is paused. When the failure-
contention window for a node is altered, it doubles for even numbers of 
failures and stays the same for odd numbers of failures [14–21].

Figure 7.5  Flow chart of collision probability setting for Slotted Aloha.
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When a user node has a channel grant, the station can transmit up to two 
frames if the user priority is 0 to 5, or up to four frames if the user priority 
is 6 or more than 6.

7.6 � RESEARCH AND DEVELOPMENT FOR MBAN

IEEE 802.15.6 allows different types of sensors to be connected at the node, 
and this makes the traffic heterogeneous. Traffic management in this situation 
becomes challenging. For the proper transmission of data to the target loca-
tion, timely channel allocation to sensor nodes is essential; however, the fixed 
allocation of reserved slots to sensor nodes has some limitations and is irrel-
evant to actual or dynamic circumstances. As a result, different approaches 
for providing dynamic slot distribution have been developed, as shown in 
Table 7.5 [25–29]. To highlight the significance of QoS and resource utili-
zation, Muthulakshmi and Shyamala (2017) suggest a MAC protocol that 
manages essential traffic using short slots in the beacon-enabled super-frame 
and regular traffic using a planned slots allocation strategy depending on 
data rate. The high energy usage of the nodes with high data rates is a major 
drawback of this technique.

Figure 7.6  Flow chart of CSMA/CA process.
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Additionally, Salayma et al. (2018) developed two-time division multiple 
access-based scheduling techniques to increase reliability and energy effi-
ciency: adaptive scheduling and dynamic scheduling. The first technique 
dynamically assigns time slots to nodes by evaluating their network and 
storage health in both emergency and non-emergency situations. The second 
grants time slots to nodes based on their queue length. However, node pri-
oritizing is not considered in these slot allocation algorithms.

Zhang et al. (2018) proposed a dynamic slot scheduling (DSS) technique 
for optimizing slot scheduling in the super-frame using a temporal autocor-
relation model. Actual on-body data is examined to ascertain the unpredict-
ability of communication networks obtained from certain wireless transceivers. 
The disadvantage of this system is that each node has the same signal strength.

Saboor et al. (2020) suggested a non-overlapping contention window-
based dynamic slots allocation approach. This technique introduces two 
algorithms: the non-overlapping backoff algorithm (NOBA) and the 
dynamic slot allocation (DSA) scheme. The NOBA removes backoff-induced 
inter-priority conflicts, whereas the DSA distributes dynamic slots to 
decrease wastage caused by the fixed slot size of the super-frame structure. 
However, this system has not been evaluated in several healthcare scenarios. 
Finally, Soni et al. (2021) suggested the “VarySchedSlots” approach, which 
works with scheduled slots only with certain health conditions and does not 
address unscheduled traffic.

Table 7.6 summarizes some of the research done on improving the perfor-
mance parameters for communication using this standard.

Table 7.5 summarizes the state of the art for dynamic access algorithms in 
the IEEE 802.15.6 standard, including assumptions made for the research. 
Many researchers are working on optimizing performance parameters and 
minimizing delays to achieve real-time data communication using MBAN.

Table 7.5  Summary of dynamic slot allocation techniques

Author name 
& year Technique Drawback

Muthulakshmi 
et al., 2017

Dynamic slot scheduling 
based on temporal 
autocorrelation

Node including a greater data rate 
consumes a significant quantity of 
energy

Salama et al., 
2018

Slot scheduling based on 
the time division multiple 
access mechanism

Node prioritization is not considered 
while allocating slots to nodes

Zhang et al., 
2018

Non-overlapping CW-based 
dynamic slots

Every node has the same transmit 
power

Saboor et al., 
2020

DSA scheme using non-
overlapping congestion 
window

Various healthcare situations were not 
addressed

Soni et al., 
2021

VarySchedSlots scheme Works with scheduled slots and does 
not evaluate various health issues
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Table 7.6  Summary of existing approaches [19, 21, 23, 30–33]

Author and year Access 
protocol Assumption Approach Access phase Traffic

R
el

ay
 M

ec
ha

ni
sm

Ismail et al., 2016 CSMA /CA Without contention Algorithm for 
relay selection 
and simulation 
analysis

EAP 1, RAP1, 
MAP1

UP6 and UP7

Michaelides et al., 
2019

CSMA /CA Rope Skipping scenario Mobility aware 
relaying scheme

EP UP7

Zhang et al., 2020 MAC layer Uplink transmission. In comparison 
to sensor nodes, BNH has 
sufficient energy, the movement 
sensor node obtains its 
movement-by-movement 
recognition method, and no 
energy is wasted on idle listening, 
overhearing, and collision

Adaptively relay 
allocation

MAP Randomly

Waheed et al., 2021 MAC layer Stable contention channel T-Relay protocol RAP On-demand, 
Emergency, 
Normal

D
yn

am
ic

 s
lo

t 
al

lo
ca

ti
o

n 
an

d 
P

ri
o

ri
ti

za
ti

o
n

Bukvic et al., 2015 CSMA/CA Unsecured communication Simulation study MAP UP7
Fourati et al., 2017 CSMA/CA Saturated network Algorithm for 

dynamic backoff 
bounds

EAP 1, RAP 1 All UP

Das et al, 2021 CSMA/CA Contention based A mathematical 
model for BC 
value

EAP, RAP Randomly
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7.7 � CONCLUSIONS

The emerging technology MBAN is commonly known as wearable or 
implantable healthcare. IEEE Standard 802.15.6 used for MBAN allows 
eight levels of user priorities for nodes, such that data from a high-priority 
node is transmitted with minimum delay. The MAC layer mechanism 
CSMA/CA and Slotted Aloha are designed so that the higher-priority users 
are granted a higher probability for channel access. Researchers are propos-
ing newer mechanisms that result in less contention and higher throughput 
for heterogeneous traffic. Protocols for dynamic channel allocation, energy 
optimization, and relay mechanism are evolving, and the technology is 
expected to emerge as practical remote healthcare monitoring.
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8.1 � INTRODUCTION

Data storage in a physical medium or transmitted via a delivery channel 
among the computers within heterogeneous communication networks 
involves repetition. Data compression minimizes prolixity to extricate phys-
ical disk space and reduce transportation time [1]. Different pattern libraries 

Chapter 8

�Simultaneous encryption and 
compression for securing 
large data transmission over 
a heterogeneous network

Shiladitya Bhattacharjee
UPES, Dehradun, India

Sulabh Bansal
Manipal University Jaipur, Jaipur, India

http://dx.doi.org/10.1201/9781003415466-8


130  Shiladitya Bhattacharjee and Sulabh Bansal

require various compression techniques that act specifically when the sender 
and receiver pair realize the information belongs to the library concerned. 
Since compression does not require a secret key or identification constraint 
during confining or deconfining [1, 2], the compressed data can be vulner-
able to illegitimate access. The alternative is to use data encryption to con-
vert and keep the data unreadable and unaltered to achieve data security. 
The random bits are generated from the input data blocks in the encryption 
mechanism using cryptic functions and secret keys.

Encryption can be performed before compression or vice versa. The main 
idea of compressing data is to reduce data repetition and encryption, improv-
ing data security against various statistical attacks [3, 4]. If encryption is 
performed first it produces cogent randomness with little data redundancy, 
rendering subsequent compression ineffective. Performing encryption and 
compression consecutively minimizes the storage and bandwidth require-
ments, and improves data security, but it is a slow and computationally 
expensive exercise. Therefore, this research work primarily focuses on recent 
results in chaos-based cryptography and compression and on developing an 
efficient integrated technique to address these security shortcomings and the 
issues related to data size.

8.1.1 � Research scope

The present research work looks at developing parallel data compression 
and encryption algorithms. Here, the compression of data is conducted 
along with a secret key, enabling data encryption and compression to be 
executed in a single step. The proposed technique can be applied to any 
data type and size. The concurrent mechanism incorporates randomness 
into the compressed data and enhances encryption quality. Compression 
and encryption are executed in such a way that the outcome can only be 
decoded using the same secret key.

8.1.2 � Research objectives

The specific objectives of this research are:

	 1.	To develop a tightly integrated compression and encryption technique 
to control security issues with previous methods.

	 2.	To reduce the time and space complexities.
	 3.	To analyze the performance of the proposed technique against similar 

works.

8.1.3 � Organization of the paper

The remaining sections are as follows. Section 8.2 discusses the strengths and 
limitations of the existing security techniques that apply to extensive data 
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transmission in the light of recent security problems discovered in large data 
transmissions. Section 8.3 describes the simultaneous encryption and com-
pression technique and how compressed and encrypted files are decoded. The 
experimental setup and data preparation is discussed in Section 8.4, together 
with the assessment parameters used to evaluate the technique. Section 8.5 
compares this technique with existing methods and demonstrates its superior 
achievements. Finally, Section 8.6 considers the effectiveness and shortcom-
ings of this research, and possible future research directions.

8.2 � LITERATURE REVIEW

The many threats to busy networks – from insufficient storage capacity, 
incursions and network susceptibility to illicit interference, diverse security 
threats and the problems of big data [5] – have led to a surge in inter-
est in concurrent compression and encryption applications. The integrated 
application of compression and encryption targets offers data security while 
reducing data repetition. To date, research has sought to combine encryption 
competence with regular data compression applications such as Huffman 
compression and arithmetic compression [6, 7].

Research in [7, 8] proposes a combined compression and encryption tech-
nique that replaces the branches of the Huffman Tree (HT) from left to right 
or vice versa with the relevant control key. All the adapted trees created with 
this technique were rigid in size. A unique and improved collective Huffman 
Tree-based approach [6, 7, 9] was advocated to manage the fixed-size prob-
lem, along with a statistical model-oriented compression for creating 
adapted tables. A proposed improvement used concurrent reformed HTs in 
[9] that overcame the various codeword problems to augment the key space 
and determine the weak security contentions. This approach handles the 
tree enhancements by applying a pseudorandom keystream created by a 
simultaneous map. A proposed updated form of traditional arithmetic com-
pression used a regulatory key to control the simultaneous compression and 
encryption, but this was susceptible to common-plaintext incursion [9].

In [8, 10], an arbitrary arithmetic coding approach for the JPEG 2000 
format was proposed, comprising randomization protocols for the tradi-
tional arithmetic compression applications for encryption. Interval swap-
ping achieves compression and encryption during the encoding and decoding 
process, which is controlled by generating a random sequence using the 
control key. Furthermore, the conventional adaptive arithmetic coding was 
modified with a secret key mechanism based on chaotic PRKG to control 
the statistical model used in the compression process [8].

Many combined compression and encryption algorithms have been designed 
by introducing cryptographic capabilities into conventional compression tech-
niques such as arithmetic coding and Huffman coding [11]. However, these 
algorithms still pose serious security issues, and their vulnerability is exposed 
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in [12], which indicates that the combined effect of chaos, cryptography, and 
compression had not been comprehensively examined. The chaotic structures 
were applied when pseudorandom bitstream creators comprised the primary 
reins.

Concurrent data compression arrangements were proposed in [13, 14], 
which incorporates the Bernoulli shift map as a piecewise linear Markov map 
(PWLM) in the probability distribution of source directives. It finds the opti-
mal primary estate for repeating a chaotic map to produce a symbolic flow 
that expresses the source message. A nonlinear dynamic approach for chaotic 
systems, the generalized Luroth series (GLS), was introduced and ratified to 
be optimal according to the Shannon theorem [11–13]. However, the com-
plexity of these techniques renders them unfeasible for extensive input data.

8.2.1 � Research gap analysis

Compression and encryption of data are independent restraints with their 
own advantages and disadvantages; their construction is intricate and 
requires comprehensive execution capacity to control big datasets. This 
section discusses their essential functionalities and performance from the 
compression and security perspective. When both compression and secu-
rity are required, these two processes are employed sequentially on the 
same datasets to reduce data size and protect data from unethical use or 
access during storage and transmission. In practice this is an either/or pro-
cess: the data is either compressed prior to encryption or encrypted prior 
to compression [15, 16]. The performance of both these approaches has 
been evaluated in terms of ability to compress while maintaining data secu-
rity. Background studies have found that compression-first strategies ade-
quately reduce the required storage space and transportation overheads, as 
well as improving data security. However, this approach requires the result 
of one application to be fed to the other, a convoluted and time-consuming 
process.

According to background studies, these existing techniques offer the 
same compression efficiency as conventional algorithms. However, the lit-
erature review exposes their many limitations, extremes of performance, 
and security vulnerabilities. Moreover, the complexities of the combina-
tion of chaos, encryption, and compression has yet to be thoroughly exam-
ined. The chaos approach was exclusively applied as a pseudorandom 
bitstream generator incorporating critical controls in HT mutation or AC 
interval splitting [17]. Although many simultaneous data compression and 
encryption techniques have been applied to address these complexities, the 
fundamental issues remain to be solved [16]. No suitable method is yet 
available that can address the compression and encryption issues in an 
integrated way without one affecting the other or creating a new problem. 
Hence the requirement for new techniques that meet all the data storage 
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and communication system criteria without compromising any fundamen-
tal aspect of compression and security.

8.3 � PROPOSED TECHNIQUE

The proposed technique comprises three primary parts: chaotic S-Box, 
secure and robust Huffman coding, and a pseudorandom keystream genera-
tor (PRKG). The projected approach incorporated CLM (chaotic logistic 
map) for essential restraint into compression and decompression techniques 
of secure adaptive Huffman coding (AHC). The chaotic S-Box is based on 
a chaotic sine map (CSM) for conducting data replacement without adjust-
ing data compression abilities. Figure 8.1 is a basic flow diagram of the 
projected concurrent secure data compression (CSDC) system, including the 
arrangements for achieving data compression and decompression.

Inputs and outcomes: The concurrent encryption and data compression 
are conducted by incorporating the trilateral confidential keys K1, K2, and 
K3 (every secret key is the consolidation of the opening appraisal x0 as well 
as regulation ambit λ to their corresponding chaotic map). The use of K1 is 
included in CSM, which builds an aggressive S-Box, K2, as well as K3. These 
components are applied to create the pseudorandom keystreams with the 
help of CLM. In this deck, the input data I, length L, and the resultant C 
(compressed and encrypted data) are used in the following Algorithm 1.

ALGORITHM 1: Concurrent Compression and Encryption

	 1.	Set up the primary Adaptive Huffman Tree (AHT).
	 2.	Develop a chaotic S-Box with the help of the confidential key K1.
	 3.	Trigger the counter’s value as i = 1 and the resultant data D as blank.
	 4.	Scan the symbol Ii as input from I, represents as input data.
	 5.	Alternate Ii as the input symbol with the help of a chaotic S-Box where 

si represents the resultant symbol.
	 6.	Convert si with the help of encryption, robust Huffman coding tech-

nique, and critical K2. Integrate the resultant sting ci along with the 
D as output data as D = D ∥ ci (here, token “∥” enacts the integration 
activity).

	 7.	Raise the value of the t counter as i = i + 1.
	 8.	The secret key K3 hatches the pseudorandom keystream KS with the 

help of PRKG, depending upon the CLM. Furthermore, it masks the 
entire resultant data D. The application of masking is accomplished 
along with an XOR operation, which amplifies the complete random-
ness of resultant data D. This part generates the decisive encrypted 
text C such as C = D ⊗ KS.

	 9.	Test when i > L; repeat Step 8. Otherwise, repeat Step 4.
	 10.	The construction of secure data compression ends here.
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Figure 8.1  Fundamental flow structure of the proposed technique.
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The decompression, along with the security, is like the cover of a particular 
compression technique. It needs to duplicate the triode secret keys K1, K2, 
and K3 for the encoding. Primarily, it performs decryption operations with 
the cryptic text with the help of PRKG, depending upon the CLM and the 
confidential key K3. It untangles the data with the help of a secure and 
robust Huffman decoder with the confidential key K2. Conduct the reverse 
substitution adopting the chaotic S-Box together with the confidential key 
K1 after that. It offers the actual plaintext. This development of decompres-
sion in a secure manner is shown in below Algorithm 2.

Inputs and outcomes: The decompression of data in a secure way is con-
ducted by replicating the triode secret keys K1, K2, and K3 (every secret key 
is the consolidation of the opening appraisal K0 as well as regulation ambit 
λ to their corresponding chaotic map) similar to the application of the secret 
keys in the secure compression of data. Here the input cryptic text is repre-
sented by C, and the resultant plaintext is represented by P.

ALGORITHM 2: Concurrent Decompression and Decryption

	 1.	Applying the PRKG, create a keystream (KS) depending upon CLM 
along with K3. Employ the new KS for unmasking the cryptic text C 
and to generate the compressed data D such as D = C ⊗ KS.

	 2.	Construct the primary AHT.
	 3.	Create the chaotic S-Box with the help of confidential key K1.
	 4.	Create the plaintext P and initialize it as empty.
	 5.	Scan the c, the compressed code string, from D, the compressed data 

string.
	 6.	Untangle the compressed code c using the protected and robust 

Huffman coding and together with key K2 within the resultant code s.
	 7.	Replace the resultant string s in the outcome I with the help of a cha-

otic S-Box. Integrate I with P such as P = P ∥ I (here, token “ ∥ ” enacts 
the integration activity).

	 8.	Stop the decompression process if the file ends. Otherwise, repeat Step 5.
	 9.	The construction of fast decompression ends here.

Thus, the protected data compression and decompression can be per-
formed with the input plain text with Algorithms 1 and 2.

8.4 � ASSESSMENT PLATFORM

This section describes the basis of the experiment to construct the projected 
combined technique and its various components. The download sources of 
different compulsory files as inputs, various software, and the creation of 
appropriate input data are also defined. Finally, this section explains the 
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performance evaluation matrices applied to assessment of the proposed 
combined approach against existing security techniques. These matrices are 
categorized according to their effectiveness in the context of this research’s 
specific objectives.

8.4.1 � Experiment setup

This part consists of two sub-sections: system requirement, which describes 
data preparation and the hardware and software setup for executing the 
proposed technique; and the details of the data preparation process.

8.4.1.1 � System requirement

The planned approach and its corresponding components were constructed 
with the help of Java (JDK 7.0). The 16.04 LTS version of the UBUNTU 
operating system was used to conduct various experiments. Parallel process-
ing was accelerated with Java thread programming. The PC used was con-
figured with DDR3 RAM of 32GB and i8 processors from Intel® Core™. 
All files were transferred during the experimental work via wireless and 
wired local area networks.

8.4.1.2 � Data preparation

According to [18, 19], the standard version of Calgary Corpus is usually 
used as the yardstick to appraise any data compression mechanism for 
inputs, in order to maintain standardization. Therefore, the standard ver-
sion of Calgary Corpus was applied as input files in this research. In addi-
tion, text and binary files of different sizes up to 1TB were generated during 
the experiment and were employed as inputs to test the performance of 
the proposed compression technique. As Java can process a maximum of 
64MB of data at a time, a file splitter was designed to split the secret input 
file into several small 64MB-sized parts. The splitting operation was car-
ried out to accelerate the overall process from the sending end. Similarly, 
a file merger was designed to merge the received small files into a single 
large file at the receiving end to generate a complete output file. During the 
splitting operation, each small file was assigned an index number. These 
index numbers were used to merge small files into a single large file at the 
receiving end.

8.4.2 � Assessment parameters

The proposed integrated technique was designed to assess different aspects 
of the proposed concurrent compression and encryption performance. 
These vital parameters for measuring the effectiveness of the proposed inte-
grated approach and its various parts are presented and defined according 
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to their capacity to fulfill the stated objectives of this research in the follow-
ing sub-section.

8.4.2.1 � Randomness analysis using the NIST

In this research work, we formed binary sequences of 300 along with the 
L = 1,000,000 bits to measure the cryptic characteristics of pseudorandom 
keystreams created with the issues of PRKGs. The regulation ambit values λ 
were considered arbitrarily, where the values of λ lie between 3.6 and 4 for 
the CLM. Another initial value X0 was randomly considered between 0 and 
1 for the generator pair. In favor of confirming the randomness certainty as 
99% of pseudorandom sequences of binary strings formed with the help 
of PRKG depending upon CLM [19, 20], the level of importance (α) was 
accommodated to 0.01.

8.4.2.2 � Throughput

In a computing system, any job is accomplished within a specified time 
frame. The time required to perform different jobs varies with the comput-
ing system’s processing speed and the nature of the job. Similarly, time is 
essential in the data transmission system, as the actual data must be trans-
mitted within a specified time. Data loss may occur if any unwanted time 
delay occurs during the transportation. Hence, the performance of any data 
transmission system can be measured by its time requirement. According 
to [14–16], throughput is the amount of a task done in a specific time. The 
throughput (TP) produced by any technique can be calculated as

	
TP

Output file size
Total execution time to generate output

�
��

�
�

�

�
�
	

(8.1)

8.4.2.3 � Percentage of space saving

According to the literature, compression techniques are applied to any data 
file to save disk storage space requirements or reduce the bandwidth require-
ment for transmission over the network. Space saving can be defined as the 
saving of space or bandwidth requirement of any compressed file for storage 
or transmission after any special compression operation has been performed 
with an input file [8, 10]. It is generally measured in percentage terms. The 
space-saving rate offered by any fixed-length or variable-length coding com-
pression technique usually varies according to the input file sizes. The space-
saving rate achieved by any compression technique can be calculated as
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Uncompressed File Si
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(8.2)
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8.5 � RESULT ANALYSIS

The background review shows that any data compression approach that 
offers a higher percentage of space saving is robust and effective in saving 
disk space and minimizing transportation overheads [15–17]. Similarly, the 
time efficiency and randomness (to ensure its capacity for providing data 
security) have also been tested in this section. Table 8.1 lists the percent-
ages for the entire analyses with delinquency input ambits settings explicitly 
described in the NIST statistic test suite.

Both PRKGs generated pseudorandom keystreams that fortuitously 
cleared the entire NIST SP800-22 analysis, with the bounds ranging from 
97.28% to 99.93%. Furthermore, the statistical assessment shows that the 
newly created entire keystreams were independently circulated with 99% 
confidence. Figure 8.2 shows the time efficiencies for compression with 
encryption for different file sizes based on Equation (8.1).

Figure 8.2 shows that the projected combined technique has more ade-
quate time to produce higher throughputs than the other encryption and 
compression combinations. The proposed method's outputs are also com-
pared with additional related decompression and decryption techniques 
using Equation (8.1) and plotted in Figure 8.3.

It can be seen from Figure 8.3 that the projected integrated approach offers 
higher time efficiency while offering higher throughputs than the correspond-
ing existing decompression and decryption combinations. Furthermore, the 
space-saving efficiencies of the planned and distinct compression approaches 
have been calculated with the help of Equation (8.2) and are compared with 
the others in Figure 8.4.

Table 8.1  Percentages for all tests with default input parameters settings defined in NIST

Test
Passing % of pseudorandom keystreams generation  

(chaotic logistic map)

Frequency 99.67
Block frequency 98.67
Runs 100
The rank of binary matrix 99.33
Ones related to long runs 99.33
Templates for no overlapping 98.67
DFT spectral 97.33
Universal 98.33
Linear complexity 98.33
Serial 99.33
Approximate entropy 99
Cumulative sums 99.93
Random sum 99.33
Random excursions variant 98.67
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Figure 8.2  �Time performance of different encryption and compression combinations.

Figure 8.3  Time performance of different decryption and decompression combinations.



140  Shiladitya Bhattacharjee and Sulabh Bansal

From Figure 8.4, we can see that the proposed technique is reasonably 
efficient in terms of space-saving percentage with the help of Equation (8.2). 
The preliminary result shows that the planned combined approach is ade-
quate in offering higher security as it offers higher randomness (shown in 
Table 8.1) as well as higher time and time efficiencies (Figures 8.2 and 8.3) 
and space-saving percentage (Figure 8.4).

8.6 � CONCLUSION AND FUTURE WORK

The study confirms the advantages of the proposed technique compared to 
conventional and existing methods. It resolves the issues of time consump-
tion for processing extensive data with the help of concurrent encryption 
and compression. The proposed technique also offers higher entropy val-
ues and space efficiencies than other correlated processes, efficiently reduces 
space and time requirements, and at the same time protects data confiden-
tiality and integrity.

Future work will focus on improvements to the proposed techniques and 
other possible simultaneous data compression and encryption techniques 
based on chaos theory. Future research and development of the proposed 
work are not limited to compression efficiency but can also include crypto-
graphic aspects. Chaos-based PRKGs were presented here. However, this area 
needs more investigation for better security and computational complexity 

Figure 8.4  Space-saving efficiencies offered by different compression techniques.
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since pseudorandom sequences are produced by combining two or more bits. 
Thus, the possibility of reducing the required number of bits without compro-
mising safety is worth investigating.
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9.1 � INTRODUCTION

In recent years, the internet of things (IoT) and edge computing have 
attracted much attention and appeal for a variety of real-time applications. 
IoT and edge computing applications operate in real time, necessitating a 
high data transmission capacity for day-to-day operations.

An efficient framework that is both energy efficient and simple to install 
in any system is required for use in real-world systems. One of the most 
significant difficulties for lightweight real-time applications is power usage. 
Current systems rely on bus-based interconnect architecture approaches, 
which are inefficient and frequently waste a lot of power, as well as creating 
performance bottlenecks [1]. A new on-chip connectivity design has been 
introduced to overcome these issues.

Network on chips (NoCs) have already made their way into signal/image 
processing and multiprocessor systems. Modern systems need high-speed 
data transmission rates as well as parallel communication capability. 
Accelerators in the form of a network provide faster deployment and 
enhanced algorithms for these devices [2]. These systems feature routers and 
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links that are responsible for linking and controlling data transit between 
distinct intellectual properties (IPs). This data routing is accomplished using 
data packets, which include the address of the recipient router as part of the 
data payload.

The hardware implementation of the NoC router is a challenging and 
crucial subsystem for any computing application. Implementation on actual 
electronics components such as GPUs, FPGAs, or ASICs is referred to as 
hardware-level implementation. These systems are critical for lightweight 
applications since they can be implemented on FPGA with scaling support 
for practically any IP core system with minimum changes. A lightweight 
application is one that uses a minimal amount of system resource such as 
memory and CPU. The implementation on FPGAs is an excellent example of 
such systems.

This work proposes a hardware implementation of routing computation 
for IoT-edge computing applications. As shown in Figure 9.1, the NoC con-
nection proposed in this work is based on torus topology and employs XY 
routing. With Xilinx Vivado, the implementation is based on the Verilog 
hardware description language (HDL). There are two sides to the router: 
front and back. The data lines are managed by the front side, while the 
enable signals are managed by the back side. The router is built on multi-
plexers with cross bars. This NoC technology allows data to be sent in the 
form of packets with address information attached.

Figure 9.1  4 × 4 2D Torus NoC architecture.
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9.2 � LITERATURE SURVEY

A lot of research on NoC architecture and routing algorithms is being done 
worldwide. This section compares some existing research (see Table 9.1). 
In [3] an open-source 2D-NoC infrastructure for hardware acceleration 
using torus topology is proposed. Routing techniques for 2D-NoC using 
wrapper and system development are introduced in [2]. NoC interconnect is 
explored for multi-core image-processing system and its hardware-level pro-
totype implemented on the Virtex II FPGA [4]. An NoC synthesis flow for 
a customized domain-specific multiprocessor system-on-chip (SoC) is dis-
cussed in [5]. This system can be scaled at edge computing level, connecting 
different processing elements (PEs) to each other using NoC interconnects.

The need for low power consumption and high-performance systems has 
encouraged researchers to implement many computing systems such as 
graphic processing units (GPUs), digital signal processors (DSPs), and vari-
ous other IPs on a single system (usually referred to as SoC). The intercon-
nection poses several challenges as the number of connecting blocks 
increases. Traditionally, shared bus architecture was used due to its simplic-
ity and low-cost implementation, but it has many limitations such as wire 
delay and no support for parallel communication. For example, at a specific 
instance only one IP was able to control the bus using control signals, and 
all other IPs had to wait for one process to be completed. This increased 
latency, and low data internal speeds were achieved. Moreover, the perfor-
mance was untenable in the case of a large number of processing elements. 
Network on chip was proposed to overcome this limitation.

The NoC approach helps to connect IPs, supported by parallel data com-
munication, in a scalable way. Each IP is connected to a router, resulting in 
formation of a huge network. The IP could be the different components of 
an edge computing system or an IoT system or any other possible processing 
element. The main player inside the NoC is the router, which manages the 
link sending the data packets to the specified location. This work introduces 
the hardware-level implementation of a 2D network-on-chip architecture 
based on torus topology and XY routing.

Table 9.1  Comparison table

Ref.
Routing 
Scheme Setup Outcome Remarks

[3] Torus Xilinx 
Virtex7

Low resource
High clock performance

Cloud-based platforms

[4] Mesh Xilinx 
Virtex II

High performance for 
image processing

Real-time image-processing 
systems

[5] Mesh SystemC NetChip Video, network processor 
applications
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9.3 � METHODOLOGY

Figure 9.1 shows the basic infrastructure idea of a 4 × 4 2D NoC. Here the 
green box represents the router and the pink box represents the IP core. The 
way by which the routers are connected is called topology. There are vari-
ous NoC topologies such as mesh, ring, torus and star. This work focuses on 
unidirectional torus topology due to its lightweight nature and potential for 
high clock performance [6]. Torus topology is just like mesh topology, the 
only difference being that it is cyclic. This means that the end element on the 
axis is connected to the starting element of that axis. As shown in Figure 9.2, 
the data size is chosen to be 8 bits and X, Y coordinates as 4 bits each, result-
ing in a total packet size of 20 bits; however, the data size is reconfigurable.

9.3.1 � Router

The router is designed on two sides of the die for better understanding. The 
front side handles and shows all the data transmission routing, whereas the 
back side manages/controls all the enable signals for each data direction 
signal. Figure 9.3 shows the front side and Figure 9.4 the back side.

	•	 Front side: The front side of the router manages incoming data and 
routes it to outgoing data based on the data address and router address. 
The router can receive data from the left and down directions as well 

Figure 9.2  Data format for payload and headers.

Figure 9.3  Router architecture front side.
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as the IP core, and it can also send data in the right and up directions 
as well as the IP core. This routing is implemented using cross-bars 
multiplexers. The X coordinate is contained in data_direction [15:12], 
Y coordinate in data_direction [11:8]; this information works as the 
select lines of the multiplexer. Due to the possibility that data pack-
ets could be available from the all the inlets at once, preferences are 
given according to the direction (see Section 9.3.2). There is also the 
possibility that data can be pushed backwards when all the routes are 
busy at a particular moment. It is assumed that the IP core has enough 
memory/buffer embedded in it for this purpose.

	•	 Back side: The back side of the router manages all the control and 
enable signals. These signals basically establish if the data from a par-
ticular direction is valid or not. Each of the directions have one enable 
signal, whereas the IP core has two enable signals, one of which is for 
input data and the other for output data. For example, the data_left is 
only routed to some directions whenever en_left is high. There is also 
one internal signal, ready_ip, which determines if the IP core is ready 
to receive the data or not.

	•	 IP core: The IP core is slightly different from the other direction lines. 
The IP core can even communicate with itself when needed; hence 
there is two-way data communication between the IP core and the two 
enable signals.

9.3.2 � Routing

This section discusses the methodology by which many routers of the system 
will communicate with each other. As mentioned previously, this routing is 
implemented on the torus topology which uses XY routing. Each router of 

Figure 9.4  Router architecture back side.
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the system has its own address on the basis of its X and Y coordinates. In 
the case of multiple data arriving at the same time, the MUX handling the 
IP core is set to have the highest priority of the data coming from that spe-
cific IP core in order to achieve the minimum possible latency. Similarly, the 
MUX handling the up direction gives maximum priority to the data packets 
coming from the down direction, and MUX handling the right direction 
prioritizes data coming from left. This can be the main cause of a misrouting 
instance, and can result in slightly higher latency than usual. In such cases 
performance is reduced.

When the router receives the data packets, it compares the X–Y coordi-
nates of the router to those of the coordinates held in the packet. If the 
address matches, the data is forwarded to the IP core, otherwise decisions 
are made, such as sending the data in the Y, i.e., up, direction if only the X 
coordinate matches, and in the X, i.e., right, direction if only the Y coordi-
nate is matched.

9.3.3 � Pseudo code

The pseudo code for the enable interconnects is as follows:

  1. BEGIN
  2. �IF(data_left_x_coord == x_router_coord) and (data_left_ 

y_coord != y_router_coord) and (data_left is valid))
  3.           Set LeftToUp HIGH
  4. �IF(data_left_x_coord != x_router_coord) and (data_left_ 

y_coord == y_router_coord) and (data_left is valid))
  5.           Set LeftToRight HIGH
  6. �IF(data_left_x_coord == x_router_coord) and (data_left_ 

y_coord == y_router_coord) and (data_left is valid))
  7.           Set LeftToIP HIGH
  8. �IF(data_down_x_coord == x_router_coord) and (data_down_ 

y_coord != y_router_coord) and (data_down is valid))
  9.           Set DownToUp HIGH
  10. �IF(data_down_x_coord != x_router_coord) and (data_down_ 

y_coord == y_router_coord) and (data_down is valid))
  11.           Set DownToRight HIGH
  12. �IF(data_down_x_coord == x_router_coord) and (data_down_ 

y_coord == y_router_coord) and (data_down is valid))
  13.           Set DownToIP HIGH 
  14. �IF(data_IP_x_coord == x_router_coord) and (data_IP_y_

coord != y_router_coord) and (data_ip is valid) and 
(IP is ready))

  15.           Set IPToUp HIGH
  16. �IF(data_IP_x_coord != x_router_coord) and (data_IP_y_

coord == y_router_coord) and (data_ip is valid) and 
(IP is ready))

  17.           Set IPToRight HIGH
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  18. �IF(data_IP_x_coord == x_router_coord) and (data_IP_y_
coord == y_router_coord) and (data_ip is valid) and 
(IP is ready))

  19.           Set IPToIP HIGH 
  20. END

The pseudo code for the data flow is as follows:

  1. BEGIN
  2.     case(data_direction):    //�parameters not mentioned 

are don't care
  3.     (DownToRight):                  �data_right <= �data_ 

down
  4.     (LeftToRight):                  �data_right <= �data_ 

left
  5.     (IPToRight):                    �data_right <= �data_ 

ip
  6.     (LeftToUp and DownToUp):        �data_right <= �data_ 

left
  7.     (LeftToUp and IPToUp):          �data_right <= �data_ 

ip
  8.     (IPToUp and DownToUp):          �data_right <= �data_ 

ip
  9.     (LeftToIP and IPtoIP):          �data_right <= �data_ 

left
  10.    (LeftToIP and DownToIP):        �data_right <= �data_ 

left
  11.    (IPToIP and DownToIP):          �data_right <= �data_ 

down
  12.    (LeftToIP and (IP not ready)):  �data_right <= data_ 

left
  13.    (IPtoIP and (IP not ready)):	  �data_right <= �data_ 

ip
  14. (LeftToUp and DownToIP and (IP not ready)):�data_right  

<= �data_ 
down

  15. (IPToUp and DownToIP and (IP not ready)):  �data_right  
<= �data_ 

down
  16.    (DownToUp):                     �data_up   <= �data_ 

down
  17.    (LeftToUp):                     �data_up   <= �data_ 

left
  18.    (IPToUp):                       �data_up   <= �data_ 

ip
  19.    (DownToRight and LeftToRight):  �data_up   <= �data_ 

left
  20.    (DownToRight and IPToRight):    �data_up   <= �data_ 

IP
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  21.�(DownToRight and LeftToIP and (IP not ready)):�data_up   
<= �data_ 

left
  22.�(DownToRight and IPToIP and (IP not ready)):  �data_up   

<= �data_ 
IP

  23.    (LeftToRight and IPToRight):        �data_up   �<= 
data_ 
IP

  24.(LeftToRight and IPToIP and (IP not ready)):  �data_up   
<= �data_ 

IP
  25.(LeftToIP and IPToRight and (IP not ready)):  �data_up   

<= �data_ 
left

  26.(LeftToIP and IPToIP and (IP not ready)):     �data_up   
<= �data_ 

IP
  27.(DownToIP and IPToIP and (IP not ready)):     �data_up   

<= �data_ 
IP

  28.    (DownToIP and (IP not ready)):      �data_up   �<= 
data_ 
down

  29.    (IPtoIP and (IP ready))	 :           �output_data_
ip<= data_ip

  30.    (DownToIP and (IP ready)):          �output_data_
ip<= data_down

  31.    (LeftToIP and (IP ready)):          �output_data_
ip<= data_left

  32. end case  
  33. END

9.4 � RESULT

For the simulation and estimation of area and power overheads of the NoC 
router, Xilinx Vivado version 2018.2 is used. The area and power factors of 
a design play a very important role in determining the efficiency and latency 
of the designed chip. Xilinx Vivado was used to generate the area and power 
overhead reports.

The router for the hardware-level implementation is designed on the 
FPGA level as it is lightweight, requiring low system resources. It was later 
implemented on the Xilinx Vivado tool. The functional verification of the 
routing computation unit is performed using Vivado Simulator. The wave-
form for the functional verification is presented and some simulation cases 
are shown in Figure 9.5. The first cycle shows the system reset. The next 
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Figure 9.5  Simulation timing diagram.
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cycle input sent data from the left to the IP. For that, X and Y coordinates 
were sent equivalent to the router and data sent was AA in hexadecimal. For 
the next cycle, data was sent from the left to the IP and down to up simulta-
neously. The next cycle shows data sent from left to right and then from IP 
to IP. For the next cycle, data was sent on three channels simultaneously, i.e., 
left to right, down to up, and IP to IP. The following cycles are simulated in 
the same way. In the tenth cycle, a reset signal was again given; this resets all 
the output enable signals, meaning that data becomes invalid when reset is 
set high. In the next cycle, data was sent from IP to up, and down to up, 
simultaneously. Since data is coming from two ports to the same direction, 
priority settings are used (see Section 9.3.2). In this case, data is routed from 
down to up and IP to right.

The ports used in the design are:

	 i.	Clk: Input; takes the system clock signal for functioning.
	 ii.	Rst: Input; resets the whole system when set as high.
	 iii.	data_left: 16bits input; carries the data from the left to the router.
	 iv.	En_left: Input; determines if the data coming from the left is valid or 

not.
	 v.	Data_down: 16bits input; carries the data from the bottom to the 

router.
	 vi.	En_down: Input; determines if the data coming from the bottom is 

valid or not.
	 vii.	data_ip: 16bits input; carries the data from the IP to the router.
	 viii.	En_ip: Input; determines if the data coming from the IP is valid or not.
	 ix.	Ready_ip: Input; determines if the IP is ready to receive data or not.
	 x.	Data_right: 16bits output; carries the data from the router to the 

right.
	 xi.	En_right: Output; determines if the data going to the right is valid or 

not.
	 xii.	Data_up: 16bits output; carries the data from the router to the right.
	xiii.	En_up: Output; determines if the data going to the right is valid or 

not.
	 xiv.	Data_ip_o: 16bits output; carries the data from the router to the right.
	 xv.	En_ip_o: Output; determines if the data going to the right is valid or 

not.
	 xvi.	Ready_ip_o: Output; determines if the IP will be ready to receive data 

in the next iteration.

The wires used were named simply according to which direction they are 
propagating, in the DirectionToDirection format, namely lefttoup, left-
toright, lefttoip, downtoup, downtoright, downtoip, iptoip, iptoup, and 
iptoright.

This project was set up and created on Xilinx Vivado 2018.2. The RTL 
design is shown in Figure 9.6. It was synthesized and the synthesis result is 
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Figure 9.6  RTL design.
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shown in Figure 9.7. The area and power report that are shown in Tables 9.2 
and 9.3 are generated using Vivado and some open-source tools.

9.5 � CONCLUSION

High-performance computing applications require high-speed intercon-
nects that do not throttle back their performance in real life. The traditional 
bus architecture system does not fulfill the need of modern-day computing 

Figure 9.7  Synthesis report.

Table 9.2  Area report

Area report

Number of ports 106

Number of nets 266 Combinational 369.52538
Number of cells 212 Buf/Inv area 36.85088
Number of combinational cells 160 Noncombinational area 290.74075
Number of sequential cells 44 Macro/black box area 0
Number of macros/black boxes 0 Net interconnect area 142.08489
Number of buf/inv 29 Total cell area 660.26612
Number of references 20 Total area 802.35102

Table 9.3  Power report

Power group attrs Switching power Leakage power Total power

Sequential 3.06E-04 6.20E+06 6.1965
Combinational 0.2327 1.12E+07 11.4275
Total (uW) 0.233 17.391 17.624
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systems such as IoT and edge computing applications which require high-
speed internal connection. This work has described the hardware-level 
implementation of network-on-chip (NoC) systems designed to overcome 
these bottlenecks in IoT and edge computing applications. There is still lot of 
scope for improvement in performance of NoC based systems. Some exist-
ing methodology includes implementation of flexible router architecture [7].
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10.1 � INTRODUCTION

The Operations Research Society of America defines operations research 
(OR) as the science of “deciding how to best design and operate man–
machine systems” within scarce resources. It is generally accepted that the 
OR discipline had its origin during World War II, when the teams of scien-
tists studying deployment of military hardware tried to arrive at the best 
options to minimize losses and maximize returns. OR now refers to the 
scientific base employed to obtain optimal and effective decisions in order 
to maximize a certain benefit or minimize a certain cost for a variety of 
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resource allocation problems such as plant location, inventory control, pro-
duction scheduling, portfolio selection, etc.

Essentially, OR involves taking decisions to achieve optimal outcomes or 
rewards working with limited resources. In this context, OR considers inter-
actions between the sub-systems or components of the overall system and 
formulates a model to achieve the optimal outcome. Most OR problems can 
be categorized as follows:

	 1.	Resource allocation problems. When a limited resource has to be allo-
cated among competing candidates we formulate a model that takes 
into account rewards accrued due to a unit allocation to different 
candidates. The allocations are ‘constrained’ in such a way that the 
total allocations should be within the given resource and ensure any 
specified minimum allocations to different candidates. These problems 
materialize as linear programming models, when the objective func-
tion and constraints are linear, or nonlinear programming models, 
when all or some of the functions involved are nonlinear.

	 2.	Multistage sequential decision making. In these systems the decisions 
are spread across multiple sequential stages and separate transfer func-
tions or continuity equations maintain the continuity of the system 
states across the stages. The goal is to maximize the benefit accruing 
from the total stages of the process and these problems form dynamic 
programming models.

	 3.	Queueing models. These models deal with service providers (servers) 
and service takers (customers) and aim to optimize the overall cost 
involving cost of establishing the servers and cost of waiting expe-
rienced by customers – in terms of the level of satisfaction. Before 
arriving at an optimum solution, these models need extensive analysis 
to determine certain performance parameters such as average waiting 
time, average service time, length of the queue at any given time, etc., 
where each parameter follows a particular probability distribution. 
As there is a tradeoff between the cost of providing a server and the 
cost of satisfying a customer, these problems involve multi-objective 
optimization models.

	 4.	 Inventory models. These models aim to maintain minimum invento-
ries in line with sales without disrupting sales due to a shortage. As an 
inventory implies locked-up capital, minimizing the inventory means 
maximizing the productivity of the capital employed. In this case 
also, extensive analysis is required to establish demand patterns, lead 
times between order and receipt, estimates of the cost of disruption 
to sales, etc. These problems usually involve nonlinear terms in the 
objective functions and constraints, forming nonlinear programming 
or dynamic programming models.

	 5.	Network models. A network consists of a set of nodes and the con-
nections among these nodes, called arcs. Finding the shortest distance 
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between two cities from the various possible routes, and the minimum-
cost distribution of goods from manufacturing plants to warehouses to 
retail shops, are examples of network problems. The ‘traveling sales-
man problem’ (TSP), where a salesperson needs to start at one node 
and cover all the other nodes, only once, with minimum total distance 
traveled, is also a network problem. These problems usually pres-
ent considerable computational challenges due to the huge number 
of combinations. Linear programming can be applied to small-sized 
problems as the formulation results in a large number of constraints.

After the OR problem is formulated, with an objective function, and the 
relationship between the variables and constraints, the final step is to find 
the optimal solution among the feasible solutions, using various optimi-
zation techniques. As the solution of OR problems consists in employing 
suitable optimization techniques, we conveniently group OR problems with 
optimization problems as OR&O problems.

As discussed above, an OR problem finally materializes as an optimiza-
tion problem in the form of a linear, nonlinear, or dynamic programming 
problem to be solved to obtain the optimum decisions. However, only linear 
programming problems can be solved efficiently, and both nonlinear and 
dynamic programming problems present considerable challenges in terms 
of computational and memory loads. In this context, employing artificial 
intelligence (AI)-based techniques that use certain learning and knowledge-
based algorithms to obtain practical and useful solutions for OR&O prob-
lems with reasonable computational resources has gained widespread 
acceptance. We present a general OR&O problem formulation in 
Section 10.2, AI-based solution techniques in Section 10.3, and conclusions 
in Section 10.4.

10.2 � PROBLEM FORMULATION

The OR&O formulation involves an objective function, involving several 
variables, to be minimized or maximized satisfying the given constraints. 
When stochasticity is introduced by random processes, additional con-
straints in the form of reliability of the system performance will become 
necessary.

	

Maximize f X T

X

,� �
	

(10.1)

subject to the constraints set

	 G X T,� � � 0	 (10.2)
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and variable bounds

	 X X X T T Tmin max min max≤ ≤ ≤ ≤ 	 (10.3)

where X ∈ Rn, n ∈ Z* is a vector of decision variables; objective function, 
f( ): X → R is a vector function; constraints function set, G( ): X → Rg is a set 
of vector functions; T ∈ Rm, m ∈ Z* is a state variables vector; b is a vector 
of constant terms; Zmin and Zmax denote lower and upper bounds for any Z. 
In certain types of OR&O problems state variables, representing states of the 
system, influence the objective function. For example, in hydropower produc-
tion the power generated depends on flow rate (decision variable), and eleva-
tion of the water, which is linked to the current storage (state variable) of the 
reservoir. Further, the system state, representing the storage of the reservoir, 
will have a maximum bound, which is the capacity of the reservoir. The state 
variables are not independent variables, and the relation between state and 
decision variables is given by a transfer function (equality constraint).

	 t X T,� � � 0	 (10.4)

However, for most of the optimization methods the above formulation is 
conveniently expressed only in terms of decision variables as (retaining the 
notation of the above formulation):

	

Maximize f X

X
� �

	
(10.5)

subject to

	 G X� � � 0	 (10.6)

	 H X� � � 0	 (10.7)

	 X X Xmin max≤ ≤ 	 (10.8)

When all the functions, f, G, H, and t, are linear, we say the problem is 
linear, and efficient linear programming methods can be applied to find the 
analytical solution for the optimum. If any of the above functions is nonlin-
ear, we have a nonlinear problem at hand and the solution depends on the 
characteristics of functions such as continuity, multimodality, etc. For a set 
of functions known as convex functions which have a single peak or mode 
in the entire search domain, we usually have analytical solutions for the 
optimum. Though nonlinear programming methods can work with continu-
ous functions, the existence of constraints and the multimodal nature of the 
functions result in finding only a local optimum.
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When there are no constraints (G( ): X → null), we say the problem is an 
unconstrained optimization problem, which is less complicated than a con-
strained optimization problem where constraints introduce complexities in 
the search process. In a constrained problem, any X that satisfies the con-
straints and variable bounds is called a feasible solution. Therefore, the opti-
mum needs to be found within the feasible solution set called the ‘decision 
space’.

When the objective function, f( ): X → Ro where O > 1 we have a multi-
objective problem and cannot have a single optimum value, as, in general, 
the objectives would be conflicting. Instead, here the solution space consists 
of pareto-optimal or nondominated solutions. A solution is called pareto-
optimal or nondominated if improving any one objective results in degrad-
ing at least one other objective. Therefore, first we need to arrive at the 
pareto-optimal solutions from which a final solution can be taken, based on 
the preferences and trade-offs available with the decision maker.

When any input to the system or the function is random, we have the 
stochastic optimization problem. The stochastic nature of the variables and 
functions introduces additional dimensionality to the problem, greatly 
increasing the search space.

The methods used to solve optimization problems depend on the above 
problem formulation factors. For linear problems we have efficient simplex-
based linear programming (LP) methods to find the optimum. For nonlinear 
problems, nonlinear programming (NLP) methods are available but the effi-
ciency of these methods depends on the nature of the functions in the formu-
lation. For multistage problem formulations with arbitrary and discontinuous 
objective and constraint functions, an efficient recursive method called 
dynamic programming (DP) is available. Moreover, DP formulation is suit-
able for considering random processes, as in stochastic dynamic program-
ming (SDP). However, as DP works in stages, keeping track of all the possible 
‘states’ of the system, the method is burdened by the number of states in the 
problem, which is known as the ‘curse of dimensionality’. The computations 
involved increase exponentially with the number of states in the system, 
limiting its usefulness for complex real-life problems.

When available analytical methods are not suitable for the problem at 
hand, we resort to trial-and-error-based methods such as simulation. 
Simulation is a systematic technique of obtaining response from a system, 
which is represented in all its characteristics by a suitable mathematical 
model, for a given set of inputs. The inputs consist of exogenous inputs, i.e., 
the inputs to the system from outside, and values for decision parameters 
which are part of the mathematical model of the system. From the set of all 
responses obtained by varying the parameters systematically, conclusions can 
be drawn as to what the decision parameters should be that suit the objective 
of the project. Though simulation is a useful technique, we still need to nar-
row down the search space, since considering all possible combinations of the 
decision parameters would create a prohibitively large computational load. 
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Therefore, in practice, simulation incorporates a sub-optimization scheme or 
a screening model to narrow down the vast parameter space to promising 
regions that can be explored with simulation.

Heuristic methods employ direct search techniques to locate promising 
regions step by step, leading to approximate solutions. When artificial intel-
ligence (AI) is employed in these search techniques, known as metaheuris-
tics, powerful algorithms emerge, promising solutions that are very near to 
the optimum, with minimum computational effort. As no comprehensive 
and general technique exists that can address the most critical and practical 
aspects of OR&O problems encompassing discontinuous, non-differentiable, 
multimodal cases, these AI-based methods have become useful for finding 
near-optimal results efficiently.

10.3 � AI-BASED METAHEURISTICS/OPTIMIZATION 
METHODS

AI is generally understood as the extension of the human intelligence pro-
cess to computational systems, involving learning from the given data and 
acquiring knowledge, from which the system then predicts the behavior or 
output, given the inputs. Broadly, including powerful ideas of natural evolu-
tion with AI, we consider AI-based metaheuristics under the following three 
categories:

	 1.	Evolutionary algorithms
	 2.	Other nature-inspired algorithms
	 3.	Artificial neural networks.

10.3.1 � Evolutionary algorithms

Evolutionary algorithms (EAs) are population-based parallel search algo-
rithms which apply natural evolutionary processes on an initial set of work-
ing solutions with the aim of obtaining an improved set of solutions in each 
iteration. Evolutionary algorithms ensure a collective learning process within 
a population of individuals, each of which represents a search point in the 
feasible search domain. In each iteration or generation, the population of 
individuals are randomly varied and selected. Selection retains only the indi-
viduals having better fitness values, discarding the inferior ones. This varia-
tion of solutions and selection pressure carried out over generations leads to a 
trail of improved solutions. At the end of some satisfactory criteria, the solu-
tion which has the largest fitness value is considered the optimum solution.

Here, we consider under EAs, for OR&O problems, evolutionary strate-
gies (ES) [1, 2], genetic algorithms (GA) [3, 4], and variants based on these 
methods such as evolutionary programming (EP) [5], and differential evolu-
tion (DE) [6]. As genetic algorithms is the most popular and widely studied 
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[7] of the EAs, we shall go into the detailed workings of GA followed by a 
brief explanation of other EA methods.

10.3.1.1 � Genetic algorithms (GA)

The idea of GA, or in general of EA, is that if each point in the search 
region is assigned a fitness, according to a quantifiable objective function, 
then the optimum, which has the greatest fitness associated with it, can be 
approached by starting with a randomly constructed pool of solutions (rep-
resented in coded form), and exploring it successively with a set of genetic 
operators, forming trajectories of solutions which come closer and closer to 
the optimum.

Following the terminology of natural evolution, each point in the feasible 
solution space can be thought of as an individual, and a population of indi-
viduals comprises a set of points in the feasible solution space. The represen-
tation of a (feasible) solution (or individual) consists of an ensemble of all 
the corresponding decision variables values encoded in binary or real mode, 
called chromosome or string.

GA works by successively exploring (or evolving) a randomly initialized 
population (where each bit of a string assumes either ‘0’ or ‘1’ with (equal) 
probability 0.5), of size N (i.e., N number of strings), according to the laws 
of natural evolution – survival and propagation of the fittest – implemented 
by genetic operators, selection, crossover, and mutation. Selection gathers 
the best strings, in terms of fitness, from the existing population, on which 
crossover and mutation work by effecting a different combination of con-
stituent bits in the strings, to produce a new population. The process of 
obtaining a new population from the existing population – termed a genera-
tion – is carried out – with average fitness improved in each passing genera-
tion – until some satisfactory criteria are met. Randomness is introduced at 
each level of the evolution to allow diverse individuals to thrive, which may 
confer beneficial advantage to the population due to the better adaptation 
of these individuals in future (generations).

As a string comprises a concatenation of substrings, each of which is cod-
ing for a distinct decision variable, the fitness of the string can be attributed 
to certain lengths of substrings, called substructures or schemata [3] that 
code for a favorable composition of some or all of the decision variables. A 
schemata stands for some combination of substrings of certain length where 
some specified number of bit positions are fixed (with predetermined values, 
‘1’ or ‘0’), and the remaining bit positions are flexible (can take any ‘1’ or 
‘0’). The defining length of the schemata is the string length between the first 
and last fixed positions, and the order of the schemata is the number of fixed 
positions in it. For example, the schemata ‘1***011*0’, having 5 fixed posi-
tions and 4 flexible positions denoted by ‘*’, is of order 5 with defining 
length 8. Holland’s schema theorem or building-block hypothesis [4] pre-
dicts that small defining length and lower-order highly fit schemata increase 
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exponentially in the population through selection mechanism and nondis-
ruptive crossover and mutation. Implicit in the above theorem is that the 
schemata keep getting better under crossover and mutation operators. Since 
only the better strings, produced from crossover and mutation, are allowed 
to survive (under selection pressure) the (average) fitness of the strings 
increases monotonously.

GA algorithm:

initialize population 			�   in�itialize a population of individ-
uals each representing a feasible 
solution

evaluate fitness 			�   fi�tness is equal or proportional to 
the objective function

generation g = 0
while (! end condition)		�  ba�sed on incremental conver-

gence value, etc.
select individuals for next generation	� se�lection is based on the fitness 

value
perform crossover			�   re�combine the portions of the 

coding regions among the pairs 
of individuals

perform mutation			�   mu�tate the coding portions 
randomly

evaluate fitness 			   one generation is completed
generation g = g+1
solution = the best individual

Coding: The first step in the GA is coding the decision variables in the 
problem. Coding, or the actual representation of the ensemble of decision 
variables making a solution point, is done either in binary mode or in real-
number mode, forming a string of binary or real numbers. The binary cod-
ing is generally suitable for all problems and offers maximum parallelism, 
since it offers the maximum number of schemata per one bit of informa-
tion [3]. However, in dealing with problems with a large number of deci-
sion variables, the binary string may become too large, which may cause 
easy disruption of competent solutions while evolving. In real coding, since 
the string length is small, the risk of disruption of the competent string is 
small [8]. Ensuring genotype (coding space) and phenotype (solution space) 
are contiguous, gray coding considers a suitable mapping so that contigu-
ous strings differ by unit value in their decoded values. For a 2-bit length, 
strings ‘00,01,11, and 10’ constitute four successive contiguous strings with 
decoded values of 0,1,2, and 3 respectively. For example, let r1, x1, and π1 be 
decision variables with feasible ranges 0 ≤ r1 ≤ 8, 0 ≤ x1 ≤ 16, and 0 ≤ π1 ≤ 90 
respectively. Since a binary string of length n can represent a maximum 
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value of (2^n−1), the above variables can be represented using (sub) strings 
of length 4, 5 and 7 bits respectively for r1, x1, and π1, covering their entire 
feasibility ranges, and the concatenation of all the substrings coding for 
different decision variables forms a full string (or chromosome) of that par-
ticular solution (or individual).

Selection: Strings are selected from the existing population such that the 
number of copies of each string is in some way proportional to its fitness. 
The selected strings undergo further genetic mechanisms to finally form a 
new generation. In the simplest deterministic selection method, each string 
gets copies according to the integer part in the expected number (of copies), 
found by computing f fi /  where fi is fitness of the string i, and f  is average 
fitness of the population of size n given by ∑ifi/n. The fraction parts are 
sorted out, and the remaining population is filled with strings from the top 
of the order.

Crossover: This operator effects recombination among different strings 
selected by a selection method and allows competent schemata present in 
different strings to aggregate. In the single-point crossover, a pair of strings 
exchange corresponding parts of their sequence across a randomly chosen 
point of the string (Figure 10.1). In uniform crossover, a uniformly distrib-
uted random string is generated which operates on a set of parent strings to 
create a child string taking a bit from a particular parent based on the parity 
of the corresponding bit of the random string. Though maximum recombi-
nation can be assured in uniform crossover, the survival rate of any compe-
tent schema will deteriorate. Crossover probability, i.e., given a pair of 
strings, what is the probability that the crossover has to be implemented, is 
an important parameter. During initial generations its value is usually kept 
high and during final stages of convergence it is kept low to preserve good 
solutions.

Mutation: Although selection and crossover are the main mechanisms on 
which GA depends to explore the search space systematically, it is possible 
that the entire population may have turned to have the same string in all its 
individuals at some point during the generations. In this situation the 
crossover operator breaks down so that it can no longer alter any bits of 
the string, since there is no way to introduce any new bits in the strings. 

Figure 10.1  Single-point crossover operation.
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To tackle this problem, a mutation operator, which randomly flips the bits 
of the string (i.e., changing bit ‘1’ to bit ‘0’ and vice versa), is used in GA. 
Since its principal use is to introduce genetic diversity into the population, 
and mutation can potentially disrupt good strings, its probability is main-
tained low.

Example:

Given string: 0 1 0 1 1 1 0 1 0 1 0 1 0 1 1 1

Mutated string: 0 1 0 0 1 1 0 1 0 1 1 1 0 1 1 1

(4th and 11th bits are flipped)

Once the mutation is done, one generation is completed and the new popu-
lation will have greater average fitness than the previous one. With the new 
population the process repeats till a set criterion is reached or a predeter-
mined number of generations are completed.

The constraints in GA are usually dealt with by penalizing the fitness of 
infeasible solutions, where a penalty function, in some way, awards a pen-
alty according to the severity of the violation of the constraints. In the death 
penalty method, the fitness of the infeasible solution is made zero. Some 
methods explore the search space for strings which satisfy the constraints 
sequentially, one at a time, till all the constraints are satisfied. Some methods 
repair the infeasible strings, i.e., an infeasible string will be mapped into a 
nearest feasible string.

Niching: In the case of multimodal function space, all the dominant peaks 
in the search space are required to be identified. Holding on to close-
magnitude peaks at the same time can also be advantageous in further 
searches. Since the usual GA operators predominantly favor a single peak, 
an additional operator, niching, is necessary to force the strings to share the 
peaks or niches in proportion to its magnitude. Niching helps maintain the 
diversity of the individuals, similar to nature which encourages stable popu-
lations in different niches. In one method niching can be achieved by scaling 
the fitness of a string inversely proportional to its nearness to other strings. 
The nearness can be computed in terms of hamming distance, obtained by 
adding up the (absolute) differences between corresponding alleles of two 
strings.

Nondominated Sorting Genetic Algorithm (NSGA): For multi-objective 
problems, as there is no single objective function, we need to find the best 
nondominated or pareto-optimal front, consisting of pareto-optimal solu-
tions. NSGA, devised by Srinivas and Deb [9], evaluates the entire population 
and sorts them into a series of pareto-optimal fronts (Figure 10.2) beginning 
with the highest-ranked front. Each solution in the highest-ranked pareto-
optimal front shares, as per a sharing function, an assigned (highest) fitness 
value, and the solution points in the next-ranked front will have a smaller 
assigned fitness value, and so on. The selections to the next generation are 
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carried out based on the fitness value, ensuring that the solutions in a front 
have an equal chance of being selected, maintaining the diversity of the solu-
tions. After a series of generations, the population is expected to converge to 
the global or near-global pareto-optimal front. Deb et al. [10] improved the 
NSGA, which is computationally heavy (O(MN3), where M is the number of 
objectives and N is population size), with an elitist NSGA-II, where the com-
putational burden is reduced (to O(MN2)), and a crowding comparison fea-
ture for better fitness sharing.

NSGA-II algorithm [10]:

Generate a random population P0 (size N)
Sort P0 based on nondomination and assign ranks to each p ∈ P0

Assign fitness to each p based on nondomination rank
Create offspring population Q0 (size N) using normal selection, crossover 

and mutation

t = 0						�      I�mplementation of 
elitism

Rt = Pt ∪ Qt					�     C�ombine parent and 
offspring populations

F = (F1, F2, ..)					�     F �is nondominated 
sorting of Rt

{ for each p ∈ P					�     n�ondominated sorting 
procedure

	 Sp = ∅;					�     S�p: set of solutions 
dominated by p

	 np = 0					�     n�p: number of solutions 
that dominate p

F2
 (M

in
im

iz
e)

Figure 10.2  Pareto-optimal fronts.
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	 for each q ∈ P
	 if (p ≺ q) then Sp = Sp ∪ {q}		�  i�f p dominates q add q 

to Sp

	 else if (q ≺ p) np = np+1
	 if np = 0 then prank = 1; F1 = F1 ∪ {p}	� p� belongs to ‘rank-1’ 

front
	 i = 1					�     i�nitialize the front 

counter
	 while Fi ≠ ∅
	 Q = ∅					�     initialize next front
	 for each p ∈ Fi

	 for each q ∈ Sp

	 nq = nq – 1
	 if nq = 0 then qrank = i+1; Q = Q ∪ {q}	� q belongs to (i+1) front
	 i = i + 1
	 Fi = Q 
	  }
Pt+1 = ∅ and i = 1
until |Pt+1| + |Fi| ≤ N
crowding-distance assignment (Fi)			�  c�alculate crowding 

distance in Fi

     � Crowding-distance assignment procedure

	 { S = |Fi |				    n�umber of solutions in Fi

	 Fi(s)distance = 0, 0 ≤ s ≤ S			�   i�nitialize crowding 
distance

	 for each objective m			�   F�i[s]distance is cumulative 
over all the objectives

	 Fi = sort(Fi, m)				�    s�ort Fi in ascending 
order as per objective 
value fm

	 Fi[1]distance= Fi[S]distance = ∞		�  t�o make boundary 
points always selected

	 for s = 2 to (S-1)
	 Fi[s]distance=Fi[s]distance+(Fi[s+1,m] – Fi[s–1,m]) / (fm

max–fm
min)

	 }
Pt+1= Pt+1∪Fi

i = i + 1						�     p�repare the next counter 
for inclusion

sort (Fi, ⊰)					�     s�ort in descending 
order using crowded- 
comparison operator, ⊰
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			�    Crowded-comparison operator (⊰) procedure
	 Say, irank = non domination rank of ‘i’
	 and, idistance = crowding distance of ‘i’
	 then, define ⊰ as, i ⊰ j if (irank < jrank)	� n�ondominated rank 

counts first
	 or ((irank = jrank) and (idistance > jdistance ))	� p�referring more spaced 

candidates

Pt+1 = Pt+1 ∪ Fi[1: (N - |Pt+1| )]			�   C�hoose the first  
(N - |Pt+1| ) of Fi

Qt+1 = make new pop (Pt+1)			�   C�reate new population 
with normal selection, 
crossover, mutation

t = t + 1						�     i�ncrement the generation 
counter

10.3.1.2 � Evolution strategies (ES)

ES can be distinguished from GA by the use of a probability distribution-
based mutation operation. Mutation is the primary exploration tool in ES. 
ES basically employs real values for the variables and an individual con-
tains the set of the variables, objective function and a mutation strategy 
set. Recombination in ES varies from generating one individual from two 
parents to taking components from all the individuals to generate one indi-
vidual. Selection is done based on the objective function from a large set of 
candidate solutions generated. The basic algorithm is as follows [11]:

ES algorithm:

g = 0	 generation = 0
initialize:Pp

(0) := {(ym
(0), sm

(0) , F(ym
(0))), m = 1, …, μ}	� y�: variable set, s: 

strategy set , F() is 
objective function, 
μ: parent popula-
tion size

for l =1 to λ begin
Ml= marriage (Pp

(0), ρ)	� t�ake ‘ρ’ individuals
sl:=s_recombination (Ml)	� n�ew s from 

recombination
yl:=y_recombination (Ml)	 n�ew y from 

recombination
šl:=s_mutation (sl)	 new s from mutation
y̌l:=y_mutation (yl, šl)	� new y from mutation
F̌

l :=F(y̌l)
end
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Po
(g) := {(y̌l, šl, F̌

l), l = 1, …, λ}	� m�ake offspring 
population size of λ

choose a selection type
(μ,λ) : Po

(g+1) := selection (Po
(g), μ)	� s�elect from the 

current set only
(μ+λ) :Po

(g+1) := selection (Po
(g), Pp

(g), μ)	� s�elect from the previ-
ous and current sets�

g := g + 1
until termination_condition

The mutation operation for (real) variables set y (y_mutation) and for strat-
egy set, S (s_mutation) differs. A simple variable mutation with a constant 
mutation strength, σ is given as

	 y y z z N NN
� : , : , , , ,� � � � � � � �� �with � 1 0 1 0 1

where the Ni (0, 1) are independent random samples from the standard nor-
mal distribution. However, with varying mutation strength vector,

	 z N NN N: , , , , .� � � � � �� �� �1 1 0 1 0 1

In a more general case we have

	 z : , , , ,� � � � � �� �M N NN N� �1 1 0 1 0 1

where M is a (orthogonal) rotation matrix. The matrix M introduces corre-
lations between the components of z and adds N(N − 1)/2 parameters to the 
strategy set. For binary search spaces the mutation operation is carried out 
by flipping the bits with a probability of mutation rate, pm. Strategy param-
eters are also mutated as below (constant mutation strength parameter):

	 � � ��
l l

Ne l: ,� � �0 1

Here τ, a learning parameter, is exogenous strategy parameter (to be 
decided by the user) and can be taken as τ = 1/√N or 1/√2N (for multi-
modal cases) [11]. The above technique can be extended to the case where 
we have a vector of strategy parameters

	 s N� � �� �� � �1, , .

10.3.1.3 � Evolutionary programming (EP)

In EP the individuals basically comprise the variables set and the fitness is 
usually a scaled version of the objective function with some randomness 
parameter added to it. However, in the later versions of EP the individuals 
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include a variance vector similar to that of ES. The Gaussian mutation oper-
ation is similar to that of ES except for the scaling factor, which is taken as 
a linear transformation of the square root of the objective function value 
in EP. As mutation alone is considered to create a complete new individual 
ready to reproduce, recombination is not done in EP. The selection is done 
from the combined population of the parent and the mutated population. 
For each individual k, q individuals are randomly chosen and scored accord-
ing to how many of the q are inferior to the k. After completing this process 
for all the individuals in the combined pool, the top half of the individuals 
with highest score is selected as the population of the next generation.

10.3.1.4 � Differential evolution (DE)

DE is similar to GA with some differences in coding, crossover and mutation 
operations [6]. An individual is represented as a series of real values represent-
ing all the decision variables of the problem. Mutation creates a new ‘donor’ 
individual (yi) from a set of three randomly chosen individuals (xp, xq, xr):

	
y x F x xi
t

p
t

q
t

r
t� � � �� �1

where F ∈ [0, 1] is a parameter called differential weight. The crossover 
operator, using a crossover probability Cr, generates a new individual from 
the portions of donor individual and existing individual. For the simple 
binomial crossover:

	

for all number of decision variables to j j d

z z

d

j i
t

j p
t

:

, ,

� �� �
��

1
1 �� �
�

1 if
otherwise

r C
x

i r

j p
t
,

where ri ∈ N(0,1) is a random number. In the exponential crossover scheme, 
a random segment, with random length, of the donor vector is selected and 
considered to be taken into the new individual.

10.3.2 � Other nature-inspired algorithms

Apart from the evolutionary algorithms discussed above, there are a few 
dozen nature-inspired algorithms available in the literature [12]. However, we 
shall limit our discussion to three major streams: particle swarm optimization 
(PSO) [13], ant colony optimization (ACO) [14], and cuckoo search (CS) [15].

10.3.2.1 � Particle swarm optimization

Particle swarm optimization (PSO) is a population-based stochastic search 
method based on the collective learning and intelligence of a swarm of 
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particles, inspired by flocks of birds searching for food in nature. Originally 
developed by Kennedy and Eberhart [13], PSO has gone through several 
refinements [16] to avoid local optimum and improve convergence rate. 
The principles needed to create artificial swarm intelligence as proposed by 
Millonas [17] are:

	 1.	Proximity principle: the swarm should be able to do simple space and 
time computations.

	 2.	Quality principle: the swarm should be able to respond to quality fac-
tors such as quality of the food or safety of the location.

	 3.	Principle of diverse response: the swarm should not commit its activi-
ties along excessively narrow domains to guard against environmental 
fluctuations.

	 4.	Principle of stability: without a worthwhile return the swarm should 
not change its behavior from one mode to another following the 
changes in environment.

	 5.	Principle of adaptability: the swarm should be able to switch its mode 
of behavior when the rewards are worth the energy of switching modes.

The PSO algorithm consists of a population of d-dimensional (d corre-
sponds to number of decision variables) particles, each with a position and 
a velocity vector, constantly moving around the search space and converging 
to the most promising regions. Particle positions and velocities are updated 
towards the beneficial regions observed and randomness introduced in the 
process keeps the exploration robust.

PSO algorithm:

t = 0;
initialize xi

0, vi
0, (i = 1 to n; xi, vi ∈ Rd)	� i�nitialize d-dim positions and 

velocities of population of size n
compute f xi

0� �∀i			�   f�(xi, xi ∈ Rd) is objective function 
(minimization)

set x f xi i
� � � �0 ∀i				    xi

∗ is best solution so far of xi

g x
i

i
� �� � �min 				�    b�est solution so far across the 

swarm (global)
while (! end criterion)
t = t + 1
v v x xi
t

i
t

i i
t� �� � �1

1� �� [ ] + ��2[ ]g xi
t� �  	� u�pdate velocity vector. ω (0.5~0.9) 

is inertial constant; α (~2), β (~2) 
acceleration constants; ε1 ε2 are 
random numbers (0 to 1)

x x vi
t

i
t

i
t� �� �1 1

compute f xi
t�� �1  ∀i
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if f x f x x xi
t

i i i
t� � � �� � � � � �1 1: ∀i		�  u�pdate best solution of each 

particle
g x

i
i

� �� � �min 				    update global best

end

10.3.2.2 � Ant colony optimization (ACO)

Ant colony optimization mimics the foraging behavior of ants that deposit 
pheromone on paths to the food so that other ants can follow the path to the 
food. The implication is that the intensity of the pheromone deposition is 
proportional to the favorability of the path, such that ants find the shortest 
path from their nest to the food. Evidently, this process can be exploited for 
solving discrete combinatorial optimization problems, such as the traveling 
salesman problem (TSP), routing problems, scheduling problems, etc. As 
many of these are NP-hard problems – those that cannot be solved exactly 
in polynomial time – ACO is useful for finding good-quality solutions at a 
fraction of the computational cost needed by exhaustive methods [14]. ACO 
consists of a population of ants, each of which builds a solution (the sequence 
of cities to be visited in the TSP) in a step-by-step manner. The steps taken by 
an ant (a step in the sequence in the TSP) depends on the pheromone den-
sity related to that step, with some randomness incorporated. Once various 
solutions are traced by the populations of ants, the pheromone level of each 
step is updated based on the frequency of that particular step used by dif-
ferent ants, along with other metrics such as the length of the step (distance 
between the cities in the TSP). This completes one iteration and the process 
continues till a given termination condition is met.

Basic ACO algorithm:

τi, j = 0 ∀ (i, j) : i, j ∈ n, i ≠ j			�   i�nitialize pheromone lev-
els between all the pairs 
of n stages (s1, ..sn) of the 
problem

while (! termination condition)
	 iter = 1
	 for k = 1 to m				�    c�onstruct solutions for m 

ants
	 Ak−1:= si, randomly pick a stage si ∈ (s1,..,sn)	� p�ick first stage with uni-

form probability
	 for r = 2 to n

	
Ak,r:= sj: p ifc sij

k ij ij

c i l i l
i j

p

i l sp

�
�

� �
� �

� �
� �

� �

� �

.

.
,

, ,
,




N

N
	

�� �r
n

k rA1 ,  is solution con-
structed by ant k

			   = 0 otherwise		�  f�rom a stage ‘i’ a stage ‘j’ 
is selected with
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	 i:=j (realized value)			   p�robability pij
k. N(sp) 

denotes the set of 
allowed stages after 
passing r stages; α, β 
are parameters, η = 1/dij  
(distance between 
stages i and j)

� � � �i j i j k
m

ij
k

, ,:� �� � � � �1 1� 			�   u�pdate pheromone 
values.

	 �� ijk
k

Q
L

if ant k used edge i j� � �, 		�  ρ� is pheromone evapora-
tion rate

	 = 0 otherwise			�   �� ij
k is the pheromone 

laid by ant k on edge (i,j); 
Q is a constant; Lk is the 
total length of the solu-
tion constructed by ant k

iter := iter + 1

10.3.2.3 � Cuckoo search

Cuckoo search (CS) is another stochastic search mechanism consisting of 
both local and global look-outs for promising solutions [15]. The algorithm 
consists of initializing and evaluating a population of solutions and improv-
ing these solutions in each iteration by means of global and local searches. 
Each iteration consists of a global search with the random step size based on 
Lévy flight distribution – a heavy-tailed distribution which throws up unex-
pected or outlier values in samples – followed by replacement of an inferior 
solution of the population with the newly found solution. Further, a fraction 
of the population is replaced by better solutions found by conducting a local 
search near the existing solutions. In a comparative study of nature-based 
algorithms conducted by Wang et al. [7], CS was found to be a top performer.

Basic CS algorithm:

t = 0
initialize xi

0(i = 1 to n; xi ∈ Rd)			�   initialize ‘n’ individuals 
in d-dimensional space 
(‘d’ decision variables)

compute f xi
0� �∀i				�    f(xi, xi∈Rd) is objective 

function (min’ze)
while (! termination condition) 
select an i randomly
x x Lt

i
t

�
� � � � �1 � � 				�    L(λ) is Lévy step with 

exponent λ~1.5 ; α is step 
size scaling factor ~ 1
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		�  Γ( ) is gamma function

select a solution, say j, randomly among n
if f x f x x xt

j
t

j
t t
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10.3.3 � Artificial neural networks

Artificial neural networks (ANN) mimic the process carried out in the net-
work of biological neuron cells. In a biological neuron, dendrites receive 
input from several connected neurons through synapses (junctions), and the 
strength of the input gets modified according to the strength of the synaptic 
connections (Figure 10.3). If the gross input received by the neuron crosses 
a certain activation threshold, the neuron ‘fires’, sending outputs (signals) 
to the connecting neurons through its axon. In response to the external 
stimuli the synaptic strengths and the activation threshold of the neurons get 
modified, such that a certain set of inputs to the network generates a certain 
output, resulting in ‘learning’ of a task by the network. Though the actual 
working of biological neural networks can be a lot more complex than the 

Figure 10.3  Neuron cells and synaptic junction.
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above simple learning mechanism, it can be readily exploited by a network 
of nodes in ANN from propagating inputs to generating the required output.

In ANN a perceptron (Figure 10.4) – the simplest neural network – 
receives inputs from a number of nodes and sums them up after multiplying 
by the respective connection strengths. Based on the gross input received, 
the activation function of the perceptron generates the output. A more capa-
ble network will have more layers of neurons (Figure 10.5), consisting of an 
input layer, hidden layers and an output layer. ANN is a powerful tool for 
function approximation and pattern recognition and is used in certain types 
of optimization problems such as combinatorial optimization. ANNs can 
capture any complex function and in fact, representation of more complex 
functions can be achieved by adding more hidden layers and more nodes to 
the network, forming a ‘deep network’.

Figure 10.4  Perceptron.

Figure 10.5  Multilayer feed-forward neural network.
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Training of the network is accomplished by tuning the weights of the con-
nections, using a given training data set. Activation functions, number of 
layers, nodes in each layer, etc., are parameters of the network to be decided 
beforehand. In supervised learning, the training set consists of pairs of input 
and output and the weights are adjusted so that the output obtained in the 
network matches the target output of the data set. The difference between 
the computed output and the target output, or a ‘loss function’ based on this 
difference is computed and adjustment of the weights is carried out as per 
the gradient of the loss function with respect to these weights. As the weights 
are adjusted after the loss function and gradients of it with respect to the 
weights are computed from output layer to input layer, this training method 
is called backpropagation. The trained network can be used for generating 
function evaluations or predicting output for the input presented. In unsu-
pervised learning, there is no a priori target for the output and it is used for 
clustering the given data or for reducing the dimensionality of the data, etc.

The most common neural network architecture is the feed-forward net-
work (Figure 10.5), where the input layers feed hidden layers which in turn 
feed output layers in a sequential manner. Radial basis function networks, 
Hopfield networks, restricted Boltzmann machines, recurrent neural net-
works, and convolutional neural networks are the other architectures, dif-
fering in the number of their layers, nature of their connections, type of 
training, method of learning, etc.

ANN primarily utilizes optimization schemes to minimize the loss func-
tion value to determine the best weights during training. Conversely, how-
ever, ANNs can also be used directly or indirectly in solving an optimization 
problem. A feed-forward ANN can be efficiently used to simplify the func-
tions in an optimization so that the simplified functions are amenable to 
regular optimization algorithms. Another class of ANNs, known as Hopfield 
networks, can be used for a wide class of combinatorial optimization 
problems.

10.3.3.1 � Feed-forward network for objective function 
simplification

ANN can be used to transform a complex objective function to a polynomial 
one that can be handled easily by regular optimization methods. However, 
we need to generate a training set for the objective function to be captured 
by the neural network. We employ a backpropagation algorithm for training 
the feed-forward network. Considering a simple three-layer feed-forward 
network with an input layer containing two units (Figure 10.6), one hidden 
layer with two units and an output layer with one unit, the procedure for 
backpropagation training is as follows:

	
z xw jj i i ij� �� � �� 1 1 2,

	
(10.9)
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Consider activation function as sigmoid function, σ

	
� x e x� � � �� ��1 1/

	
(10.10)
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Define the loss (or error) function as: L = ½ (t − y)2 where y is the final 
output from the network and t is the target.

In the backpropagation method, starting with a random set of weights, 
the weights will be updated as follows in each iteration till the termination 
condition is met.

	 w w L wnew old old� � � � � �� � � ��. / .	 (10.13)

Weights in layer-2 (wk
2) and layer-1 (wij

1) are updated according to chain 
rule. η is learning rate (− sign is to minimize the loss)
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Figure 10.6  A simple feed-forward neural network.
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10.3.3.2 � Hopfield networks for combinatorial optimization 
problems

Hopfield networks, based on the Hopfield–Tank model (H–T model), are 
useful for solving combinatorial optimization problems such as TSP [18]. 
Consider a system of N fully inter-connected neurons with internal state 
(sum of the weighted inputs) as ui and external state as vi (after applying the 
activation function).

	 u t W v t Ii j
N

ij j i�� � � � � � ��1 1 	 (10.17)

where Ii is constant external input (bias)

	 v t f u if ui i i�� � � � � � �1 1 0	 (10.18)

	 � �0 0if ui

where f(.) is activation function;
wii = 0 and wij = wji (symmetric weights matrix)
Note that in the above representation Wij weights are constant (for a dif-

ferent purpose involving creation of a memory state, the weights will be 
trained so that the network can retrieve the remembered state given a partial 
input vector) and only external and internal states of the neurons change 
dynamically with random updates. As the neurons update, (provided the 
weights are symmetric and non-negative diagonal elements) the ‘energy’ 
function Ed given below is guaranteed to be minimized until the system con-
verges to a stable state (local minima):
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We can observe that the energy function Ed will be minimized if vi are 
updated by Eqs. 10.17 and 10.18, which perform gradient descent on Ed. It 
is evident that a proper energy function needs to be built for constructing a 
Hopfield network to solve a combinatorial problem. Let us see the proce-
dure for solving N – city TSP using quadratic formulation [19].

Consider the binary decision variable

	

X i jij =
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Let dik be the distance between the cities i and k. We have
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	 X i jij �� ��0 1, ,

We can see that in Eq. 10.20, dik gets added for a tour consisting of city i 
in position j to city k (≠i) in position j + 1 or j − 1. Eq. 10.21 restricts only 
one city to be reached in a position and Eq. 10.22 restricts placing a city in 
one position only. We need to construct an unconstrained formulation using 
the objective function and the penalty terms for the constraints (we can just 
as well use Lagrange multipliers).

The penalty term for Eq. 10.21 can be considered as � � �� � �i
N

k k i
N

ij kjX X j1 1, , 
which will be zero if city j is not reached from both cities i and k. Similarly, 
the penalty term for Eq. 10.22 can be considered as � � �� � �j

N
l l j
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Now we can write the Hopfield energy function for the TSP as:
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(10.23)

The third term in the above forces each city to occupy one position neces-
sarily. The penalty parameters A, B, C and D need to be balanced to meet 
the constraints and, at the same time, ensure that the solution is the opti-
mum. Next, we need to obtain the network weights and biases so that the 
energy function is minimized by the update rules. Eq. 10.23 needs to be 
written in the format of Eq. 10.19 as follows:

	
E W X X I Xd

i

N

j

N

k

N

l

N

ijkl ij kl

i

N

j

N

ij ij� � �
� � � � � �
���� ��1

2
1 1 1 1 1 1 	

(10.24)

Wijkl in Eq. 10.24 compares with Wij in Eq. 10.19, except that in Eq. 10.19 
the neurons can be said to be one-dimensional, whereas in Eq. 10.24 they 
are two-dimensional, since each neuron is identified with the index of the 
city and the position (Figure 10.7). To find out the weights, etc. from 
Eq. 10.24, we need to expand Eq. 10.23, matching the format of Eq. 10.24.
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where δij is Kronecker-Delta: δij = 1 if i = j and δij = 0 if i ≠ j.
Comparing Eqs. 10.24 and 10.25, and ignoring the constant term in Eq. 

10.25 which doesn’t affect the local minima, we can write the network 
parameters as:

	 W A B C Ddijkl jl ik ik jl ik ik l j l j� � �� � � �� � � � �� � �� � �� � � � � � �1 1 1 1 1, , ��

	 I CNij = 	 (10.26)

With the above parameters the Hopfield network can be initialized with 
random values for the initial states and updated according to the update 
rules of Eqs. 10.17 and 10.18, replacing vi with Xij. The network is guaran-
teed to reach a stable local minimum of the energy function which optimizes 
the objective function of the TSP.

Figure 10.7  �Hopfield network for five-city TSP problem. Each neuron's external state 
(Xij) is a two-dimensional state; one dimension (i) holds city index and the 
other (j) holds city position. Neurons with city indices are shown above, 
where P shows all the possible positions that can be taken up by the 
neuron, which is five here. W1j2l indicates the weight connecting from city 
1 taking a position of j to city 2 taking a position of l (j, l: 1 to 5, l ≠ j). So 
we will have 20 connections from city 1 to city 2 (weights are symmetric 
or W1j2l = W2j1l). At the minimum energy level, the solution is (i,j): Xij =1.
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Hopfield networks can be used for other OR&O problems such as sched-
uling, sorting and networking. A continuous version of the H–T model can 
solve linear programming and nonlinear programming problems for local 
minimum though this is not a popular or best option. As can be noted here, 
the Hopfield network needs a suitable energy function with several param-
eters to be constructed and performs gradient descent to reach only local 
minima. Many successful studies improving the construction of energy func-
tion and selection of parameters are reported in the literature [20]. It has 
also been found that incorporation of metaheuristic methods into the H–T 
model can achieve global convergence. Moreover, ANN, apart from serving 
as a computational algorithm in a digital computer, can be implemented in 
real-time analog circuits.

10.4 � CONCLUSION

Various types of OR problems and the resulting optimization models were 
discussed in the context of obtaining optimal solutions within the available 
computational resources. AI-based techniques such as evolutionary algo-
rithms, nature-based algorithms and artificial neural networks (ANNs) are 
presented as practical and efficient method of obtaining optimal or near-
optimal solutions to computationally heavy OR&O problems.
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11.1 � INTRODUCTION

Facility location problems (FLPs) constitute a class of well-known classic 
optimization problems in which the objective is to determine the best loca-
tions for establishing a set of facilities such as factories or warehouses based 
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on geographical demands, facility costs and transportation distances, while 
maximizing some parameter such as the supplier’s profits, given a set of 
user/customer demands, locations and associated costs. Effective decision-
making in terms of the number and location of facilities plays a significant 
role in improving capital and inventory costs, which makes FLPs crucial for 
effective strategic planning, design and deployment of systems in organiza-
tions all over the world today. FLPs are viewed as being either capacitated 
or uncapacitated: capacitated facility location problems have constraints in 
terms of the quantity of goods that can be produced and transported by 
each facility, whereas uncapacitated FLPs do not. Hence, in an uncapaci-
tated FLP, in the absence of any further constraints, the demand for goods 
would always be supplied from the closest/lowest-cost facility. In a capaci-
tated FLP, it is possible that a facility might not contain sufficient goods to 
satisfy the nearest demand.

FLPs are commonly formulated as mixed-integer linear programs (MILPs) 
having a set of locations for facilities and customers. The availability (or lack 
thereof) of facilities and their ability to supply items to each customer are 
typically represented in such programs as binary variables. In a problem 
with N warehouses and M stores, the capacitated formulation defines a 
binary variable xi and a variable yij for each warehouse i and each store j. If 
warehouse i is open, xi = 1; otherwise xi = 0. Open warehouses have an asso-
ciated fixed cost fi and a maximum capacity ki.yij is the fraction of the total 
demand dj of store j that warehouse i has satisfied and the transportation 
cost between warehouse i and store j is represented as tij.

The capacitated FLP is therefore defined as
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FLPs and their variants have been extensively studied over the years and 
find wide application in several real-life problem domains such as military 
supply chains and logistics [1], healthcare [2], disaster management [3], dis-
tributed generation placement in power systems [4], drone-based goods 
delivery [5], and so on.
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Most variants of FLPs are known to be NP-hard, implying that exact 
algorithms for these problems would require computational time that grows 
exponentially with problem size, which in turn encourages the development 
of heuristic and meta-heuristic strategies that are able to obtain good solu-
tions within acceptable time limits and scale well for practical problem sizes. 
One of the earliest solutions to the (capacitated) FLP (CFLP) is a branch-
and-bound algorithm given by Umit Akinc and Basheer M. Khumawala [6] 
in 1977. A variant of the CFLP called generalized FLP (GFLP) is presented 
in [7], where the setup costs comprise a combination of the costs incurred in 
setting up a site and (multiple) facilities in the site. The costs are non-linear 
in terms of the site size. Two mixed-integer linear programming (MILP) 
models and a Lagrangian heuristic are presented for the GFLP, and their 
performance evaluated several randomly generated test instances as well as 
existing benchmarks from Beasley’s OR library [8]. A revised Vogel-based 
algorithm called dynamic VAM (DVAM) is proposed for a multi-level capac-
itated facility location problem (MCFLP) [9] that extends the well-studied 
two-level facility location problem [10]. In this problem, goods are routed 
from source to destination via multiple intermediate facilities, and the goal 
is to open facilities across the distribution levels such that client demands 
are satisfied and the overall distribution cost is minimal. The MCFLP prob-
lem finds application in areas such as telecommunications and hierarchical 
logistics. DVAM is shown to outperform other heuristics such as LINGO 
(based branch-and-bound algorithm) and the ‘greedy method’. A real-life 
application of the facility location problem for solid waste management in 
Lagos, Nigeria is studied in [11]. The focus in this work is to find effective 
ways to situate waste removal centers so as to minimize facility setup costs, 
total distance and overall transportation costs incurred. A solution to the 
problem based on the particle swarm optimization algorithm is presented in 
[12]. Several problem-specific heuristics have been developed for FLP vari-
ants over the years, a few of which have been briefly discussed in this sec-
tion. For a more in-depth review of models and algorithmic techniques for 
various FLP variants and their applications, the interested reader is referred 
to comprehensive surveys of recent research developments such as [13–15] 
or [16].

In this chapter, we study the effectiveness of using two different heuristic 
strategies for solving a recently proposed FLP variant known as the 
‘Capacitated facility location problem with store incompatibilities’ [17]. 
The first of the two proposed heuristics modifies the well-known Vogel’s 
Approximation Method [18] for the problem at hand, while the second 
heuristic builds solutions using ‘greedy’ strategies for store selection and 
warehouse allocation. The remaining sections of the chapter are organized 
as follows: the warehouse location problem with store incompatibilities is 
introduced in Section 11.2, and the proposed heuristics are described in 
Sections 11.3 and 11.4. Experimental work is presented in Section 11.5 and 
conclusions are drawn in Section 11.6.
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11.2 � CAPACITATED FACILITY LOCATION WITH STORE 
INCOMPATIBILITIES

Consider a set W of warehouses (or more generally, facilities), each having 
a finite capacity that represents the maximum number of goods that it can 
hold (we assume that all goods are of the same type), and a fixed, one-time 
setup cost or opening cost incurred for opening the warehouse. Opened 
warehouses supply goods to a set S of stores, each of which has a demand 
for a certain quantity or measure of goods that may be satisfied by one or 
more warehouses. There is also a cost associated with the supply of goods 
from a warehouse w to a store i; this is simply the product of the number 
of items supplied with the unit cost for supplying one item from w to i. The 
supply cost varies depending on the specific warehouse and store in ques-
tion. For instance, supply costs to a store located near the warehouse could 
be significantly lower than to a store that is distant. In the classical ware-
house location problem (WLP), the goal is to select a subset of available 
warehouses for opening and supplying goods to a set of stores such that the 
total of supply costs and warehouse opening costs incurred is minimal. The 
Capacitated facility location problem with store incompatibilities extends 
this problem by applying an additional constraint that requires that specific 
pairs of conflicting or incompatible stores may not be supplied from the 
same warehouse. For example, consider two stores, say i and j, that are said 
to conflict with one another. This means that, for a warehouse w, if goods to 
store i is being supplied by w, then store j may not be supplied by w, even if 
w could have satisfied the demand of store j.

A solution to the problem may be represented by a list of <s, w, q>, where 
each triple in the list represents the quantity q of goods allocated to store s 
from opened warehouse w. The solution must ensure that the total number 
of goods/items allotted to a store exactly matches that store’s demand, and 
that this holds true for all the stores in S. Further, no warehouse may supply 
goods beyond its stated capacity, and goods may be supplied only from 
opened warehouses. Lastly, no two stores in conflict with each other receive 
supplies from the same warehouse. The objective of the problem is to iden-
tify the solution that minimizes the total cost incurred in opening a subset of 
warehouses and allocating goods from open warehouses to all the stores as 
per their respective demands while respecting all these constraints.

11.3 � HEURISTICS BASED ON VOGEL’S APPROXIMATION  
METHOD (VAM)

In this section, we present three heuristics based on Vogel’s Approximation 
Method (VAM) for solving the problem. The heuristics differ from each 
other in terms of how incompatible pairs of stores are selected and how the 
warehouses are allocated for the selected store.
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Determining efficient solutions for large-scale transportation problems 
is an important task in operations research. VAM is a well-known trans-
portation method frequently used in transportation problems for effi-
ciently constructing good starting solutions, which can then be improved 
further using various other techniques. VAM usually provides starting 
solutions that are closer to optimum than other methods for transporta-
tion problems, in computation time that is polynomial in the input size. 
However, there is no guarantee that the algorithm will be able to return an 
optimal solution. The main steps of the general VAM algorithm are listed 
in Figure 11.1.

The proposed VAM-based heuristics first allocate the demands of the 
incompatible stores and then fulfill the demands of the remaining (non-
conflicting) stores. Each heuristic uses a different approach for allocating 
the demands of the incompatible stores, and the same VAM-based strategy 
for allocating goods to the remaining stores. The proposed VAM-based heu-
ristics are described in greater detail in the next sub-section.

11.3.1 � Modified VAM heuristic (MVH1) for 
incompatible store pairs

The heuristic first allocates supplies to only the incompatible stores. In 
particular, the column penalty is computed for each store in an incompat-
ible pair, and the store with the higher penalty is identified. Thereafter, 
the minimum supply cost in the selected highest penalty column is chosen 

Figure 11.1  Pseudo-code for generalized Vogel Approximation Method.
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and the store is allocated as many units of goods as needed. Subsequently, 
the general VAM approach is used for supplying goods to the remaining 
stores. Pseudo-code for this heuristic is given in Figure 11.2. Once the 
required warehouses are opened and allocation of goods from warehouses 
to stores is made, the total cost incurred may be computed by summing 
the opening costs of the warehouses that were opened and the total supply 
costs of allocating all the stores’ demands to open warehouses. Pseudo-
code for this procedure is given in Figure 11.3. For m warehouses and 
n stores (n > m), an upper bound for the running time of the heuristic is 
given in Lemma 1.

Figure 11.2  Pseudo-code for the modified VAM heuristic for incompatible pairs.
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Lemma 1

The running time of the modified VAM-based heuristic for incompatible 
store pairs is bounded by O(n3), where n is the number of stores and m the 
number of warehouses, n > m.

Proof. The time taken for computing the penalty associated with incompat-
ible store pairs is O(m), and the time for finding the minimum supply cost 
cell is also O(m). Marking a row or column as complete takes O(n), and the 
time required for flagging all incompatible stores with respect to a given 
store s (in order that those stores may not be considered for further alloca-
tions from the warehouse that supplies goods to store s) is O(I). These 
operations are repeated for each of the incompatible pairs; assuming I such 
pairs, the total time taken for allocating the incompatible pairs works out 
to O[I*{(2m+n)+I}]. For the remaining (non-conflicting) stores, the time 
taken to calculate the total quantity of goods required by stores and the 
residual capacity in the warehouse is O(n+m). Computing the column pen-
alties for each column and row penalties for each row takes the same time: 
O(n.m). Finding the highest column and row penalty requires O(n) and 
O(m) respectively, and identifying the lowest supply-cost cell in the row or 
column takes O(Max{n, m}), or O(n) considering n>m. Iterating over these 
steps at most O(n) times until all the store demands are allocated takes 

Figure 11.3  �Pseudo-code to total cost computation (step 7 of VAM-based 
heuristic).
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O[n*{(n+m)+2*(n*m)+n+m+n}] ≈ O{n*(n*m)} time. The total running 
time is therefore bounded by O{n*(n*m)} + O[I*{(2m+n) + I}] ≈ O(n3), 
assuming n>m.

11.3.2 � Modified VAM heuristic (MVH2) using 
minimum product for incompatible pairs

The modified VAM heuristic using minimum product uses a different 
approach to allocating incompatible store pairs, in conjunction with 
the basic VAM-based approach for the remaining stores (Figure 11.1). 
For each incompatible pair (si, sj) of stores, the product of the respective 
store demand and per-unit supply cost with respect to each warehouse is 
computed. Thereafter, the store with the minimum value of the computed 
product is picked and allocated as many units of the goods as possible 
from the corresponding warehouse. If store si is picked for allocation of 
goods, then the corresponding warehouse is marked as inaccessible to 
store sj. Once all the incompatible stores are allocated in this manner, the 
general VAM approach is used for allocating supplies to the remaining 
stores as before. Using a similar reasoning as given in Lemma 1, it may be 
seen that the running time of the heuristic is O(n3), where n is the num-
ber of stores. Pseudo-code for this variant of the heuristic is presented in 
Figure 11.4.

11.3.3 � Modified VAM heuristic (MVH3) using 
minimum supply costs

The modified VAM heuristic using minimum supply costs (MVH3) differs 
slightly from the MVH2 heuristic. In this heuristic, for each incompatible 
pair, the store whose demand may be satisfied via a lower per-unit supply 
cost (from some warehouse) is selected and allocated as many units as pos-
sible at that supply cost. Once all the incompatible pairs are allocated goods 
in accordance with their demand, the general VAM is applied for allocating 
goods to the remaining stores. The running time of the heuristic is O(n3).

11.4 � GREEDY HEURISTICS

This section presents two deterministic greedy heuristics and two random-
ized greedy variants of these heuristics. The deterministic heuristics differ 
in the invariant used for store selection and warehouse(s) assignment to 
each selected store. The randomized greedy variants select stores in ran-
dom order but use the corresponding greedy invariants for choosing which 
warehouse(s) to allocate goods to the stores from.
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Figure 11.4  �Pseudo-code for the modified VAM heuristic using minimum product 
for incompatible pairs.
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11.4.1 � Greedy Heuristic based on Supply Costs and 
Demand Product (GDH1)

In the greedy heuristic based on supply costs and demand product (GDH1), 
the product ps of the per-unit supply cost (from each warehouse) and the 
demand for goods is computed and saved for each store i. For each iteration, 
the store having the minimum value of ps out of all currently unallocated 
stores is selected. Once a store is selected, it is allocated the warehouse which 
can satisfy the store demand at the lowest supply cost while simultaneously 
checking for the incompatibility constraint. This is explained further using 
a toy instance adapted from [17]. Assume that there are four warehouses, 
each with some associated capacity for storing goods, and ten stores with 
demands for goods to be serviced. The store-wise demand for goods and 
per-unit supply cost to each store from different warehouses are depicted in 
Figure 11.5.

The corresponding 2-D matrix of (supply cost × demand) products for 
each store and warehouse is shown in Figure 11.6. In the matrix, rows rep-
resent stores and columns represent warehouses. In the figure, store 3 (3rd 
row) has the minimum product, so it is selected first and warehouse 1 is 
allocated to supply goods to this store. Store 4 is selected next as it has the 
second-lowest product (4th row, 1st column) and so on.

For m warehouses and n stores, the total running time of the heuristic 
works out to O(n2*m), or O(n3), assuming n > m. Pseudo-code for the heu-
ristic is given in Figure 11.8.

Figure 11.5  Store demand and supply costs' tables for the example.
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11.4.2 � Greedy heuristic based on supply costs-to-
demand ratio (GDH2)

This is a variant of GDH1 where, instead of the product of supply cost (SC) 
and store demand (SD), the ratio of supply cost to store demand is consid-
ered. As before, stores are selected onebyone on the basis of minimum ratio 
and similarly, warehouses are allocated on the basis of the minimum ratio 
for each store while ensuring that incompatibilities are not violated.

Using the example in Figure 11.5, the supply-costs-to-store-demand ratio 
is obtained as shown in the 2-D matrix in Figure 11.7. Here, the first store 
selected is store 7 and warehouse 4 is allocated to it. Store 8 is selected next 
as it has the next smallest ratio. Stores are selected and allocated goods from 
warehouses sequentially in this manner.

11.4.3 � Randomized greedy heuristics

Two simple randomized variants of the greedy heuristics are also imple-
mented in this work. The first of these, named RGD1 (short for randomized 
variant of the GDH1 heuristic) selects stores in random order and uses the 
SC–SD product for warehouse allocation as in GDH1. The second, called 
RGD2, uses the SC–SD ratio as in the GDH2 heuristic. Since different 

Figure 11.6  2-D matrix containing product of supply cost and demand.

Figure 11.7  2-D matrix containing ratio of supply cost to demand.
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Figure 11.8  Pseudo-code for the greedy heuristic GDH1.
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random sequences of stores can impact the overall cost, each heuristic is run 
a small constant K number of times (so as to not significantly increase the 
total computation time) and the best result obtained is returned.

11.5 � EXPERIMENTAL WORK

A set of 30 test instances [17] is provided for the problem in standard 
MiniZinc data file format. The first 15 of these test instances were used 
for studying the performance of the proposed heuristics. Denoted as triples 
comprising the number of warehouses, the number of stores and the number 
of conflicting pairs of stores, respectively, these test instances range in size 
from (50, 115, 383) to (1400, 3445, 320,634). Each test instance contains 
the following information: the number of warehouses, the capacity and 
fixed opening cost of each warehouse, the number of stores, the demand for 
goods from each store, the per-unit cost of supplying goods to each store 
from each warehouse, the number of conflicting stores and the actual pairs 
of conflicting stores. All the heuristics described in this work were imple-
mented in C++ on a computing system with Intel i5 (7th Gen) processor, 4 
GB RAM running Windows 10 (Home Edition).

Table 11.1 presents the results obtained by the Vogel-based heuristics. 
For each of the 15 test instances, numbered wlp01 through wlp15, the 
total cost and the number of constraint violations obtained by each of the 
three Vogel-based heuristic variants are reported. The results for VAM1 
show that the heuristic performs slightly worse than the other two on all 

Table 11.1  �Results obtained by the heuristics based on Vogel’s Approximation 
Method (VAM1, VAM2 and VAM3) on the benchmark problems

Instances VAM1 Violations VAM2 Violations VAM3 Violations

wlp01 43024 0 43339 0 42674 0
wlp02 83122 0 80272 0 80357 0
wlp03 110530 0 109778 0 109780 0
wlp04 147186 0 140417 0 140401 0
wlp05 173485 0 172559 0 172547 0
wlp06 193746 0 189409 0 189405 0
wlp07 267981 1 268970 0 268405 0
wlp08 325761 0 320838 0 320455 0
wlp09 392890 1 389336 0 389336 0
wlp11 506060 0 502251 0 502247 0
wlp12 554255 0 550600 0 550610 0
wlp13 585397 0 586211 0 586470 0
wlp14 732627 0 734254 0 734248 0
wlp15 836570 0 837423 0 837404 0
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but three of the test instances (nos. 13, 14 and 15). Further, it sometimes 
also fails to eliminate all the store incompatibilities (specifically resulting 
in one violation each for instances wlp07 and wlp09). The VAM2 heuris-
tic, which uses the ‘minimum product of supply cost and store demand’ 
invariant, obtains the best (lowest) cost on four instances and has zero 
violations on all the test instances. While this is an improvement over 
VAM1, the best results in terms of the number of lowest costs obtained out 
of all the test instances are reported for the VAM3 heuristic. The VAM3 
heuristic obtains the best results on eight of the test instances, with zero 
violations overall.

Table 11.2 presents the results obtained by the greedy and random-
izedgreedy heuristics. The deterministic heuristics (GDH1 and GDH2) were 
run once on each test instance, while the randomized greedy heuristics 
(RGD1 and RDG2) were run a constant K = 10 times, and the best solution 
obtained was reported. Both the greedy and randomized greedy heuristics 
obtain solutions with zero constraint violations on all the test instances, 
hence no explicit “violations” columns have been provided in the table. The 
results show that the SC–SD ratio-based invariant (GDH2) always performs 
relatively better than the SC–SD product-based invariant (GDH1). Overall, 
GDH2 reports the lowest-cost solution on five of the test instances. The 
randomized RGD1 heuristic also reports comparable results, with four 
lowest-cost solutions overall. The RGD2 heuristic does somewhat better, 
reporting six best solutions out of 15, once again highlighting the relative 

Table 11.2  �Results obtained by the greedy and randomizedgreedy heuristics  
(GDH1, GDH2, RGD1 and RGD2)

Instances GDH1 GDH2 RGD1 (best) RGD2 (best)

wlp01 56707 52783 54258 52563
wlp02 105555 104968 103992 102079
wlp03 141039 138952 133913 138182
wlp04 195116 190309 185617 184094
wlp05 236453 229373 225616 227334
wlp06 260049 246463 246358 247625
wlp07 409705 393912 395739 393007
wlp08 489820 462372 471022 471874
wlp09 560521 537487 544885 537460
wlp10 625146 610179 595678 605307
wlp11 758855 751103 739081 736873
wlp12 803995 785996 786289 789069
wlp13 826179 811393 819115 815157
wlp14 1084050 1051989 1057306 1065850
wlp15 1250741 1226098 1240610 1249943
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superiority of the SC–SD-ratio-based invariant over the SC–SD product. 
Individually considered, the randomized heuristics perform better than their 
corresponding deterministic versions, obtaining comparatively better solu-
tions on all instances. This implies that the greedy store selection approach 
using either invariant is less effective than using a random order of store 
selection. Taking the results of the two randomized greedy heuristics 
together, it is seen that they obtain ten best solutions in total, as against only 
five best solutions obtained by DGH2 (and no best solutions by DGH1). 
However, the best performing randomized greedy heuristic (RGD2) is still 
outperformed by the VAM-based heuristics.

11.6 � CONCLUSIONS

Facilities location problems and their variants are wellstudied in optimi-
zation theory and find application in various scenarios, such as the effec-
tive planning of healthcare facilities, location of transportation terminals, 
placement of power plants and waste disposal site selection. In this chapter, 
the broad area of FLPs is briefly reviewed, and a recently introduced vari-
ant of the problem called the Capacitated facility location problem with 
store incompatibilities is studied, in which there are additional constraints 
that prevent some pairs of stores from being supplied by the same ware-
house. The objective of the problem is to minimize the total cost incurred 
in opening warehouses and allocating warehouses to stores for the supply 
of goods, while ensuring that there are no conflicting allocations to the 
same warehouse. The problem is known to be NP-hard, which motivates 
the use of heuristic solution approaches. The effectiveness of two differ-
ent heuristic strategies – one based on an effective approximation method 
(Vogel’s method) applied widely to transportation problems and the other 
consisting of greedy and randomized heuristics – is studied for solving the 
problem. In both approaches, two simple invariants are used for determin-
ing the order in which stores are selected and the basis on which their 
demands for goods are satisfied from warehouses. The first of these uses 
the minimum product of supply cost and store demand, while the second 
uses the ratio of these two parameters. Three Vogel-based heuristics are 
presented in the chapter, two of which incorporate these invariants. Two 
greedy heuristics and associated randomized greedy variants are also pro-
posed. The performance of all the heuristics is systematically evaluated on 
a set of standard benchmark problems. The results show that a randomized 
approach improves the performance of greedy heuristics for the problem, 
with further improvements in results reported for the SC–SD ratio-based 
invariant. The results reported for the Vogel-based heuristics also show that 
the same invariant proves to be most effective. Since the problem is com-
putationally expensive to solve, these heuristics would prove effective for 
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obtaining good solutions in limited time. The results presented in this work 
could also be used for developing appropriately hybridized metaheuristics 
that improve convergence.
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12.1 � INTRODUCTION: BACKGROUND AND DRIVING 
FORCES

Significant efforts have been made to develop more efficient delivery meth-
ods over the past few years, in the wake of the phenomenal growth of the 
e-commerce industry. One such field that is actively being explored by sev-
eral global e-commerce and delivery companies is the use of drone-based 
delivery services. Drones or unmanned aerial vehicles (UAVs) were origi-
nally built for military use and often deployed for reconnoitering purposes. 
However, they currently have wide-ranging applications in several different 
domains [1]. Drones are being used today for last-mile delivery of consumer 
goods and services to customers at their doorstep [1], for timely sourcing of 
medical and humanitarian supplies to disaster-hit areas [2], as well as for 
transporting pathology samples from hospitals to and from laboratories [3]. 
Drones equipped with specialized thermal and hyperspectral photographic 
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equipment and sensors have proved very effective in monitoring large agri-
cultural farms and irrigation systems. They are increasingly being used for 
tracking cash crops such as corn and rice [3], for detecting pests in agri-
cultural fields [4], for timely identification of diseased crops in fields [5], 
and for pesticide spraying [6]. A recent application in precision agriculture 
involved the use of drones for efficiently estimating the water requirements 
of crops in real time [7]. Drones have also been used to help people follow 
social-distancing norms [8] and for providing contact-free delivery services. 
They have been used extensively in transport logistics for better, faster and 
cost-effective deliveries [9].

However, drone delivery systems have some constraints. For instance, 
there is an upper limit to the parcel weight, or payload, that can be accom-
modated on a single run. Similarly, the charge on a drone limits the number 
of hops and the overall range of delivery. By contrast, traditional truck deliv-
ery models, which are based on fossil fuels, have a much longer range. Also, 
trucks are capable of carrying large and heavy parcels. Overall, however, the 
traditional truck-based transportation model is time-consuming and incurs 
high delivery costs. Further, as is the case with most metropolitan road net-
works, traffic congestion and narrow side roads add to the delivery delays 
and fuel costs.

Using delivery models that augment the existing truck-based delivery 
models with drones has the potential to draw on the advantages of both 
approaches, reduce operational costs and save time. This has been behind 
the recent trend of using truck-drone combinations for parcel delivery. 
Specifically, trucks mounted with drones supply goods/parcels to a set of 
customers/locations, making effective use of drones for some of the items. 
Several variants of this problem have been studied in recent literature, rang-
ing from single-truck/single-drone to multiple-truck/multiple-drone combi-
nations. In this context, it becomes important that the truck-drone entities 
follow efficient paths or routes that enable successful delivery of items by 
both truck and drone, while ensuring that constraints such as time limits, 
total distance covered, and fuel economy are satisfied. The delivery vehicle(s) 
typically start from and return to a warehouse or depot and follow a route 
that covers the customer addresses to which goods need to be delivered.

Many truck-drone delivery routing problems are commonly viewed as 
variants of the well-known traveling salesman problem (TSP) that occurs in 
Operations Research, in which a set of cities is provided, along with a start-
ing city, and the objective is to determine the shortest path that goes through 
each city exactly once before returning to the starting city. A sample instance 
of the TSP modeled as a graph is shown in Figure 12.1 for eight customers/
delivery locations/nodes (marked as red circles). The gray edges indicate 
(weighted) connectivity between locations, and the black edges represent the 
shortest path. A possible shortest path that minimizes the distance traveled 
by the truck is shown, comprising all the black edges. The start and end point 
of the path is the depot (marked in blue). The TSP is known to be NP-hard 
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[10], implying that no efficient approach exists for solving the problem to 
optimality. This characteristic of the problem motivates the exploration of 
effective heuristic and meta-heuristic strategies for the TSP and its variants.

This article starts with a brief review of various TSP-based truck-drone 
models and their applications, the object being to provide researchers with 
a ‘big-picture’ view of current trends in this area. Thereafter, a novel truck-
drone route-planning problem with applications in intra-city parcel delivery 
is described, and three heuristics for the proposed problem are presented. 
The performance of the heuristics is evaluated on a set of test instances 
developed for this work. The remaining sections of the article are organized 
as follows. A broad overview of the best-known TSP-based truck-drone 
routing problems, solution strategies developed, and applications is given in 
Section 12.2. The proposed truck-drone TSP variant is described in Section 
12.3, and the TSP heuristics modified for this problem are presented in 
Section 12.4. Experimental work is described in Section 12.5 and conclud-
ing remarks are made in Section 12.6.

12.2 �TRAVELING SALESMAN PROBLEM (TSP)-BASED 
TRUCK-DRONE PARCEL DELIVERY PROBLEMS

Using drones to assist parcel delivery by truck enables the delivery of parcels 
to be made in a shorter time by mapping packages that would require the 
truck to travel on slower, more congested roads to the drones, as feasible. 

Figure 12.1  TSP example with nine nodes/locations (including start node/depot).
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Drones do not require the use of any roads and would therefore be able 
to deliver goods much faster, and at a lower cost. However, drones are 
constrained by their relatively small payloads and limited range. Thus, it 
is important to balance these constraints when planning a transportation 
solution that involves the use of trucks and drones in tandem.

TSP-based truck-drone parcel delivery problems may be broadly classified 
based on the number of trucks and drones. In general, a problem may 
involve the use of one or more trucks, assisted by one or more drones. These 
problems may be classified as single-truck/single-drone problems, where a 
single truck is assisted by one drone; as single-truck/multiple-drone prob-
lems; or as multiple-truck/multiple-drone problems, as shown in Figure 12.2.

One of the first single-truck/single-drone problems proposed in the litera-
ture is the traveling salesman with drone (TSP-D) problem proposed by 
Agatz, Bouman and Schmidt [11]. Apart from finding a low-cost tour or 
route for the truck, the TSP-D problem also requires that customers/parcels 
be partitioned apriori between the truck and drone. The authors provide an 
ILP model and several fast heuristics for the problem. A closely related prob-
lem is the ‘flying sidekick’ TSP (FSTSP) [12], wherein the drone is allowed to 
take off at one truck delivery location during a tour, deliver a payload to its 
customer and re-join the truck at another truck delivery location. In this 
problem, the drone is constrained in that (a) its payload is limited to a single 
parcel (it may not carry more than one parcel at a time) and (b) it may 
deliver only a subset of the total set of parcels.

Truck and drone may start from and return to the distribution depot 
together or independently. For the duration of the tour that they travel 
together, the drone is based on the truck in order to conserve energy (bat-
tery). A certain amount of service time is assumed for operations such as 
parcel load (before commencement of the tour) and battery recharging/

Figure 12.2  Broad variants of the TSP using trucks and drones.
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replacement. Travel times for truck and drone are different and unrelated. 
The time spent hovering by the drone while waiting for the truck to rendez-
vous must be minimal, as it also results in depletion of drone battery. 
Further, neither truck nor drone may visit the same location more than 
once. The objective is to minimize the completion time (including possible 
waiting times for drone-truck synchronization) incurred in delivering all the 
parcels and then returning to the starting point (the warehouse or depot). A 
sample solution to the FSTSP for a problem instance having 13 nodes 
(including the depot) is shown in Figure 12.3. In the solution, seven of the 
nodes are being serviced by drones and the remainder by the truck. Observe 
how the drone proceeds on a sortie while the truck is servicing one cus-
tomer, and then returns at another truck service point/customer. Several 
extensions to the FSTSP and TSP-D have been proposed. FSTSP is enhanced 
by Marinelli and Caggiani [13] to allow customer delivery at the node as 
well as at any point along the route. Chang and Lee [14] describe a different 
approach that starts by grouping the locations into multiple drone-delivery 
clusters and then seeks the most efficient delivery route for the truck using 
the cluster centers.

Poikonen and Golden [15] propose heuristics for a variant of the TSP-D 
that supports multiple parcels to be carried by a drone, thereby allowing 
multiple parcel deliveries in a single sortie. The drone is constrained in terms 
of the total allowable payload, the energy capacity and weight-dependent 
energy consumption. Drones may launch and land from/at a set of pre-
defined locations; however, trucks may not serve customers while the drone 
is airborne. This last condition assumes that the drone needs to be moni-
tored by the truck driver for the duration of its flight, thereby disallowing 
any other activities for that duration. Boysen et al. [16] consider a variant 
with a predetermined ordering of nodes that the truck needs to traverse and 
try to find take-off and landing positions for multiple drones (assuming no 
range limits) that deliver parcels to groups of customer locations. A special 

Figure 12.3  FSTSP example with 13 nodes (including depot).
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case of this problem is shown to be solvable in polynomial time, but in the 
general case, it is NP-hard. Two mixed-integer linear programming models 
for the problem are also proposed. Several meta-heuristic strategies such as 
GRASP [17], hybrid genetic algorithm [18] and variable neighborhood 
search [19] have also been applied to the TSP-D and FSTSP problems.

Another related problem is the parallel drone scheduling TSP (PDSTSP), 
where the drone supports the truck independently by delivering selected 
parcels (whose size and weight are suitable for drone delivery) directly to a 
subset of customer locations that lie within the drone’s flight range. The 
remaining parcels are delivered by the truck following a tour that specifies 
the order in which customers are to be serviced. A sample solution to the 
PDSTSP for a problem instance having nine nodes (including depot) is 
shown in Figure 12.4. The figure shows that four of the nodes/customers, 
which are within the range of the drone, are serviced independently by the 
drone in a single drone tour. Depending on the drone range and payload 
capacity, this single tour could in practice devolve into multiple independent 
tours. The remaining customers are serviced during the truck tour. The 
problem is introduced by Murray and Chu [12], who also provide two 
MILP models and greedy heuristics, one each for the FSTSP and PDSTSP. An 
ant colony-based approach is also proposed for the PDSTSP [20].

An extended variation of the TSP-D is the TSP-mD, which considers the 
case of multiple drones (>1) on a single truck. An adaptive large-neighborhood 
search heuristic for this problem is given by Tu et al. [21]. The multiple trav-
eling salesman problem with drones (mTSPD) is a multiple-truck/multiple-
drone variant of the problem. This involves multiple tours (one for each 
truck) and multiple drones performing last-mile deliveries. A MILP formula-
tion for mTSPD along with a two-phase adaptive insertion heuristic and a 
genetic algorithm are proposed by Kitjacharoenchai et al. [22]. The perfor-
mance of the GA is compared with that of the standard CPLEX optimizer 
and shown to obtain solutions in significantly less time.

In the heterogeneous drone-truck routing problem (HDTRP), the role of 
the truck is to carry (multiple) drones on the tour, stopping temporarily at 

Figure 12.4  PDSTSP example with nine nodes (including depot).
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certain landing points from where some of the drones make deliveries and 
return to the truck. The truck waits until all drones have returned before 
moving further down the tour. An example solution to the HDTRP on a 
problem instance having 17 nodes (including depot) is shown in Figure 12.5. 
A single drone is assumed for this example. The truck stops at four landing 
points (indicated by the blue triangles), with the drone servicing customer 
locations near each point. An exact algorithm for solving small instances of 
the HDTRP is given by Kang and Lee [23].

12.3 � CONSTRAINED SINGLE TRUCK-AND-DRONE 
PARCEL DELIVERY PROBLEM (CSTDP)

This section describes a simplified version of the TSP-D problem that consid-
ers delivery points which tend to form small, geographically close clusters. 
While one of the delivery points in the cluster could be served by the truck, 
the remaining few are better served by the drone. This variant represents a 
common package delivery scenario in populated areas where delivery points 
are distributed across a medium-to-wide geographical area, but small num-
bers of delivery points often occur relatively close to one another. Given a 
source warehouse and set of destinations sites, the goal is to construct a tour 
that enables the delivery truck to start from and return to the source ware-
house, while traversing a subset of the delivery points earmarked for deliv-
ery by drone. Delivery points covered by the drone would be covered as and 
when the truck stops to make a delivery at a destination on its tour. Truck-
and-drone customers/locations are assumed to be pre-assigned. Further, 
drone locations are assumed to be within the delivery range of the drone. 
The objective of the problem is to minimize the total distance required for 
the truck-and-drone tours.

Figure 12.5  HDTRP example with 17 nodes (including depot).
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The main conditions assumed for the problem are as follows:

	 1.	The distance traveled by the drone is computed using the Euclidean 
norm.

	 2.	The distance traveled by the truck is measured using the Manhattan 
distance.

	 3.	The drone’s vertical take-off and landing times are not considered.
	 4.	For the drone, only the distance traveled is considered, and not the 

flight time.
	 5.	One drone and one truck operate in tandem.
	 6.	The number of locations serviced by the drone is sufficiently small to 

warrant a single sortie.
	 7.	Both the truck and drone travel at a constant speed.
	 8.	The truck waits at the starting location of a drone sortie until the 

drone returns, and subsequently proceeds to the next delivery loca-
tion; the truck does not travel solely to reunite with the drone.

	 9.	There are no constraints on the airspace traveled by the drone.

12.4 � MODIFIED TSP HEURISTICS FOR THE CSTDP

Three heuristics for the traveling salesman problem are adapted for the 
CSTDP problem in this section. All three are well-known heuristics that are 
known to obtain good performance for the TSP. In the descriptions that fol-
low in this section, the distances traversed by the drones are quantified using 
the Euclidean norm (denoted as ‘e’ in the pseudo-code and discussion), and 
truck distances (denoted by ‘m’) are quantified using the Manhattan distance 
measure.

12.4.1 � Modified nearest neighbor (mNN) heuristic

In the modified nearest neighbor (mNN) heuristic, the nearest neighbor is 
implemented on all the truck locations to determine the route and then the 
same heuristic is used for determining the drone path for each drone cluster 
around the truck locations. The key steps of the heuristic are as follows.

Heuristic: mNN

	 1.	Start at the depot w.
	 2.	Mark all the truck nodes as unvisited and the current truck node as 

visited.
	 3.	Find the truck node that is nearest to the current truck node.
	 4.	For the current truck node, select all drone locations within range of 

the node:
	 a.	 Mark all the drone locations as unvisited and current location as 

visited.
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	 b.	 Find the drone location closest to the current location, mark as 
visited and add to path via the current location.

	 c.	 Repeat step 4(b) until all the drone locations have been added to 
path.

	 d.	 Connect the first location of this subtour to the last visited (drone) 
location.

	 5.	Repeat steps 3–4 until all the locations are contained in the path. Then 
link the first and last locations to complete the tour.

12.4.2 � Modified nearest insertion (mNI) heuristic

In the modified nearest insertion (mNI) heuristic, the nearest insertion is 
implemented on all the truck locations to determine the route and then 
the same heuristic is used for determining the drone path for each drone 
cluster around the truck locations. The main steps of the heuristic are as 
follows.

Heuristic: mNI

	 1.	Start at the depot w.
	 2.	Find the truck location i such that mwi is minimal and forms subtour 

w-i-w.
	 3.	 Selection step: Given a subtour T, find a node k∉T, such that distance 

(k, x) is minimal ∀x ∈ T
	 4.	 Insertion step: Find arc(w, j) in the subtour T that minimizes 

mwk+mkj−mwj; introduce k in between nodes w and j:
	 a.	 For node k, select all drone locations within range of the node k.
	 b.	 Starting from truck location k, find the drone location such that ekr 

is minimal and forms subtour k-r-k.
	 c.	 Selection step: Given a subtour R, find node r∉T that is closest to 

any node in the drone tour.
	 d.	 Insertion step: Find the arc(k, s) in the subtour which minimizes 

ekr+ers−eks; insert r between k and s.
	 e.	 Go to step 4(c) unless a Hamilton cycle is obtained.
	 5.	Return truck-and-drone paths

12.4.3 � Modified minimum spanning tree (mMST) 
heuristic

In the modified MST heuristic, a minimum spanning tree is constructed 
using the truck locations, and a pre-order walk of the MST starting from 
the root is performed, with the root appended to the end of the walk. The 
well-known Prim’s MST algorithm [24] is used for this purpose. The result-
ing sequence forms the truck tour. A similar approach is used for each drone 
cluster, using the nearest truck node as both start and end of the subtour. 
The key steps of this heuristic are as follows.
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Heuristic: mMST

	 1.	Mark the warehouse location (w) as the start and end points.
	 2.	Construct MST, taking w as root.
	 3.	List the nodes visited in a pre-order walk of the constructed MST and 

add w at the end.
	 4.	For each truck location t, mark t as the starting and end location for 

the corresponding drone locations near t.
	 4.1	 Construct MST for the drone locations rooted at t.
	 4.2	 List the drone nodes visited in pre-order walk of the constructed 

MST and add truck location t at the end.
	 5.	Return truck-and-drone paths.

12.5 � EXPERIMENTAL WORK

A random truck-drone dataset generator was built for testing the three 
constructive heuristics described in Section 12.5. The generator takes three 
arguments as input: the size of a 2-D grid and upper limits on the number 
of truck-and-drone locations to be generated, respectively, in the dataset; 
and returns a 2-D grid populated with appropriate numbers of randomly 
placed truck-and-drone customer locations. For the experimental work pre-
sented in this section, three test sets were generated, each comprising ten test 
instances. The main characteristics of the test sets, named TSET1, TSET2 
and TSET3, are summarized in Table 12.1.

All three heuristics (and also the random dataset generator) are imple-
mented in Python (3.8) and tested on a computing system having Intel core-
i5 (2.5 GHz) processor, 8 GB RAM and 512 GB HDD running Windows 11.

The results obtained by the heuristics on the TSET1, TSET2 and TSET3 
instances are presented in Tables 12.2–12.4, respectively. In the tables, the 
‘Inst. No.’ filed denotes the instance number, and Nt and Nd denote respec-
tively the number of truck-and-drone locations in the test instance. The tour 
cost obtained and computation time taken by each heuristic are also reported.

The results for TSET1 (Table 12.2) show that the lowest-cost tours were 
obtained by the mNI heuristic on all the ten instances. The parcel delivery 
graph (PDG) obtained by each heuristic on the first instance is also plotted 
graphically in Figures 12.6–12.8 for the mNN, mNI and mMST heuristics 
respectively. It is observed that the mNN and mNI heuristics obtain identical 

Table 12.1  Summary of test set characteristics

Grid dimensions Truck locations Grid locations

TSET1 500 3–5 10–14
TSET2 100 8–10 17–23
TSET3 500 12–15 30–40
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truck tours, but the length of the drone tours constructed using the mNI heu-
ristic is on average shorter. The mMST heuristic obtains the highest tour cost.

The results obtained by the heuristics on the larger test instances (TSET2 
and TSET3/Tables 12.3 and 12.4 respectively) also show that the mNI heu-
ristic consistently returns the best results in almost all cases. It outperforms 
the mMST heuristic on all instances and obtains better tours than the mNN 
heuristic in 18 out of the 20 test instances, losing out only on instance 2 in 
TSET2 and instance 5 in TSET3. The PDGs obtained for the first test 
instance of TSET1 by each heuristic are also depicted graphically in Figures 
12.9–12.11. Further, the low computational time reported for the heuristics 
implies that they scale well for much larger problem sizes.

Table 12.2  �Tour distances and execution times of the mNN, mNI and mMST heuristics  
respectively on the TSET1 test instances

Inst. 
no. Nt Nd

mNN heuristic mNI heuristic mMST heuristic

Cost Time (s) Cost Time (s) Cost Time (s)

1 4 13 1752.04 <0.01 1505.32 0.04 1985.45 <0.01
2 4 10 2178.83 <0.01 1966.15 0.03 2010.41 <0.01
3 4 13 1526.71 <0.01 1297.49 0.02 1735.75 <0.01
4 3 10 1735.3 <0.01 1526.37 0.03 1649.82 <0.01
5 4 12 2066.68 <0.01 1850.63 0.04 1888.73 <0.01
6 5 13 1988.35 <0.01 1680.1 0.03 1961.92 <0.01
7 4 14 2137.29 <0.01 1930.17 0.04 2351.9 <0.01
8 5 13 1626.28 <0.01 1483.72 0.03 1551.17 <0.01
9 3 11 1304.75 <0.01 1151.81 0.02 1178.35 <0.01
10 4 12 1823.58 <0.01 1566.36 0.02 1598.84 <0.01

Table 12.3  �Tour distances and execution times of the mNN, mNI and mMST heuristics  
respectively on the TSET2 test instances

Inst. 
no. Nt Nd

mNN heuristic mNI heuristic mMST heuristic

Cost Time (s) Cost Time (s) Cost Time (s)

1 9 22 3068.47 <0.01 2655.16 0.06 3036.26 <0.01
2 8 24 2726.28 <0.01 2653.72 0.05 3267.28 <0.01
3 8 21 2955.79 <0.01 2701.34 0.04 2930.03 <0.01
4 9 22 3034.49 <0.01 2753.85 0.04 4058.74 <0.01
5 8 18 2670.12 <0.01 2739.75 0.05 2878.53 0.02
6 9 22 3338 <0.01 2976.04 0.05 3988.62 <0.01
7 9 21 3227.81 <0.01 3163.11 0.04 4145.33 0.02
8 8 21 3341.61 <0.01 3078.85 0.05 3912.63 <0.01
9 9 27 3217.68 <0.01 3186.87 0.06 4037.69 <0.01
10 8 19 3644.19 <0.01 3022.75 0.04 3682.08 <0.01
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Table 12.4  �Tour distances and execution times of the mNN, mNI and mMST  
heuristics respectively on the TSET3 test instances

Inst. 
no. Nt Nd

mNN heuristic mNI heuristic mMST heuristic

Cost Time (s) Cost Time (s) Cost Time (s)

1 12 32 3623.24 <0.01 3183.48 0.05 6333.99 <0.01
2 14 34 4028.76 <0.01 3796.47 0.17 5241.42 0.03
3 14 28 3938.57 <0.01 3517.79 0.08 7271.56 <0.01
4 13 36 3744.8 <0.01 3339.19 0.06 5420.13 0.01
5 13 28 3577.06 <0.01 3350.1 0.06 5044.95 <0.01
6 13 38 4202.75 <0.01 3970.82 0.06 5664.11 0.01
7 13 31 3120.15 <0.01 3017.86 0.15 6794.7 0.01
8 14 31 4193.21 <0.01 3806.32 0.14 5439.85 0.01
9 14 37 4174.95 <0.01 3997.74 0.06 5542.72 0.01
10 14 32 3638.26 <0.01 3526.57 0.09 6617.72 0.01

Figure 12.6  �Truck-and-drone tour obtained by the mNN heuristic on TSET1 
instance#1.
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Figure 12.7  �Truck-and-drone tour obtained by the mNI heuristic on TSET1 instance#1.

Figure 12.8  �Truck-and-drone tour obtained by the mMST heuristic on TSET1 
instance#1.
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Figure 12.10  �Truck-and-drone tour obtained by the mNI heuristic on TSET2 
instance#1.

Figure 12.9  �Truck-and-drone tour obtained by the mNN heuristic on TSET2 
instance#1.
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12.6 � CONCLUSIONS

Delivery models that combine truck-based delivery models with drones 
are often modeled as variants of the traveling salesman problem. This 
chapter introduces and reviews several truck-and-drone problems mod-
eled as TSP variants and discusses the applications of such problems in 
real-world scenarios. Thereafter, a constrained variant of the single truck-
and-drone problem that involves a single truck with a mounted drone for 
making last-mile deliveries is presented. Three well-known heuristics for 
the TSP are adapted to this problem, and their performance is compared 
on a set of 30 specially generated test instances. The results show that the 
modified nearest insertion heuristic consistently obtains the best results. 
The TSP is known to be NP-hard, which motivates the development of 
heuristic and meta-heuristic techniques for solving the problem and its 
variants. Fast heuristics of the kind studied in this work are applicable 
for variants that have additional limits on the amount of time available 
for approximating a tour. The use of such heuristics in hybrid, problem-
specific metaheuristics could also lead to significant improvements in their 
convergence.

Figure 12.11  �Truck-and-drone tour obtained by the mMST heuristic on TSET2 
instance#1.
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13.1 � INTRODUCTION

Advances in internet technologies have made online advertising an ideal and 
effective choice for both small- and large-scale businesses to target suitable 
marketing segments [1]. The key parts of the online advertising ecosystem 
are:

	•	 Advertisers. An advertiser (e.g., eBay) creates an advertisement and 
generates the revenue for the publisher to display social content (texts, 
audio content, videos, etc.) on web pages and mobile applications.

	•	 Publishers. Publishers provide the platform to display the advertise-
ments on the websites from the advertiser’s side.

	•	 Ad network. An advertising network (e.g., Value Click) acts as an 
intermediary/broker between publishers and advertisers. They decide 
the pricing and fix the revenue for all customer activities such as click-
ing on advertisements or bidding in an auction.

	•	 User. Users are individuals who visit web pages and access advertise-
ments. When the user generates clicks on the displayed ads, they are 
redirected toward the associated advertiser’s webpage [2, 3].

The PPC advertising framework is depicted in Figure 13.1.
Publishers earn revenue using three types of revenue models:

	•	 Cost-per-mille (CPM/PPM): in this model, advertisers pay a fixed 
amount for every 1000 displays of their message.

	•	 Cost-per-action (CPA/PPA): in this model, revenue is generated accord-
ing to the desired action. The advertiser pays the cost per action.

	•	 Cost-per-click (CPC/PPC): in this model, revenue is generated for every 
click performed by the user. The advertisers pay for each click [4].

Of the revenue models, the pay-per-click (PPC) model is prevalent and 
widely used for online advertisement [5], but it is more vulnerable to suspi-
cious activities because of the large amount of money involved. One such 
activity is click fraud [6]. Click fraud are fake clicks generated by publish-
ers to earn more revenue without adverts and to mislead ad networks and 
advertisers [7]. Thus, it is one of the most daunting problems and needs to 
be addressed [8].

The following challenges are encountered in detecting click fraud:

	 1.	Class imbalance ratio: the number of genuine observations outnum-
bers the fraudulent observations. The severely skewed nature of the 
dataset makes the designed model biased towards the outnumbered 
class.
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Figure 13.1  PPC advertising ecosystem.
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.2.	� Massive data size: millions of clicks per day generated by the publish-
ers or users result in an enormous dataset, which complicates predict-
ing clicks and analyzing the publisher’s behavior.

	 3.	Features reported in the literature on click-fraud detection were of low 
importance, collinear, and redundant.

	 4.	The underlying status of the publisher is not provided. This makes it 
difficult to investigate which publishers in the CFD dataset should be 
considered fraudulent, which are genuine, and which should be kept 
under observation, and hence to design a model for identifying poten-
tially malicious publishers.

The present work overcomes these challenges with a reliable CFD system 
design that effectively investigates fraudulent conduct of the publishers gen-
erating false clicks. The system effectively addresses dataset imbalance with 
data-level sampling strategies. Since the features reported in the literature 
on click-fraud detection are of low importance, collinear, and redundant, 
several filter- and wrapper-based approaches are systematically analyzed in 
the CFD system. Good, accurate predictive fraud detection features were 
obtained through majority voting.

The system has investigated a broad range of single and ensemble learning 
methods to compensate for the lack of comprehensive studies on machine 
learning methods for detecting fraud in online advertising. Analysis of the 
feature ranking methods in the conjunction of ensemble learning models led 
to the discovery of significant optimal features to distinguish between suspi-
cious and normal behaviors. Below are the critical features of the designed 
framework:

	•	 An efficient click-fraud detection (CFD) system is proposed to effec-
tively investigate fraudulent publishers.

	•	 The issue of class imbalance is resolved by oversampling the fraudu-
lent samples using SMOTE and under-sampling the non-fraudulent 
instances utilizing RUSBOOST.

	•	 A novel majority voting-based feature selection approach, Hybrid-
Manifold Feature Subset Selection (H-MFSS), is proposed to obtain 
optimal informative features.

	•	 The efficacy of GTB is evaluated on the FDMA2012 mobile advertis-
ing user-click dataset for the investigation and classification of illegal 
publishers.

	•	 To generalize the efficiency of GTB, experiments are also conducted 
with 12 other conventional individual and ensemble classification 
models.

The rest of the work is organized as follows. Literature on click-fraud detec-
tion for the identification of fraudsters is reported in Section 13.2. Materials 
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and methods for the proposed CFD system are explained in Section 13.3. 
The classification approaches used in the experiment are discussed in 
Section 13.4. Section 13.5 examines 10-fold cross-validation, while Section 
13.6 covers the major classification assessment methods. The experimental 
results and discussion are to be found in Section 13.7, while Section 13.8 
concludes the work.

13.2 � RELATED WORK

Click fraud is an internet crime. While current fraud detection techniques 
investigate fraudulent actions from multiple perspectives, each has some 
constraints. The severely skewed nature of the class distribution in the 
FDMA 2012 dataset for the detection of click fraud has been addressed 
by Sisodia et al. [9], who evaluated the effect of standard data-level sam-
pling methods, including oversampling, under-sampling, and hybrid sam-
pling techniques, on nine classifiers’ performance. Sisodia et al. [10] further 
addressed the issue by proposing a novel strategy based on prototype 
selection using k-NN classifier to handle highly skewed class distribution. 
The QDPSKNN method splits the data into four equal parts and conducts 
down-sampling to balance the class distribution. It reduces the size of the 
training set by choosing only closest neighbors as relevant prototypes. In 
another study, Sisodia et al. [1] resolved the issue of concept drift, in which 
changes in the publisher’s status label make it difficult to identify suspicious 
behavior. They resolved the issue by proposing a deep CNN-based transfer 
learning (TL) framework that utilizes distinct pre-trained deep CNN mod-
els to extract features, leveraging prior knowledge to avoid learning from 
scratch. The extraction of optimal and reliable features by the DCNN mod-
els (feature extractors) helps identify publisher behavior and classify them 
as illegal or legitimate from 2-D graphical images using machine learning 
models.

Sisodia et al. [11] also identified the problem with the unbalanced user-
click FDMA dataset. They found that machine learning methods generally 
fail or provide misleading performance on datasets with a skewed distribu-
tion of classes. They used gradient tree boosting (GTB) to eliminate bias 
from the model, which optimizes loss function and alleviates error at the 
time of prediction. GTB resolved issues with the FDMA dataset, reducing 
the bias by integrating several weak learning models. Ways of identifying 
inflation fraud by analyzing the traffic logs of an ad network are proposed 
in [12–14].

Nevertheless, low noise attacks by clickbots make detection less efficient. 
To overcome this problem, Haddadi [6] employed bluff ads to examine 
fraud partners through the threshold, IP address, and profile matching 
methods. Metwally et al. designed a model to analyze advertising networks 



226  Lokesh Singh et al.

for the detection of single publisher attack [12], hit inflation attack [13], 
and duplicate click streams [14]. The only constraint observed in this work 
is that the traffic log of the advertising network remains unavailable to the 
advertisers. Dave et al. proposed an automated model for detecting and 
filtering specific click-spam attacks on advertising networks [15, 16]. Li et 
al. [3] designed a detection system to observe an advertisement delivery 
process for the detection of fraudulent activity. Despite its advantages, the 
process is time-consuming and it is hard to detect click fraud in real time. 
False clicks can be created by clicking bots in the background with a click 
over a specific link. General browsers are also employed to create malicious 
clicks. However, the constraint with this is that the traffic created by the 
general browser might be despoiled through the fraudulent partners and 
thus transformed into false clicks. The limitation of Asdemir et al.’s pro-
posed model to identify the tradeoff between search engines and advertisers 
is the overestimation of click fraud because the model is too complex to 
solve. Berar [17] developed a model which creates the click patterns for 
every internet advertisement. The model is designed to investigate the sta-
tus of partners with high precision, but the average precision value obtained 
is 36.2%, indicating that constraints remain. Berar’s model using the ran-
dom forest ensemble method to examine publisher status respecting their 
click profile has reduced computational time with an average precision of 
49.99% [18]. Perera et al. investigated click statistics using newly created 
features that combine sets of attributes to analyze behavior patterns of false 
partners[19].

Most of the attention in the literature has been paid to data-level sam-
pling strategies for balancing the class distribution toward fraudster classifi-
cation. But there is no comprehensive study of data mining and machine 
learning methods for fraudster identification. Nor are features comprising 
crucial information concerning different classes explored. The present work 
seeks to fill this gap by integrating feature extraction, feature selection, sam-
pling strategies and multiple classifiers into a single framework that effec-
tively predicts the status of a publisher.

13.3 � METHODS AND MATERIALS

The framework of the proposed CFD system is demonstrated in Figure 
13.2. Since the dataset is highly imbalanced, the first step is to resa-
mple the dataset using data-level sampling strategies. Then a variable 
elimination (feature selection) approach selects an optimal subset of fea-
tures through majority voting, using filter- and wrapper-based methods. 
Classification is performed with several individuals and ensemble-based 
learners.
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Figure 13.2  Framework of CFD system.
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13.3.1 � Dataset details

The Fraud Detection in Mobile Advertising (FDMA2012) user-click data 
sourced by Buzzcity Pvt. Ltd., a mobile advertising company, is used for 
the experiment in this work [18]. The dataset includes some missing val-
ues. The raw data comprises two sets, click and publisher, which fall into 
three further categories collected at distinct intervals. Details of the dataset 
can be seen in Figure 13.3, while the click and publisher database samples 
are listed in Tables 13.1 and 13.2, respectively, indicating missing values in 
some attributes. The detailed description of click and publisher dataset attri-
butes can be obtained from the following link: www.dnagroup.org/PDF/
FDMADataDescription.pdf.

13.3.2 � Data pre-processing

As demonstrated in Tables 13.2 and 13.3, the raw data provided comprises 
noisy patterns and missing values, making click prediction complex. The 
dataset is therefore pre-processed to remove heterogeneity.

13.3.3 � Feature engineering

Extraction of features is the key step in pre-processing; it reduces the 
dimensionality of the data by extracting more informative and relevant fea-
tures from the given original data. The heterogeneity of the dataset is thus 
removed by extracting 103 domain-specific features from the original data 
for a good data representation.

13.3.4 � Data re-sampling using data-level sampling 
strategies

Classification algorithms generalize well with balanced/equal classes. 
Thus, they perform poorly when dealing with uneven class proportion due 
to biasing of the classifier to the outnumbered class. The statistics of the 
FDMA2012 user-click dataset shown in Figure 13.3 demonstrate severe 
class skewness in the dataset. The presence of fewer fraudulent publishers 
than legitimate publishers in the dataset might degrade the performance 
of numerous machine learning models. Moreover, fewer observations of 
minority classes might result in false detection of classes [20]. To overcome 
this issue, we used the potential of two data-level sampling strategies to 
balance the class distribution of user-click datasets appropriately. Though 
numerous approaches for handling class imbalance problems are available, 
in this experiment, RUSBoost is utilized for under-sampling the majority 
instances, while SMOTE is utilized to oversample the minority samples of 
the data. The details of these algorithms are as follows.

http://www.dnagroup.org
http://www.dnagroup.org
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Figure 13.3  Detailed statistics of FDMA2012.



230 
Lokesh Singh et al.

Table 13.1  Statistics of Train Clicks, Validation_Clicks and Test_Clicks Set

Dataset Id Numericip Deviceua Pub id Cam id Co Timeat Cat Referer

Train clicks 13418094 3358683236 ? 8ils9 8ggy8 ar 00:08.0 mc ?
13418096 3648406743 GT-I9100 8iaxj 8fj2m ru 00:08.0 ad 24w9x4d25ts00400
13418100 688845547 Nokia_2700c 8irob 8gpuw za 00:08.0 co 253mfhuxmmdc4g84

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
Validation clicks 3038103 1977772086 Nokia_3110c 8i922 8gt65 in 01:24.0 ad ?

3038105 2088365076 ? 8idhp 8kcce th 01:24.0 mc ?
3038107 2945070095 GT-S5360 8ixq4 8k2bq my 01:24.0 ad 0odkolg7o60gss0g

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
Test clicks 9804629 3056950854 GT-S5360 dvry3 duhc8 th 07:37.0 mc m47q9abkwwc87sz2

9804630 3384765815 Nokia_E5 du7de dsfwc cr 07:37.0 mc ?
9804631 3384765728 ? dv3va dsfwc cr 07:37.0 ad ?

⋮. ⋮. ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
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13.3.4.1 � SMOTE: synthetic minority oversampling technique

SMOTE is an oversampling method that oversamples the proportion of 
minority classes by creating synthetic samples rather than oversampling with 
replacements [21, 22]. One of the core advantages of oversampling over 
under-sampling is that it doesn’t result in data loss, as it generates synthetic 

Table 13.2  Sample click details of the publisher database

Dataset Published Bank account Address Status

Publisher
9–11
Feb12

8ikt9 0gftajxeyjfccwg8 4fj6vatj8cqocw4k Fraud
8iks0 ? 2v658mwuvm4g4kow OK
8ikpq ? 2z4toc2e5z0gsog0 Observation

⋮ ⋮ ⋮ ⋮.
Publisher
23–25
Feb12

8j0hb 25m0ecmqx000wgw8 35i52az4ufs4ccwc OK
8j0g9 ? 4cy63ecu4rack8k4 Fraud
8j0j9 2atn63nfiyzos0ws 2edxb6zg6akgkk44 OK

⋮. ⋮. ⋮. ⋮.
Publisher
8–10
Mar12

dv4bi ?
hxt8v20gxun92dw 

ikpxbe4rn5 Observation

dv48e
il2bojznm9x26g6t 

djrcdf4wr
lgit9w6xp008v 

j81tjs8evxxi OK
dv48s ? ? OK

⋮. ⋮. ⋮. ⋮.

Table 13.3  List of top 15 selected features

Final selected features Feature details Voting score

102 cntr_sg_percent 6
17 std_spiky_iplong 6
41 evening_std_spiky_referer 4
53 distinct_iplong 4
8 afternoon_avg_spiky_ReAgCnIpCi 5
35 night_std_spiky_referer 3
4 night_avg_spiky_ReAgCnIpCi 6
99 cntr_tr_percent 5
71 std_total_clicks 6
104 cntr_other_percent 5
12 avg_spiky_ReAgCnIp 6
79 first_15_minute_percent 5
86 brand_Apple_percent 6
40 evening_avg_spiky_referer 3
92 avg_per_hour_density 4
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samples rather than alienating data from the majority class [22]. SMOTE 
works in the following way. The Fisher-Iris dataset (N) has 110 samples. 
Among N samples, the two classes, Iris-Versicolor and Iris-Virginica, have 50 
samples each, while Iris-Setosa has n = 10 samples. The following steps are 
required for generating synthetic samples to oversample the minority class:

	 1.	Let one of the minority samples considered (mi) = [5.1, 3.5, 1.4, 0.2]
	 2.	Let the randomly selected nearest neighbor (ra) = [5.2, 3.7, 1.7, 0.1]
	 3.	Computing the positive difference between Step 1 and 2 (di) = [0.1, 

0.2, 0.3, 0.1]
	 4.	Random number between 0 and 1 (t) - [0.2, 0.8, 0.3, 0.5]
	 5.	New synthetic minor sample (ms)=mi ∗ di + t → [5.12, 3.66, 1.49, 0.25, 

‘Iris-Setosa’]

The algorithm below represents the pseudo-code of SMOTE oversampling.

ALGORITHM: Smote

Input:

N = Training samples
n = Minority samples
Z = Synthetic samples for every training sample
k = Number of neighbors

Output:

ms = New synthetic samples

Procedure:
Step 1    for i = 1to n do
Step 2       search k closest centroid neighbor sample 
Step 3           for j = Z to 1 do
Step 4                �now select one k closest centroid neighbor at random; let’s 

say (ra)
 	               di = ra − mi
 	               t = random number between 0 and 1
 	               ms = mi + di ∗ t
 	               New synthetic samples ← ms
 	          end for
              end for

13.3.4.2 � RUSBoost

RUSBoost is an under-sampling method that randomly alienates samples 
from the majority class data. It integrates sampling with boosting to improve 
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the classification performance significantly in case of uneven class distribu-
tion [23]. The reason for utilizing RUSBoost is the integration of random 
under-sampling with the AdaBoost, reducing the time required to design a 
model. RUS balances the class proportion, and AdaBoost improves the clas-
sification performance [24].

Below the algorithm is the pseudo-code of RUSBoost, which is described 
as follows.

Let D = dataset, xi = sample point in feature space, yi = class label in a set 
of class labels Y, (xi, yi) = samples in the dataset, NT = number of iterations 
while DP is the desired percentage of total instances to be represented by the 
minority class, ht = weak hypothesis and h(x) = outcome of hypothesis. In 
Step 1, the weight of every sample is set to 1/n. Here m represents the total 
number of samples in the training dataset. In Step 2, weak hypotheses are 
continuously trained, as discussed in Steps 2(i) to 2(viii). In Step 2 (i), ran-
dom under-sampling is applied to alienate majority class samples until DP % 
of the new training dataset Dt belongs to minority observations. Consequently, 
assign a new weight wet

’ to Dt. Now pass Dt and wet
’ to base learner and call 

WeakLearn, which creates the weak hypothesis, as shown in Step 2(iii). 
After that, evaluate the pseudo-loss for D and wet

’ as demonstrated in Step 
2(iv). In Step 2(v) weight update parameterαt is evaluated. The weight divi-
sion for the next iterative process wet+1 is then updated and normalized in 
Steps 2(vi) and 2(vii). After numerous iterations from Step 2 to 3, Step 4 
describes the outcome.

ALGORITHM: Rusboost

Input:
Given training dataset.
D = {d1, d2, …. dN) and minority class ym ϵY and di = (xi, yi) where xi ϵX and 
yi ϵ{−1, +1}
NT = number of iterations
DP = desired percentage of total instances to be represented by the minority 
class
WeakLearn = Weak learner

Output:
h(x) = final hypothesis

Procedure:
Step 1	 Initialize the weight of each sample.

  	 w i
n

i � � � 1
 for all i ϵ {1…. n}

 
Step 2	 (i) for k = 1 to NT do
  	 (ii) �construct a new training database Dt with weights wet

’ by using 
random under-sampling.
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  	 (iii) �randomly remove the majority observations until DP % of the 
temporary training dataset Dt belongs to minority observations.

  	 (iv) �now pass Dt and wet' to the base learner and call WeakLearn 
which creates the weak hypothesis.

		  ht : X ∗ Y → [0, 1]

	 (v)  evaluate pseudo-loss for D and wet

		  ϵt = ∑(i, y):yi≠ywet(i)(1 − ht(xi, yi) + ht(xi, y))

  	 (vi) evaluate weight update parameter

		   �t
t

t

� �
��1

	 (vii) update et : wet+1(i) = wet(i) �t

h x y h x y y yt i i t i i i
1
2

1� � �� �� �� �, , :

	 (viii) then normalize wet+1

     		   wet+1(i)  = we i

we i
t

i t

�

�

� �
� � �

1

1

Step 3	 end for
Step 4	 outcome

 	 h(x)= argmax h x yy Y

t

NT

t
t

�

�
� � �

1

1
, log

�

13.3.5 � Proposed feature selection approach: hybrid-
manifold feature subset selection

The selection of significant features is appropriately deemed a dominant 
task as it directly affects the model’s classification performance. Features 
obtained after the feature extraction might be irrelevant, increasing the 
computational cost. The presence of several features during classification 
not only increases the training time and computational complexity but also 
tends to overfit the model. Moreover, several irrelevant and noisy features 
may result in redundant information and affect the accuracy of the predic-
tive model. Therefore, to alienate unwanted and less relevant features, we 
have designed and evaluated a Hybrid-Manifold Feature Subset Selection 
(H-MFSS) approach, using the potentials of three existing filter-based 
approaches and three wrapper-based approaches through majority voting 
or voting score (VS). VS is the total number of votes gained by an individual 
feature. The highest VS considered in this experiment is 6, as six existing 
feature selection approaches are employed in designing the proposed feature 
selection process. The higher the VS, the higher the relevance of the feature. 



A reliable click-fraud detection system for the investigation  235

The H-MFSS process is demonstrated in Figure 13.2. The two-step working 
of the designed approach is as follows:

	Step 1: �� Utilizing Filter and Wrapper Approaches to Obtain Ranking of 
Features
	a.	 Filter-Based Approach: Filter-based approaches select the high-

est voting features evaluated using the heuristic scoring criteria 
without a learning algorithm [25]. The criteria rank the variables 
and assign a threshold to filter out irrelevant variables which fall 
below the threshold [26] and thus are comparably faster and 
more efficient than wrapper-based methods [27]. GainRatio, 
Infogain and OneR algorithms are used to obtain highly scored 
features.

	b.	 Wrapper-Based Approach: Wrapper-based approaches rely on 
learning algorithms to evaluate the characteristics of selected 
features. There are two steps: 1) using the search strategy, it 
seeks the best subset of features; and 2) selected features are then 
evaluated. These steps are iteratively repeated until a stopping 
criterion is fulfilled, or the desired classification performance is 
achieved [28]. Wrapper approaches achieve high classification 
accuracy but unfortunately lead to high computational complex-
ity due to huge feature space and infinite n number of features, 
which makes the search unfeasible when the number of features 
increases [27, 29].

Features selected by several filter and wrapper methods are 
shown in Figure 13.4.

	Step 2:  Utilizing Majority Voting to Obtain Commonly Ranked Features
The feature ranking differs with specific feature selection approaches. 
Some feature selection approaches provide the feature higher rank-
ing while others provide the same feature lower ranking. Lower-
ranked features sometimes degrade performance. Therefore, we 
used majority voting to identify highly voted and commonly ranked 
features. The process computes all the votes of each feature pro-
vided by the respective feature selection methods and chooses the 
relevant ranked features. Features with the maximum number of 
counts are deemed the most relevant and significant. To save com-
putation time, the top 15 most highly voted and commonly ranked 
features are selected through H-MFSS according to the votes gained 
by each feature (see Figure  13.4). The details of selected features 
are represented in Table  13.3, while the voting score gained by 
selected features is represented in Figure 13.5. The key contribution 
of feature selection in this experiment is minimum redundancy and 
maximum relevancy, and this has improved the comprehensibility of 
models and the predictive precision rate of the classification models 
employed in this experiment.
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Figure 13.4  Features selected by existing FS methods and proposed approach.
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13.4 � CLASSIFICATION APPROACHES

This section briefly describes the classification methods used in the experiment.

13.4.1 � Gradient boosting machine

The potentials of gradient tree boosting [30, 31], a widely used machine 
learning model, are utilized to classify fraudulent publishers in this experi-
ment. It builds a predictive model by iteratively integrating several weak 
learners into a strong learner, using the gradient descent method. The work-
ing of GTB is depicted in Figure 13.6.

GTB at the mth thestep would lay a decision tree hm(x) to pseudo residu-
als. Suppose the total number of leaves be jm then the tree splits the input 
space into several jm disjoint regions.

	 R R mm m1 …….

where constant values are predicted in every region and the output of hm(x) 
for input x can be described as the addition:

	
h x b R xm

j

j

jm jm

m

� � � � �
�
�

1

1

where bjm indicates the predicted value in the region Rjm.

Figure 13.5  Voting score of selected features.

Figure 13.6  Working of gradient tree boosting.
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Let γm be the selected value employing line search, which is then multi-
plied by the coefficients bjm for minimizing the loss function and updating of 
the model, which is as follows:

	 F x F x h xm m m m� � � � � � � ��1 � ,

	

� �

�

m

i

n

i m i m iL y F x h x� � � � � �� �
�

��arg min ,
1

1

Rather than selecting a single value γm, for the complete tree, Friedman 
modified this algorithm for selecting the specific optimum values γjm for 
every region of the tree. bjm the coefficient is thus alienated from the tree fit-
ting method, and the model is updated as follows:

	
F x F x R xm m

j

j

jm jm

m

� � � � � � � ��

�
�1

1

1�

	

� �

�
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�
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The efficiency of GTB is evaluated by experimenting with other state-of-
the-art classification approaches, to which we now turn.

Category Classification 
method Description References

Single 
Classification 
Methods

KNN KNN is a lazy-learner, non-parametric, 
machine learning classification algorithm 
which categorizes data using k-nearest 
neighbors.

[32, 33]

Decision 
Trees

The decision tree is a machine learning 
graph-like structure that designs a training 
model for the prediction of the class 
through learning decision rules inferred 
from the training data.

[34, 35]

Discriminant 
Analysis

Discriminant analysis is a machine learning 
method used for classification which 
generates distinct classes by distinct 
Gaussian distributions.

[36, 37]

Naïve Bayes Naïve Bayes is a classification approach that 
follows the Bayes’ Theorem principle, 
which assumes independence among 
predictors.

[38, 39]

SVM Based on the structural risk minimization 
principle, it carries out classification by 
searching the optimal hyperplane to 
maximize the margin between several 
classes.

[40–43]
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Category Classification 
method Description References

Ensemble 
Approaches

AdaBoostM2 This approach is the extended version of 
AdaboostM1 and is suitable for multi-
class classification, which utilizes weighted 
pseudo-loss for n number of observations 
and k number of classes.

[44–46]

Random 
Forest

Random forests build an ensemble of 
decision trees with the bagging approach 
to enhance the outcome and the 
performance of the learning models.

[18, 47, 
48]

LpBoost Linear programming boost deals with 
multi-class classification with the aim of 
maximizing the margin in the training 
dataset using linear programming.

[49–51]

TotalBoost TotalBoost, like LpBoost, generalizes well 
with the multi-class classification by 
maximizing the minimum margin using 
quadratic programming.

[52, 53]

KNN = K-Nearest Neighbor, SVM = Support Vector Machine, GTB = Gradient Tree Boosting

13.5 �VALIDATION USING 10-FOLD CROSS-VALIDATION

Cross-validation (CV) is the usual methodology to evaluate the predic-
tive performance of the learners [54, 55]. In this work, a 10-fold CV is 
employed for the performance evaluation of learning algorithms. 10-fold 
CV starts with data partitioning into ten equal-sized subsamples/folds [56]. 
Afterwards, k iterative procedures are performed for training and validation 
[57, 58]. In every iteration, one-fold among total folds is extracted for test-
ing while the remaining nine are taken for training [59, 60]. The algorithm 
discussed below represents the pseudo-code for ‘k-fold’ CV:

ALGORITHM: K-Fold Cross-Validation

Input:
Let D = training set
      k = integer constant

Output:
C = confusion matrix

Procedure:

Step 1	 divide the training set D into same-sized subsamples D1…. Dk

Step 2	 for i = 1 to k
 	      let S = D/Di

 	      execute the classification algorithm with S as the training set
 	      test the classifier on Di to obtain tpi, fpi, tni and fni
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Step 3	 end for
Step 4	 compute t tpp i i� � , fp = ∑i ifp , t tnn i i� � , f fnn i i� �
Step 5	 C = confusion matrix

13.6 � CLASSIFICATION MATRIX AND ASSESSMENT 
METHODS FOR MULTI-CLASS CLASSIFICATION

The contingency table for binary and multi-class classification is depicted 
in Figure 13.7, where (a) and (b) represent the confusion matrix for binary 
class and all three (A, B & C) classes, respectively, where the blue diagonal 
elements in (b) indicate the actual/true predictions while the remaining rep-
resent incorrect predictions. Figures (c), (d) and (e) represent the confusion 
matrix for A, B, and C classes, respectively. TPA, TPB, and TPC represent classi-
fied instances from classes A, B and C. EAB and EAC represent class A instances 
misclassified as class B or C [61]. False negative, false positive and true nega-
tive for classes A, B and C can be calculated as depicted in Table 13.4.

Assessment methods act as an indicator which shows the performance of 
classification algorithms. The correct interpretation and evaluation of assess-
ment methods is the key to analyzing the performance of the classification 
model. Though numerous methods are available for the evaluation of clas-
sification methods, accuracy and error rate cannot be used as a key measure 
to handle uneven class distribution. This is because utilizing accuracy as a 
key measure makes the classifier biased over the outnumbered class rather 
than the minority class. Since few of the measures are susceptible to imbal-
anced data, this experiment highlights the evaluation measures used for the 
classification of multi-class imbalanced data as precision, recall (sensitivity), 
specificity and geometric mean (G-mean) [20].

Table 13.5 describes the measures for evaluating the multi-class imbal-
anced dataset.

	 1.	Positive Prediction Value (PPV) or Precision is defined as the ratio of 
accurately classified true instances amid the total predicted instances, 
as indicated in Eq. 13.1 [61].

	 2.	Sensitivity/True Positive Rate (TPR)/Hit Rate/Recall is defined as the 
measure of correctly classified true samples, indicated in Eq. 13.2.

	 3.	Specificity/True Negative Rate (TNR)/Inverse Recall is defined as a mea-
sure of accurately classified negative instances, indicated in Eq. 13.3. It 
is suitable for the evaluation of imbalance in the data due to its depen-
dency on true negative and false positive lying in the similar column of 
the contingency table [63].

	 4.	G-mean: G-mean is the geometric mean of sensitivity and precision 
[64]. It defines the balance amidst classification performances towards 
the majority and minority classes [65].
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Figure 13.7  Confusion matrix (a) binary and (b–e) multi-class classification.
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13.7 � RESULTS AND DISCUSSION

Scikit-learn is employed in experiments to evaluate the effectiveness of the 
designed CFD system to handle challenges that arise in modeling the FDMA 
2012 dataset in the fraudster classification. Experimentation among several 
classifiers has shown GTB to be a significant approach to learning to rank in 
the user-click dataset. This section evaluates the impact of feature selection 
and data sampling on the CFD system designed to identify fraudsters.

13.7.1 � Impact of sampling

Machine learning methods generally show poor results when dealing with 
an imbalanced dataset, as they are designed to improve classification per-
formance by alienating error. They therefore do not consider the propor-
tion of classes, resulting in biased and erroneous predictive models due to 
an imbalance of classes in the dataset. Since the user-click dataset is highly 
imbalanced and only a few publishers are fraudulent, the model might 
become biased towards the majority of the classes. This work tackles the 
problem, using two sampling techniques for under-sampling and overs-
ampling of instances. In oversampling, synthetic samples are generated by 

Table 13.5  Classification measures for multi-class imbalanced dataset

Classification 
Measures References Equations Eq. no

Precision [61, 66] PPV
TP

FP TP
�

�
(13.1)

Sensitivity [62] TPR
TP

FN TP
TP
P

�
�

� (13.2)

Specificity [63] TNR
TN

FP TN
TN
N

�
�

� (13.3)

G-Mean [64, 65] GM TPR TNR
TP

TP FN
TN

TN FP
� � �

�
�

�
(13.4)

Table 13.4  Formulations of elements of the multi-class confusion matrix

FNA = EAB + EAC FPA = EBA + ECA TNA = TPB + TPC + ECB + EBC

FNB = EBA + EBC FPB = EAB + ECB TNB = TPA + TPC + ECA + EAC

FNC = ECA + ECB FPC = EAC + EBC TNC = TPA + TPB + EBA + EAB

FN = false negative, FP = false positive, TN = true negative, TP = true positive
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oversampling the minority instances, while in under-sampling, the majority 
instances are reduced.

RUSBoost and SMOTE sampling methods are used to evaluate the effect 
of sampling in assessing the model’s performance. Both methods performed 
well on the validation dataset. Results in Tables 13.6 and 13.7 demonstrate 
the impact of sampling using RUSBoost and SMOTE over the learning mod-
els. Table 13.6 shows the results analyzed using original data and data sam-
pled through RUSBoost with all features and proposed selected features. In 
contrast, Table 13.7 shows the results analyzed using actual data and data 
sampled through SMOTE with all features and proposed chosen features. It 
can be seen from the results that a balanced dataset gives better classification 
performance than the imbalanced dataset, where GTB has outperformed the 
rest of the classifiers. This is illustrated in graph form in Figure 13.8.

13.7.2 � Impact of feature selection

The potential of existing filter- and wrapper-based approaches are used 
in designing this experiment’s proposed feature selection strategy. Filter-
based approaches are computationally more efficient than wrapper meth-
ods, as they evaluate significant features based on data characteristics. Still, 
selected features are not deemed optimal as filter approaches are indepen-
dent of learning methods. While wrapper methods use a learning strategy 
for selecting an optimal feature subset, they guarantee optimal results; an 
increase in the number of features makes the wrapper method computa-
tionally expensive and not feasible. Both methods have pros and cons of 
their own. The criterion for selecting features usually differs for several fea-
ture selection approaches. So, relying on one of the feature selection meth-
ods to acquire dominant features may mislead the classifier. Thus, three 
filter-based and three wrapper-based methods are employed in performing 
the experiment rather than considering the feature subset obtained from 
the single method. Utilizing the potentials of conventional feature selec-
tion methods, a new Hybrid Manifold-criterion Feature Subset Selection 
approach is proposed.

The proposed feature selection method has utilized the potentials of three 
filter-based methods, namely GR (Gain Ratio), IG (Information Gain) and 
1R (OneR) and three wrapper-based methods, namely COR (Correlation), 
ES-WS (Evolutionary Search-Wrapper Subset) and BF-WS (BestFirst-
Wrapper Subset) respectively. VS then combines the results of filter- and 
wrapper-based algorithms to obtain significant and most relevant features 
where all features have scored respective voting scores. The computation of 
voting scores is based on the occurrence of a particular feature in the cho-
sen list of all six feature selection methods. If all six feature selection 
approaches choose six features, those features are deemed most significant 
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Table 13.6  Performance evaluation of classifiers with all features and selected features on data balanced by RUSBoost

Methods

Without sampling (all features)

RUSBoost

All features Proposed selected features

AP SE SP GM AP SE SP GM AP SE SP GM

KNN 43.45 0.42 2.00 0.92 48.92 2.24 2.24 2.24 49.69 2.72 2.39 2.54
LDA 49.63 0.48 1.87 0.95 50.26 2.09 2.1 2.09 51.34 2.36 2.17 2.26
QDA 48.62 0.47 1.33 0.79 44.9 1.56 2.54 1.99 48.88 1.76 2.88 2.25
NB 35.28 0.26 1.29 0.58 39.23 1.26 2.06 1.61 39.69 1.57 2.05 1.79
SVM (L) 35.02 0.34 1.07 0.60 24.45 1.11 2.09 1.52 36.22 1.46 2.03 1.72
SVM (P) 26.89 0.16 1.05 0.41 24.45 1.21 2 1.55 32.27 1.33 2.01 1.63
SVM (RBF) 38.12 0.38 1.22 0.68 36.95 1.47 2.2 1.79 41.3 1.78 2.22 1.98
DT+ CART 47.51 0.5 1.62 0.9 46.93 1.75 2.26 1.98 48.77 1.98 2.38 2.17
ABM2+CART 50.62 0.48 1.95 0.97 56.09 2.01 2.31 2.15 55.03 2.11 2.46 2.27
GTB+CART 57.05 0.58 2.56 1.21 58.87 2.65 2.84 2.74 60.67 2.94 2.97 2.95
RF + CART 56.02 0.55 2.21 1.10 58.38 2.32 2.63 2.47 59.89 2.64 2.93 2.78
LB + CART 56.79 0.55 2.19 1.09 57.38 2.23 2.35 2.28 57.86 2.54 2.42 2.47
TB + CART 52.63 0.49 2.01 0.99 52.87 2.19 2.29 2.23 55.63 2.39 2.44 2.41
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Table 13.7  Performance evaluation of classifiers with all features and selected features on data balanced by SMOTE

Methods

Without sampling (all features)

SMOTE

All features Proposed selected features

AP SE SP GM AP SE SP GM AP SE SP GM

KNN 48.92 0.38 2.43 0.96 50.17 2.34 2.65 2.49 53.8 2.76 2.87 2.81
LDA 54.23 0.43 2.04 0.94 46.67 2.36 2.13 2.24 47.51 2.49 2.23 2.36
QDA 53.29 0.42 1.79 0.87 42.51 2.01 2.16 2.08 56.87 2.08 2.21 2.14
NB 40.57 0.28 1.95 0.74 41.35 1.34 2.11 1.68 35.23 1.89 2.14 2.01
SVM (L) 39.25 0.22 1.88 0.64 43.64 1.32 2.1 1.66 45.26 1.68 2.3 1.97
SVM (P) 31.57 0.15 1.56 0.48 32.25 1.56 1.78 1.67 32.87 1.49 2 1.73
SVM (RBF) 43.28 0.27 1.76 0.69 45.03 1.53 1.99 1.74 47.14 1.66 2.1 1.87
DT+ CART 52.81 0.43 2.23 0.98 55.48 1.32 2.56 1.84 56.64 1.81 2.74 2.23
ABM2+CART 55.9 0.45 1.77 0.89 54.83 1.63 1.96 1.79 56.65 1.61 2.3 1.92
GTB+CART 64.86 0.49 2.62 1.13 65.25 2.78 2.76 2.77 66.78 2.93 2.96 2.94
RF + CART 61.13 0.43 2.51 1.04 62.59 2.59 2.83 2.71 62.93 2.82 2.94 2.88
LB + CART 58.75 0.47 2.31 1.04 55.93 2.45 2.46 2.45 58.93 2.68 2.67 2.67
TB + CART 55.54 0.47 2.19 1.01 43.23 2.38 2.26 2.32 55.72 2.59 2.54 2.56
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Figure 13.8  �Performance comparison of classifiers with all features and proposed selected features on data balanced by RUSBoost.
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and voted as ‘6’. VS = 6 is considered the highest score, while VS < 3 is 
regarded as the lowest score. On this basis, a total of 15 most relevant and 
significant features are selected as final features by the manifold feature 
subset selection method to enhance the robustness.

Tables 13.6 and 13.7 show the impact of several existing feature selection 
methods and the proposed feature selection strategy on the performance of 
the employed classifiers on the original dataset and dataset balanced by data 
sampling strategies. The graphical illustration of the same is depicted in 
Figure 13.9. Results demonstrate that classifiers perform better with selected 
features utilizing all features. Out of all the methods, Gradient Tree Boosting 
(GTB) outperforms other classifiers, outperforming other classifiers in terms 
of average precision, sensitivity, specificity, and geometric mean on the data-
set balanced using SMOTE sampling method while simplifying the predic-
tive models.

13.7.3 � Performance comparison

The impact of feature selection and sampling strategy on the classifiers over 
the validation dataset is stated in Tables 13.6 and 13.7. The graphical illus-
tration of the same is demonstrated in Figures 13.8 and 13.9, where classi-
fiers are compared based on the AP score. The result of the GTB classifier 
has surpassed the results of other classifiers using all features and proposed 
selected features with and without sampling. The predictive performance 
of all the classifiers is also evaluated in terms of AP, SE, SP, and GM on the 
validation dataset. Some of the individual classifiers achieved an average 
precision of 56% using selected features with sampling, while the results of 
ensemble classifiers like GTB have generalized the dataset well with an aver-
age precision score of 64.86% without sampling (all features), 58.87% with 
all features and 60.67% with selected proposed features on data balanced 
by RUSBoost. In contrast, GTB has achieved an average precision score of 
65.25% with all features and 66.78% with proposed selected features on 
data balanced by SMOTE, which is significantly better than results reported 
by Berar in [17], 36.2%, and Berar in [67], 49.99% on the validation data-
set. Random Forest achieved the second-highest classification rate closer to 
GTB. The key contribution made by GTB in acquiring the highest classifica-
tion results in terms of average precision, specificity, recall, and G-mean is 
due to the following strengths:

	 a.	 anomaly detection
	 b.	 since the construction of trees performed by the GTB is one at a time, 

the error correction is done by newly constructed trees formed by 
prior trees, making the model expressive with every added tree.
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Figure 13.9  Performance comparison of classifiers with all features and proposed selected features on data balanced by SMOTE.
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13.8 � CONCLUSION

The broad implication of the present research is to identify the suspicious 
behavior of fake publishers in online advertising. A reliable CFD system 
for tackling real-world click-fraud detection issues is proposed, utilizing the 
potential of machine learning methodologies, and representing an invalu-
able resource for research practitioners. Our work has overcome crucial 
issues in machine learning research, including the highly unbalanced class 
distribution, data heterogeneity (combination of categorical and numerical 
variables), noisy patterns and missing values. The work has proved that 
exploratory analysis and influential feature extraction made important con-
tributions to effectively detecting click fraud. We have systematically ana-
lyzed widely used existing data-level sampling strategies for fair balancing of 
user-click data. The proposed H-MFSS feature selection approach has led to 
the generation of effective, optimal features to detect click fraud accurately.

Further, we have investigated the applicability of several distinct individ-
ual and ensemble learning models in click-fraud detection tasks. Ensemble 
models were found to produce significant improvement over individual 
algorithms. Furthermore, coupling ensemble models with the proposed fea-
ture ranking strategy led to the discovery of the essential features that aid in 
distinguishing fraudulent and normal behaviors of publishers.

ABBREVIATIONS

KNN	 K-Nearest Neighbor
LDA	 Linear Discriminant Analysis
QDA	 Quadratic Discriminant Analysis
NB	 Naïve Bayes
SVM (L/P/RBF)	 Support Vector Machine (Linear/ Polynomial/Radial Basis 

Function)
ES-WS	 Evolutionary Search + Wrapper Subset
BF-WS	 Best First + Wrapper Subset
DT	 Decision Tree
ABM2	 AdaBoost M2
GTB	 Gradient Tree Boosting
RF	 Random Forest
LB	 LpBoost
AP	 Average Precision
SE	 Sensitivity
SP	 Specificity
GM	 Geometric mean
VS	 Voting Score
TP	 True Positive
FP	 False Positive
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TN	 True Negative
FN	 False Negative
GR	 Gain Ratio
IG	 Information Gain
1R	 One R
COR	 Correlation
TB	 TotalBoost
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14.1 � INTRODUCTION

One of the major fields to be impacted by today’s technology boom is the 
finance industry. The year 2006 saw the introduction of the first digital 
currency, Bitcoin [1], which has been followed into the market by many 
similar currencies known as crypto-currencies. Traditional currency systems 
were monitored by third-party organizations like central or national banks, 
whereas Bitcoin is a p2p electronic cash system, that is, it enables person-
to-person money transfer without the involvement of a mediator to verify 
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the transaction. The technology behind the formation of crypto-currencies 
was blockchain, a distributed database which maintains and distributes all 
types of transactions and digital events. It is a peer-to-peer network that 
acts as a shared ledger where all transactions are confirmed by the network 
and cannot be falsified. Bitcoin prices are predicted and estimated for their 
intrinsic value and for investment purposes. These prices are affected by 
various microblogging platforms, such as Twitter and Google Trends, that 
help to identify people’s attitudes.

This chapter describes the various algorithms and methodologies used in 
price prediction. The remainder of the chapter is organized as follows. 
Section 14.2 examines the history of Bitcoin, and Section 14.3 explains 
blockchain, the technology behind most crypto-currencies. Section 14.4 dis-
cusses the impact of Twitter on crypto-currency prices. Sections 14.5 
explores methodologies previously used to predict prices; the advantages 
and disadvantages of the various methods and algorithms used by previous 
researchers are considered in Sections 14.6 and 14.7, respectively. Section 
14.8 discusses the importance of combining new technologies with experi-
ence, and Section 14.9 looks at the accuracy of previously used prediction 
algorithms. Section 14.10 discusses ethical aspects and the dangers and 
implications of data misuse, and Section 14.11 offers some conclusions.

14.2 � BITCOIN

The most popular and widely used of the large number of crypto-currencies 
in today’s market is Bitcoin. Unlike traditional currencies, Bitcoin’s value 
is based on computer complexity rather than on real goods; thus it is con-
nected with cryptography, software engineering, and economics. The major-
ity of world currencies are governed by governments, either directly or 
indirectly (i.e., through a central bank). In both circumstances, it is a gov-
ernment’s goals and policies that steer and manage its currency. While this 
holds true of central banks, they also have more access control and enjoy a 
semi-independent relationship with the government. The role of the central 
bank is to assist the government in achieving its objectives in areas such as 
economic stability, growth, and currency value stability. Bitcoin, however, 
has no central authority to directly influence price or supply, which elimi-
nates the intermediary that traditional monetary systems rely on, namely the 
central bank and banking system. Participating in transaction calculations 
is the only way to increase Bitcoin supply, which in turn pays for the infra-
structure. The currency’s monetary value is determined by the same factors 
that affect the value of a fiat currency [31].

Bitcoin is a decentralized peer-to-peer (p2p) network which allows funds 
to be moved straight from one party to another without the requirement for 
a third party to validate the transaction. The ledger, a key aspect of 
the decentralized design, is a shared database that all nodes have a copy of. 
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This ledger keeps track of all previous Bitcoin transactions as well as current 
Bitcoin owners. The database is organized into chronological transaction 
blocks. A new block is formed by aggregating recent transactions and then 
cryptographically linking it to previous blocks, forming a chain of blocks 
known as a blockchain. This design makes it difficult to criticize or change 
a previous block in the chain, making it secure and transparent. Crypto-
currencies create an environment in the owners’ minds where no central 
authority can access their money, and the owner is the sole governing body 
of that currency [47].

14.3 � BLOCKCHAIN

Satoshi Nakamoto’s (2005) paper, “Bitcoin: A p2p electronic cash system”, 
was the first to popularize blockchain [1]. The blockchain is a distributed 
database that records and distributes every single transaction and digital 
occurrence. The bulk of the system’s members double-check each trans-
action. Applications of blockchain technology go far beyond peer-to-peer 
payment systems to include IOT applications, distributed storage systems, 
healthcare, and other applications, because it provides security, privacy, 
and a distributed ledger [3]. Owing to blockchain’s vast range of applica-
tions, many new blockchains have emerged and there are now around 1,600 
crypto-currencies [33].

Crypto-currencies provide the finance for systems to run and authenticate 
the blockchain, as well as the electricity required to do so. Crypto-currencies 
will become more popular as the use of blockchains grows. This is their 
main intrinsic worth, but their value depends on a variety of conditions. 
Gaining a better grasp of what can drive price shifts adds value [1].

14.4 �TWITTER

Microblogging is a type of social media that lets everyone communicate 
their opinions in smaller, more regular updates than blogs. The social net-
working platform Twitter began in July 2006 as a microblogging tool. 
Twitter enables users to send public messages, known as “tweets”, that were 
originally limited to 140 characters in length, increased to a 280-character 
limit in November 2017. End users can also use “hashtags”, which consist 
of the “#” symbol followed by a string of characters, in their tweets. The 
advantage of this is that it determines the theme of a tweet and makes it 
available for searches [6].

Twitter’s popularity has skyrocketed since its inception in 2006. The com-
pany’s power and reach was powerfully illustrated when it was an image 
shared on Twitter, rather than traditional news media, that broke the story 
of the US Airways flight that ditched in the Hudson River on January 15, 
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2009 [6]. As of now, Twitter has a total of 1.3 billion accounts and 330 mil-
lion active monthly users; 83 percent of the world’s leaders own a Twitter 
account. Bots account for roughly 23 million of Twitter’s active users, and 
500 million tweets are sent every day.

Twitter is therefore a powerful source of public opinion on practically any 
topic [7], and changing sentiments can be tracked by following the timelines 
of tweets. Twitter is an invaluable guide for gathering text data on a topic 
such as crypto-currency price connections [29].

Although Twitter is losing users, and some experts believe the service has 
reached the limits of its user base, the company’s 97% gain in advertising 
sales is positive. Also, these advertising strategies effect major fluctuations in 
the price of different company stocks and crypto-currencies. Twitter is thus 
an interactive tool for not only gaining global insights but also predicting 
future prices. This tool acts as a sample space or dataset that allows us to 
work with internet data and uses various kinds of data prediction methods 
already available. Some of these price prediction algorithms used are 
described in the next section. [2]

14.5 � MAJOR ALGORITHMS AND WAYS TO PREDICT 
CRYPTO-PRICES

Plenty of work has already been done in this field. This section presents 
some of the major methodologies and algorithms used.

14.5.1 � Sentiment analysis

Natural language processing (NLP) is used for the analysis and classifica-
tion of sentiment from Twitter and Google Trends reviews. Twitter gener-
ates a large amount of sentiment-rich data in the form of posts and hashtags 
in comments. The sentiments extracted from comments provide indicators 
for many different purposes. Sentiments are categorized broadly as either 
positive or negative. In this modern era, people rely on online content for 
many decisions [14]. For example, when we want to read any research 
paper, we usually look up the reviews and the number of downloads. As 
content generated over the internet is too huge to analyze, there is a require-
ment for various sentiment analysis approaches. Many tasks are included in 
sentiment analysis, including sentiment extraction, sentiment classification, 
and subjectivity categorization. Sentiment analysis can be used to identify 
whether tweets gathered from Twitter are favorable or negative when it 
comes to crypto-currencies. There are a number of approaches:

Lexicon-based approaches.
To determine polarity, these techniques use sentiment dictionaries with 
opinion terms and connect them to the data. Sentiment points are 
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assigned to the words which describe the words as positive or negative. 
These approaches are dependent on recognized phrases. Approaches 
based on lexicons operate on external directories. There are two types 
of lexicon-based approach:

Dictionary based: Collected terms are classified using a dictionary. The 
set expands with the search for more synonyms and antonyms.

Corpus based: Corpus-based classification sends dictionaries linked to a 
particular domain. The dictionaries provided are created from a group 
of terms using either semantic or statistical techniques.

Figure 14.1 shows a general model for sentiment analysis.

14.5.2 � Naїve Bayes

Naїve Bayes is a classification technique based on Bayes’ Theorem that 
works on the concept of probability. It differentiates word list contents and 
assigns them to the appropriate class. It is predicated on predictor indepen-
dence: in simple terms this classifier believes that the presence of features is 
not co-related in any way.

The class is defined by C* which is given by:

	 C P c dc
� � arg arg mac NB ( | )

Figure 14.1  A general sentiment analysis model.
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where:
f: feature
ni(d): feature count
m: number of features
Maximum likelihood estimates are used to calculate probabilities like P(c) 

and P(f |c). To implement naïve Bayes, the NLTK Python library is used.

14.5.3 � Support vector machine

Support vector machine (SVM) is a linear model which can help solve real-
world classification and regression problems, both linear and non-linear. 
One of the features of SVM is that a line or a hyperplane that divides the 
data into classes is produced by the algorithm. SVM is used to analyze data 
by defining the decision boundaries and using kernels to perform com-
putations [30]. The data that is provided as input consists of two sets of 
m-dimensional vectors. The distance between the divided classes is defined 
by the margin of the classifier and the decision is based on the margin. 
Increasing the margin minimizes the number of borderline decisions. SVM 
aids the accurate recognition of components as well as classification and 
regression, both of which are helpful for learning.

14.5.4 � Decision tree

Decision tree analysis creates a tree-shaped diagram for performing a task 
or a statistical probability analysis. This technique is used to solve difficult 
issues. The decision tree’s branches each represent potential outcomes. For 
calculations, the population is divided into at least two groups. The test on 
the features is determined by the internal nodes, the result is portrayed by 
the branch and the leaves are the decisions made after successive processing 
[50]. The decision tree works as follows:

	 a.	At the tree’s root, place the dataset’s best feature.
	 b.	Divide the dataset into a training and test set. Subsets must be created 

so that each subset has data with the same feature attributes.
	 c.	The procedures above should be performed for each subgroup until 

we have a leaf in the tree.

14.5.5 � Bayesian regression

Using probability distributions rather than point values, we define linear 
regression from a Bayesian perspective. Instead of attempting to isolate the 
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one “best” value for each model parameter, Bayesian linear regression seeks 
to identify the posterior distribution of those values.

The algorithm for Bayesian regression is as follows:

	 a.	The data should be broken into all possible consecutive intervals. Then 
k-means clustering is used further to retrieve some cluster centers for 
every kind of interval size that we know. The sample entropy method 
is used to reduce them to some of the varied and most useful clusters.

	 b.	The next step is to calculate the corresponding weights of features 
discovered in this regression approach using the second set of prices. 
The working of regression is as follows:

	 •	 At time t, we have to calculate 3 vectors of previous prices of dis-
similar time intervals (180s, 360s and 720s).

	 •	 Then the similarity between the vectors is calculated and our 
20  best k-means patterns with acknowledged price jumps for 
each time interval is used to determine the “probabilistic price 
change” dp.

	 •	 The weights wi iare then calculated using a differential evolution 
optimization method for every available feature.

	 c.	The algorithm is evaluated using the third set of prices, which are 
obtained by using the same Bayesian regression to calculate charac-
teristics and joining them with the attached weights established in 
step b [16].

14.5.6 � ARIMA

Autoregressive integrated moving average (ARIMA) is a model which ana-
lyzes data based on statistics and uses time-series data to comprehend the 
data set. It is effective for understanding and predicting time-series data. 
Its use in predicting unemployment rates, weather forecasts and many such 
problems has been well documented. The ARIMA model assumes stationar-
ity, therefore we need to determine the three parameters p, d, q.

p: autoregressive component
q: moving average
d: degree of differencing

According to Dickey-Fuller and KPSS, tests d should be greater than zero 
(d > 0) for stationarity [19].

14.6 � ADVANTAGES OF DIFFERENT ALGORITHMS

Each of the methods for predicting crypto-currency prices has its own advan-
tages. The support vector machine performs really well where the number of 
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dimensions is greater than the number of samples. This algorithm is power-
ful in spaces that are high-dimensional [30].

Deep learning algorithms used in neural networks such as RNN and 
CNN have some advantages: CNN performs weight sharing and can be 
used to calculate large data set prices very easily [32]. Sentiment analysis 
uses the vast amount of data available on microblogging sites such as Twitter 
as a valuable source of public opinion [14].

The major benefit of ARIMA is that it uses time-series values, a useful 
functionality if we are forecasting a huge number of time series. It also 
addresses a difficulty that multivariate models occasionally face. Instead of a 
point estimate and a confidence interval, as in traditional regression, Bayesian 
regression processing recovers the entire range of inferential solutions.

14.7 � DISADVANTAGES OF DIFFERENT ALGORITHMS

The support vector machine (SVM) algorithm fails to produce accurate 
results if we work on a large data set to predict prices. It performs poorly if 
the data set is noisy [30].

Bayesian regression involves filtering of data and can therefore can take a 
long time to complete and predict. Redundancy is also low.

The ARIMA algorithm produces errors when a long-term prediction 
method is used [40].

The convolutional neural network (CNN) is a comparatively slower 
approach than other algorithms [43]. Sentiment analysis only provides a 
portion of the data required to accurately forecast outcomes, and many 
sentiment algorithms fail to distinguish between distinct sentiment targets 
inside the same text.

These are a few of the shortcomings of some of the approaches described 
above. We need to strike the ideal balance, bearing in mind the various ben-
efits of these approaches. Some systems allow for the use of specific 
approaches, some of which can only be used with certain kinds of data sets. 
Therefore, we must ensure that the approach we select is appropriate for 
our system, needs, and functions (Table 14.1).

14.8 �TECHNOLOGY OR EXPERIENCE?

There is always a debate around whether technology or experience is more 
important. Some traditional investors adhere inflexibly to orthodox train-
ing techniques and methods, whereas some budding new tech-orientated 
investors prefer trained bots and techniques. But the best decision is usually 
obtained when they go hand in hand.
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Table 14.1  �List of various AI, DL and ML-based strategies for crypto-currencies  
price prediction

S. no. Author Approaches used for price prediction

1 Chen et al. [9] Performed textual analysis to predict returns and 
earnings surprises.

2 Kouloumpis et al. [6] Used standard natural language processing techniques 
like sentence-level and document-level scoring.

3 Alexander Pak and 
Patrick Paroubek 
et al. [7]

Created a sentiment classifier that incorporates 
characteristics like N-grams and POS-tags and is 
based on the multinomial naїve Bayes algorithm.

4 Hyunyoung Choi and 
Hal Varian et al. [10]

Employed seasonal autoregressive models that took 
Google Trends data into account.

5 Alan Dennis and 
Lingyao Yuan et al. [11]

Sentiment analysis by collecting valence scores on 
tweets.

6 Evita Stenqvist and Jacob 
Lonno, et al. [13]

Analyzed each tweet’s sentiment and classified it as 
positive, neutral, or negative using VADER.

7 Connor Lamon et al. 
[14]

Used logistic regression to classify these tweets and 
then applied feature selection and classification 
algorithm.

8 Colianni et al. [15] Used naїve Bayes and SVMs to identify tweets and 
achieve accuracy in sentiment analysis.

9 Shah et al. [16] Used historical prices and performed Bayesian 
regression analysis.

10 Kimoto et al. [17] Employed a modular neural network to forecast 
purchases.

11 Guresen et al. [18] Used multilayer perceptron (MLP) neural network for 
its best performance.

12 Amin Azari et al. [19] Used an ARIMA approach to predict Bitcoin prices.
13 Hari Krishnan Andi 

et al. [20]
Used logistic regression with LSTM machine learning 

model.
14 Huisu J. et al. [21] Used Bayesian neural networks to predict Bitcoin 

prices.
15 L.S. Reddy et al. [22] Used LASSO (least absolute shrinkage selection 

operator) AI-based algorithm.
16 Devavrat Shah et al. 

[23]
Tested effectiveness of Bayesian regression in 

predicting Bitcoin price volatility.
17 Garcia et al. [25] Examined the relative impact of different social media 

sites on Bitcoin returns to see if there are any 
predictive links.

18 Siddhi et al. [25] Worked on two algorithms, Bayesian regression and 
GLM/random forest.

19 Tian et al. [26] Employed regression techniques and moving average 
values to predict Bitcoin prices, assisted by 
Gaussian time model.

20 Huisu Jang et al. [27] Used a linear regression model for machine learning.

(Continued)
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Even when the market is trending downward, a good, well-informed, and 
well-trained trading tool can help regular investors make effective trading 
selections [42]. Multiple step-ahead forecasts are usually less accurate than 
single-step forecasts. While it is necessary to acknowledge the general sup-
port that these tools (formed by different technology stacks) provide for pro-
jecting future values, other important factors must be addressed when making 
decisions. Since each stock and currency has its own characteristics and may 
be influenced by a variety of elements that aren’t always taken into account 
in the estimating process, a general model cannot be built from the data [38]. 
In spite of the advances that sometimes make us tend to rely more on tech-
nology than experience, we must also consider the accuracy of the results.

14.9 � ACCURACY

Many consumers risk significant losses if the algorithms and price predic-
tion models they rely on provide inaccurate results. The rise and fall of 
Bitcoin prices closely reflect the search volume index and the tweet volumes, 
using sentiment analysis. Price prediction accuracy is around 97.5 percent 
for linear regression and around 95.8 percent for decision tree [49]. In the 
ARIMA approach, the effect of the location and length of the test time 
window on the MSE achieved in price prediction was investigated. It was 
found that increasing the time window from 2 to 9 reduces the mean MSE 
of prediction error from 118000 to 16000 [19].

14.10 � ETHICS

The use of these models opens up a number of ethical issues. Using Twitter 
data raises moral considerations about the personal space of the tweets’ 

Table 14.1  �(Continued) List of various AI, DL and ML-based strategies for  
crypto-currencies price prediction

S. no. Author Approaches used for price prediction

21 Anshul et al. [28] Used LSTM, a recurrent neural network algorithm, for 
Bitcoin price forecast.

22 Vishal et al. [29] Employed techniques like naїve Bayes algorithm and 
SVM to classify the data. Using the NLTK package, 
discovered the polarity of tweets, which in turn was 
used to derive good and bad emotions.

23 Parikh and Movassate 
et al. [30]

Used naїve Bayes Bigram model and the maximum 
entropy model to classify their tweets.
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authors and our social responsibility to protect the privacy of those who 
give their data to us. Some people believe that only their followers on Twitter 
will see their tweets. Obtaining and interpreting these data may make some-
thing even more “public” than the author planned or understood [36].

The crypto-currencies themselves raise further ethical considerations. 
While many individuals favor them because they are currently uncon-
trolled, unregulated funds open the door for malicious or fraudulent behav-
ior. A model to anticipate crypto-currency price movements may itself 
produce a false positive, making consumers more inclined to invest in 
crypto-currencies[48]. If the model either fails to forecast a fall in market 
value of the crypto-currency, or identifies it too late, as occurred in early 
2018, investors can lose a lot of capital. Consequently, attempts have been 
made to properly elaborate what the model takes into account, as well as 
to accurately depict the results and the tiny sample of data on which they 
are based.

The algorithm should be regarded as a tool for determining what factors 
influence crypto-currency prices, enabling people to make more informed 
decisions about how they manage their money and reduce risk. Failure to 
recognize the risks involved or concealing these risks from others can have 
substantial implications, including serious financial loss, which is not some-
thing to be taken lightly [33]. Careful analysis of the data and the data 
points must therefore be undertaken to provide effective results.

14.11 � WHY DATA ANALYSIS

Data analysis is vital since it simplifies and improves the accuracy of the 
data. It also helps to make data consistent by cleaning and changing the 
data [53]. With a more comprehensive strategy for collecting, analyzing, 
and presenting the data findings in a clear and understandable manner, the 
predictions are easier to understand [8].

14.12 � CONCLUSION

There are many reasons why the precise calculation of crypto-currency 
prices is important. The purpose of this chapter is to provide a compre-
hensive study, for the benefit of new researchers, of various artificial intel-
ligence, data learning, and machine learning techniques for crypto-currency 
price prediction. The chapter has assessed price prediction algorithms pre-
viously used by technologies based on AI, DL, and ML, and has listed the 
work done globally on crypto-currency price prediction methods, with a 
particular focus on significant methodologies including sentiment analysis, 
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regression techniques, SVM, ARIMA, etc. The chapter has discussed the effect 
of microblogging websites like Twitter on the prices of crypto-currencies. 
Information about the popular crypto-currency Bitcoin and its technologies 
has also been provided. The extensive survey conducted for this chapter 
concludes that while much work has been done, more is required, and care-
ful investigation is needed to avoid false positive results.
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15.1 � INTRODUCTION

Ever since the confirmation of COVID-19 in December 2019, the disease 
has become one of the most contagious pandemics in human history, with 
a high rate of mortality and a rapid spread across the globe. COVID-19 
is mainly transmitted through personal contact and airborne transmission. 
Unlike in the past, the virus can survive outside the host for a few hours. 
As a result, indirect contact transmission may also occur. The best way to 
avoid infection is thus to stay away from public places and reduce personal 
interaction.

Despite the pandemic, most industries needed to continue operations. 
This is especially true for companies with vital facilities that must be main-
tained in good condition. In addition, high temperatures and pressures may 
make certain spots inaccessible to human beings. Situations may also arise 
in a company or factory requiring urgent resolution. Almost all the stan-
dard remote operation tools available on the market only support a virtual 
interface specifically tailored to the system and are insufficiently flexible. 
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The COVID-19 pandemic has further exacerbated the shortage of compe-
tent human workers.

In this study, we devised a human–machine interface that allows interac-
tion remotely. Bearing in mind the diversity of needs and tasks in different 
situations, we designed the mechanism, adjusted the parameters, and tested 
it in a simulation environment before deployment in a real environment. 
The prototype system comprises a camera and a robotic arm. By providing 
real-time video and an intuitive control interface through the high-speed 
network, the camera serves as the operator’s eyes, and the robotic arm 
replaces the operator’s hands to provide assistance or complete simple tasks 
from a distance to achieve remote operation of real-world objects. We built 
a Gazebo simulation environment based on ROS and integrated the robotic 
arm, YOLOv3, and adaptive tracking to design an interface for remote con-
trol and observation by users. The virtual environment was used for experi-
mentation and testing, and the control parameters and models can be 
deployed in real scenarios.

The chapter is structured as follows. Section 15.2 provides a brief review 
of related works. The methodology employed is described in Section 15.3. 
Results and analysis are presented in Section 15.4. Section 15.5 discusses the 
implications of deep learning in the development of CPS. Finally, Section 
15.6 concludes the chapter and points to future work.

15.2 � RELATED WORKS

Image processing and its applications have played essential roles in the 
development of many technologies. Since the 1970s, digital image process-
ing has gained prominence because of the many advantages it offers. In 
recent years, the outstanding performance of digital image processors has 
strengthened their position in daily life and industry. It is easy to exploit 
these advantages for object tracking.

In an intelligent video surveillance system, object tracking is a significant 
and crucial function. Many algorithms, such as the Kalman filter, particle 
filter, and mean shift, were created specifically for tracking. However, since 
all these algorithms have their limitations, it is not effective to use only one 
of them. Iswanto et al. [1] devised an algorithm that incorporated them all 
and combined the color histogram and texture characteristics to improve 
accuracy. In the current literature, techniques and approaches for object 
tracking, which is also common in intelligent video surveillance, are broadly 
divided into two categories: hand-crafted video features [2, 3], and represen-
tation learning based on deep learning architectures [4, 5].

Tsai [6] used binarization and mid-pass filtering to achieve the separation 
of target and background and then employed image subtraction and mov-
ing edge detection to find the position of a target in an image. Afterwards, 
the difference in the position of the object in consecutive frames is used to 
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determine the rotation parameters of a two-axis machine. Although this 
approach is feasible, it can only operate on a simple background. When a 
complex texture or a strong light source appears in the background, it is 
prone to misjudgment. Xie [7] applied the video tracking technique to 
childcare. The system generates alerts via cell phones when infants or tod-
dlers move out of a safe range. Similar methods are used in [6, 7] for object 
segmentation. However, they both suffer the problem of poor performance 
under adverse conditions. In this study, we found that neural networks 
show better fault tolerance, scalability, and flexibility than conventional 
methods.

Redmon and Farhadi proposed YOLOv3 in 2018 [8]. Although the net-
work size is larger than YOLOv2, accuracy and precision are significantly 
improved, and the problem of poor performance in detecting small objects 
is overcome. To improve efficiency, we use the Robot Operating System 
(ROS) with the Gazebo simulator for model training, testing, and simulation 
of mechanical motion [9]. Then the trained models and algorithms are 
deployed on real-world machines.

15.3 � RESEARCH METHODOLOGY

This study uses YOLOv3 for object recognition and tracking. Since object 
recognition results are vulnerable to interference from the light source, 
shaking, target texture, or camera quality, we first built a simulator and 
carried out the entire study in the simulation environment. The simulation 
included sampling, training, and testing (Figure 15.1). The construction of 
the simulation environment was based on Gazebo, and a controller run-
ning the Ubuntu operating system managed the system in conjunction with 
ROS (Figure 15.2). The camera can be controlled manually or by using the 
YOLOv3 auto-tracking mode.

Figure 15.1  System flowchart.
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The robot operating system (ROS) is a set of software libraries and tools 
that help developers build robot applications. It is based on a distributed 
system architecture, where the various components of a robot application 
are distributed across multiple processes and communicate with each other 
using a publish/subscribe messaging model. The ROS master acts as a cen-
tral directory for the system, and nodes are the basic building blocks that 
communicate with each other using messages. ROS 1 also includes addi-
tional tools and libraries for common functionality, such as package man-
agement, message passing, and visualization. Overall, the ROS 1 architecture 
is designed to be flexible and modular, making it easy for developers to build 
and scale robot applications.

ROS integrates many features such as hardware abstraction, driver man-
agement, messaging between programs, execution of shared functions, dis-
tribution suite management, and a library of tools to extract, build, write, 
and run on a hardware platform. ROS supports multiple programming lan-
guages such as C++, Python, Java, etc. The system uses the Ubuntu architec-
ture, and the main programming languages are C/C++ and Python, which 
are very suitable for use with ROS for the robotic arm and video streaming 
control.

Gazebo provides software-in-the-loop (SIL) simulation, which allows 
developers to simulate in a non-real-time modeling environment. Actual 
physical parameters are introduced into the simulator, and test results from 
the simulator can be treated as real-world products.

YOLOv3 is much more complex than its predecessor. However, the 
improvement in speed and accuracy is also significant [8]. Moreover, by 
altering the structure of the model, it is possible to deploy it on embedded 
systems with constrained computing resources.

Figure 15.2  ROS 1 architecture.
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The graphical user interface (GUI) is designed to provide the user with a real-
time view of the position of the end-effector in the simulation environment and 
the scene captured by the camera. This allows the user to intuitively control the 
attitude and position of the end-effector and select between the “automatic 
object tracking” and “manual control” functions via the interface.

The pink box (1) in Figure 15.3 is the first-person view image from the 
camera on the end-effector. The buttons in the red box (2) are used to con-
trol the rotation direction of the end-effector. The blue box (3) is used to 
control the end-effector to shift forward, backward, left, or right on the 
plane coordinates. The slider in the yellow box (4) is used to adjust the dis-
tance of movement and angle of rotation during manual control. The num-
ber shown in the orange box (5) is the number of objects recognized on the 
screen. Finally, the green box (6) allows one to select whether or not to 
enable automatic object tracking and whether or not to frame the objects 
and display the tag names on the screen (1).

In this work, we designed an algorithm (Figure 15.4) for the adaptive 
tracking of the target object. The bounding box information of the object 
recognition result by the Yolov3 model is used to determine the location of 
the target object. Then, the end-effector is moved adaptively to keep the 
target object at the center of the returned image. The procedures are 
described in the following.

First, the model recognizes the target object and outputs the coordinates 
of the four corners of the bounding box.
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Figure 15.3  Remote human–machine interface.
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Figure 15.4  Strategic control flowchart.



Interactive remote control interface design for a cyber-physical system  277

After the center of the bounding box (xmid, ymid) is determined, the dis-
tance (xe, ye) from the center of the screen (xr, yr) is calculated. Then the 
distance is multiplied by the factor k1 to get the angle (Δφ, Δψ) by which the 
end-effector should be rotated. Adding the rotation angle to the original 
angle (φ(k), ψ(k)) gives the expected angle (φ(k + 1), ψ(k + 1)) of the end-
effector at the next time instance, which is then published to the end-effector 
in the simulation environment.

The area of the bounding box Ba is used to decide whether the end-effector 
should increase or decrease the distance to the target object. By calculating 
the area obtained and subtracting it from the target area Ta (the area of the 
object that should be reached), the area difference Ea is obtained, which is 
then multiplied by the factor k2 to get the moving distance Δz of the end-
effector. The moving distance plus the original position z(k) gives the 
expected position of the end-effector at the next time unit z(k + 1), which 
can then be published to the end-effector in the simulation environment.

The equations pertaining to the above procedures are given below:
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15.4 � RESULTS AND DISCUSSION

In order to improve efficiency and reduce the design cost, this study built a 
scalable cube frame in the Gazebo simulator (Figure 15.5). A camera was 
also mounted to provide a first-person perspective of the view (Figure 15.6). 
ROS would send the camera image to YOLOv3 for recognition and then to 
the control interface for user observation and operation. Whether the cam-
era changes its position through the control interface or the target object is 
moved through the Gazebo simulator interface, a series of coordinate con-
versions and processing automatically adjust the position of the end-effector 
so that the target object remains at the center of the screen.

Figure 15.6  End-effector and a first-person view of the screen.

Figure 15.5  �The cube frame in Gazebo, in this case with a beer can as the target 
object.
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The execution of the system starts with the activation of roscore and 
Gazebo_simulator, and then Darknet_YOLO. It takes about one minute for 
the real-time factor (RTF) to stabilize. RTF indicates the performance of the 
simulation and is used as an efficiency benchmark [10]. Figure 15.7 shows 
the RTF of the Gazebo simulation. An RTF of 1 means synchronization with 
physical time, and a larger value indicates that the simulation is more effi-
cient. As shown in the figure, the actual operation lasts about six minutes, 
and the RTF is greater than 1 most of the time, indicating high efficiency. 
Note that the RTF is affected by the hardware, the number of objects in the 
simulation environment, and the complexity of the task.

Figure 15.8 shows the change in the position of the target object and the 
camera with time under the auto-tracking mode of operation. In the figure, 

Figure 15.7  Real-time factor of the Gazebo simulation environment.

Figure 15.8  Position of the lens and the target object change in auto-tracking mode.
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the horizontal axis is the time, and the vertical axis is the X and Y coordi-
nate values of the absolute position in the environment. Observe that after 
the target object moves, the camera quickly makes a corresponding position 
change in auto-tracking mode.

Three desirable features of the implementation are summarized below.

	•	 Different models or parameters can be chosen to identify and track 
different types of target objects.

	•	 The cube frame can be extended or contracted at will and can be 
resized according to the task and demand.

	•	 The cost of developing, modifying, and conducting experiments is 
much lower than that of traditional processing and manufacturing 
methods. In addition, the simulation environment can provide a large 
number of training materials and backgrounds [11], thereby reducing 
the cost of data collection.

15.5 � DEEP LEARNING APPLICATIONS IN CPS

Due to advances in technology areas such as Industry 4.0, sustainable smart 
societies (S3), digital contracts, Metaverse, etc., intelligence applications 
play an essential role. Not only do they fetch data from previously inacces-
sible places, but they also contribute to the system’s overall performance. 
Intelligence can be applied to CPS in many areas such as automation, diag-
nosis, and decision-making with and without human intervention.

Deep learning techniques are significantly used in such environments. In 
[12], IoT infrastructure is proposed with a distributed communication envi-
ronment using multiple communication technologies for CPS. Distributed 
communication environments are valuable in large-scale systems. The work 
presented by [13] shows the comparative analysis of deep learning approaches 
and the concept of secure deep learning methods to prevent data augmenta-
tion and malware attacks. Due to the design requirement and interconnectiv-
ity, security is an essential requirement of CPS systems. Secure deep learning 
mechanisms are an important tool for making systems less vulnerable to 
attacks. CPS systems generate data in various forms, which will be further 
used for analysis and decision-making. Reference [14] presents anomaly 
detection using deep learning. Identifying outliers can be very helpful for 
pointing out alerts and irregularities in the overall work environment of CPS.

15.6 � CONCLUSION AND FUTURE WORK

This research integrates the control and image recognition mechanism into 
the Gazebo environment. The conditions in the simulation environment 
are similar to those in reality, and the ROS subscription and publication 
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mechanism makes the whole system scalable, easy to modify, and well inte-
grated. In the future, we will explore the possibility of directly connecting the 
system to real robot arms to achieve simultaneous simulation and control 
of a cyber-physical system. Thanks to rapidly advancing digital technology, 
hardware costs continue to fall, leading to the popularity of smartphones 
and other mobile devices, which can facilitate such remote operations.
The use of smartphones for the manipulation of cyber-physical systems will 
also be investigated.
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16.1 � BACKGROUND

16.1.1 � Blockchain [1]

Before looking at what blockchain is, consider the following scenario.
Currently, your data is stored at a particular place in a company but are 

you satisfied that your data is secure there? As all the information is in one 
place, it becomes a massive target for hackers. Also, do you trust the com-
pany to maintain the data for you? What if some day the company betrays 
you and sells your data?

So how does blockchain address this issue? We first need to understand 
the term “centralization.” Centralization refers to the control of activity 
under a single authority. All trust proofs are stored and signed by single enti-
ties in closed databases around the globe.

Issues with centralization are the following:

	•	 Security and privacy. Organizations have been victims of hacking 
attacks or data leaking.

	•	 Traceability. Having a private database makes it hard for companies, 
users, and the government to keep track of the validity of the data and 
share data consistently.

	•	 High costs. The charges made by intermediaries.
	•	 Speed: Centralized institutions are slow because intermediaries must 

verify data validity through cumbersome processes.

16.1.2 � How do we solve the problem of centralization?

The answer is decentralization, i.e., removing the intermediaries and creating 
trust via tamper-proof, irreversible, automated, and distributed technology-
driven processes. This results in what is known as blockchain. The blockchain 
is a distributed network of nodes that share a public database containing 
encrypted data and information about that data’s transactions (Figure 16.1).

Notable features of blockchain are that it is:

	•	 Secure
	•	 Decentralized
	•	 Transparent
	•	 Efficient
	•	 Fast



Collateral-based system for lending and renting of NFTs  285

16.1.3 � Blockchain applications

Blockchain is a distributed and decentralized database model that has great 
potential to unravel a number of privacy and trust problems. Currently, we 
have only seen blockchain used in cryptocurrencies like bitcoin or ethereum, 
but blockchain also has many uses in finance, supply chains, etc.

	•	 Blockchain and IoT Integration. Blockchain technology is highly inte-
grable with the Internet of Things (IoT) as transaction history between 
two users can be created.

	•	 Blockchain in vaccine manufacture and tracking. Blockchain technol-
ogy has many potential use cases in vaccine tracking and distribution. 
In a potential future scenario of the rapid creation of fake vaccines 
and medicines, blockchain technology to ensure the authenticity of 
drugs and vaccines can come into play. It can also help with efficient 
medicines supply chains (Figure 16.2).

	•	 NFTs become the Next Big Thing. Non-fungible tokens, or NFTs, are 
one of the hottest topics in the blockchain industry. Massive sums are 
invested in NFTs: in 2021, an NFT was sold for $69 million.

16.1.4 � Non-fungible tokens (NFTs)

The NFT is a digital asset representing real-world assets like art, music, 
in-game items, and videos [2]. An NFT is created or “minted” from digital 
assets that represent tangible and intangible assets, including:

	•	 Works of art
	•	 GIFs
	•	 Videos or sports clips
	•	 Collectibles

Figure 16.1  Interest in blockchain over time. (Source: Google Trends.)
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	•	 Virtual avatars and video game skins
	•	 Designer sneakers
	•	 Music

NFTs are currently taking the digital art and collectibles world by storm. 
Digital artists and content creators are seeing their lives change due to sig-
nificant sales to a new crypto-audience. Many big names have spotted a 
brand-new opportunity to connect with fans and are also joining this NFT 
train. But digital art is just one way to use NFTs. They can represent owner-
ship of any unique asset, a deed for an item within the digital or physical 
realm. These things are not interchangeable with other items because they 
have unique properties.

16.1.5 �Trends in the NFT market

The NFT boom began in 2021, with pfp as nft format, then slowly shifted 
towards art and picture NFTs. We live in the age of in-game items, music NFTs, 
NFT tickets, etc. Now music artists prefer to launch an NFT for their new 
album rather than posting the music on streaming apps (Figures 16.3 and 16.4).

16.2 � COLLATERAL-BASED SYSTEM IN TRADITIONAL 
BANKS [6]

Two kinds of security are commonly used in bank loans, personal security 
and collateral. Banks use different methods to take collateral from custom-
ers. The term “personal security” is used for loans for personal items like 
houses, cars, etc. Collateral is also required when taking out a business loan.

Figure 16.2  Applications of blockchain technology.
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Types of Collateral

	•	 Real estate. The most common type of collateral borrowers use in the 
real world is real estate, such as a piece of land or a home. Such prop-
erties come with a very high value and low depreciation.

	•	 Cash secured loan. Cash is another of the most widely used types of 
collateral due to how easily it works. A person can easily take a loan 
from the bank where they maintain an account, and if they default, the 
bank can liquidate their accounts to recover the borrowed money.

Figure 16.3  Interest in NFTs over the years. (Source: Google Trends.)

Figure 16.4  Number of sales of NFTs in 2022.
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	•	 Inventory financing. This type involves an inventory that serves as the 
collateral for a loan.

	•	 Invoice collateral. Invoices are one of the types of collateral used by 
small businesses, where invoices to company customers that are still 
outstanding – unpaid – are used as collateral.

	•	 Blanket liens. This involves using a lien, a kind of legal claim that 
allows a lender to dispose of the assets of a business that has defaulted 
on a loan.

16.3 � OVERVIEW

16.3.1 � Problem statement

The major problem with NFTs is their skyrocketing prices, which makes 
them difficult to follow, especially for the average person. And the only 
appreciation the owner receives on the NFT is when it resells at a higher 
price than he paid for it (Figure 16.5). We have tried to develop a solution 
that solves both these issues.

16.3.2 � Proposed solution

Owners who wish to rent out their NFTs can list them on the platform by 
specifying the collateral amount, the daily rent charge, and the maximum 
number of days one can rent that NFT. The renters who come across a par-
ticular NFT of interest can then initiate the NFT renting process by specify-
ing the number of days they wish to borrow the NFT. After depositing the 
collateral and renting charge, the collateral and renting amount is deposited 

Figure 16.5  �Distridrawn by ownbution of NFTs in different categories. (Source: 
nonfungible.com.)
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into a smart contract with predefined terms. The ownership of the NFT is 
transferred to the renter and the renting charge to the lender. The renter then 
returns the NFT after the renting period and collects the collateral.

16.4 � NFT LIFECYCLE

Figure 16.6  Lifecycle of NFT in our project.
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16.5 � CONTRACT OVERVIEW

16.5.1 � Getters

Getters and setters play an important role in retrieving and updating the 
value of a variable outside the encapsulating class. For each instance vari-
able, a getter method returns its value.

16.5.1.1 � Get NFT details

This gives the details of an NFT, such as NFT OWNER, NFT COLLECTION 
ADDRESS, NFT token id, etc. when given the NFT key.

Getter 1: Get NFT details

Input: Unique NFT key (_nftKey)
Output: NFT details:
	 •	 NFT owner (_nftOwner)
	•	 NFT collection address (_nftAddress)
	•	 NFT token ID in the collection (_nftId)
	•	 Other NFT attributes (_nftName, _nftImageURL)

16.5.1.2 � Get NFT list available for rent

This gives the list of NFTs available for rent in our dApp.

Getter 2: Get NFT list available for rent

Output: availableToRentNftList

16.5.1.3 � Get lend NFT details

This gives the details of the NFT lent, like lender address, borrower address 
which is initially null or address(0) when there is no borrower, time for 
which NFT is being lent, the daily price of the NFT, and the collateral 
requested when given the NFT key.

Getter 3: Get lent NFT details

Input: Unique NFT key (_nftKey)
Requirements: availableToRentNftList.contains (_nftKey)
Output:
	 •	 Lender address (_lenderAddress)
	•	 Borrower address (_borrowerAddress)
	•	 Time for which NFT is being lent (_dueDate)
	•	 Daily rent price of NFT (_dailyRent)
	•	 Collateral required (_collateral)



Collateral-based system for lending and renting of NFTs  291

16.5.1.4 � Get rent NFT details

This gives the details of the NFT rented, such as lender address, borrower 
address, number of days for which NFT is rented, and the start time of rent-
ing NFT when given the NFT key.

Getter 4: Get rent NFT details

Input: Unique NFT key (_nftKey)
Requirements:
	 •	 nftList.contains (_nftKey)
	•	 not ( availableToRentNftList.contains ( _nftKey ) )

Output:
	 •	 Lender address ( _lenderAddress )
	 •	 Borrower address ( _borrowerAddress )
	 •	 Number of days for which NFT rented ( _numberOfDays )
	•	 Start time of NFT renting ( _rentalStartTime)

16.5.1.5 � Get user lend NFT details

This gives the details of the NFT lent by a particular lender/user given its 
address and the corresponding NFT key. Details of the NFT lent include 
lender address, borrower address which is initially null or address(0) when 
there is no borrower, time for which NFT is being lent, the daily price of the 
NFT, and the collateral requested.

Getter 5: Get user lent NFT details

Input:
	 •	 Unique NFT key ( _nftKey )
	•	 User address ( _userAddress )

Requirements:
	 •	 _userAddress != address(0)
	•	 User exists ( _userAddress )
	 •	 _userAddress.lentList.contains ( _nftKey )

Output:
	 •	 Lender address ( _lenderAddress )
	 •	 Borrower address ( _borrowerAddress )
	 •	 Time for which NFT is being lent( _dueDate )
	 •	 Daily rent price of NFT ( _dailyRent )
	 •	 Collateral required ( _collateral )

16.5.1.6 � Get user rent NFT details

This gives the details of the NFT rented by a particular borrower/user given 
its address and the corresponding NFT key. Details of the NFT rented 
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include lender address, borrower address, number of days for which NFT is 
rented, and the start time of renting NFT.

Getter 6: Get user rent NFT details

Input:
	 •	 Unique NFT key ( _nftKey )
	•	 User address ( _userAddress )

Requirements:
	 •	 _userAddress != address(0)
	•	 User exists ( _userAddress )
	 •	 _userAddress.rentList.contains ( _nftKey )

Output:
	 •	 Lender address ( _lenderAddress )
	 •	 Borrower address ( _borrowerAddress )
	 •	 Number of days for which NFT rented ( _numberOfDays )
	•	 Start time of NFT renting ( _rentalStartTime)

16.5.2 � Algorithms

16.5.2.1 � Add user

This functionality adds a new user to the dApp.

Algorithm 1: Add User

Input: User address to be added ( _userAddress )
Requirements:
	 •	 _userAddress != address(0)
	•	 msg.sender ==_userAddress

Procedure:
	 •	 if not(user already exists) then

newUser = createNewUser()
usersList.add(newUser)

end

16.5.2.2 � Lend NFT

This functionality is used when a user (lender) wants to put their NFT on 
lend to earn rent on the NFT. The user gives details like due date, i.e., time 
for which they want to put their NFT on lend, daily rent price, and collateral 
amount requested.

We create an instance of the ERC721 standard, which is the standard 
token standard for NFTs, and call the transfer function of that NFT from 
lender address to contract address. All the NFTs lent stay in the contract 
unless someone rents it.
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Algorithm 2: Lend NFT

Input:
	 •	 Unique NFT key ( _nftKey )
	•	 NFT owner ( _nftOwner )
	•	 NFT collection address ( _nftAddress )
	 •	 NFT token ID in the collection ( _nftId )
	•	 Other NFT attributes ( _nftName, _nftImageURL )
	•	 Lender address ( _lenderAddress )
	 •	 Time for which NFT is being lent ( _dueDate )
	 •	 Daily rent price of NFT ( _dailyRent )
	 •	 Collateral required ( _collateral )

Requirements:
	 •	 msg.sender == _lenderAddress
	•	 User exists ( _lenderAddress )
	 •	 _nftKey should not be already lent
	•	 _nftOwner == _lenderAddress
	•	 _dueDate > current time
	•	 Contract address must be approved for Nft transfer

Procedure:
	 •	 ERC721 nftCollection = ERC721 ( _nftAddress )
	 •	 nftCollection.safeTransferFrom ( _lenderAddress, contract 

address, _nftId )
	•	 nftList.add ( _nftKey )
	•	 _lenderAddress.lentList.add ( _nftKey )
	•	 availableToRentNftList.add ( _nftKey )

16.5.2.3 � Rent NFT

This functionality is used when a user (borrower) wants to rent an NFT. The 
user gives the number of days for which they want to rent the NFT as input 
and pays the requested amount of ether, i.e., NFT rent price + collateral. The 
number of days for which the NFT can be rented cannot be greater than the 
number of days the NFT is available to rent.

We create an instance of the ERC721 standard and call the transfer func-
tion of that NFT from the contract address to the borrower address. The 
collateral paid by the borrower now resides in the contract.

Algorithm 3: Rent NFT

Input:
	 •	 Unique NFT key ( _nftKey )
	•	 Borrower address ( _borrowerAddress )
	 •	 Number of days for which NFT rented ( _numberOfDays )
	•	 Start time of NFT renting ( _rentalStartTime)
	•	 Amount of ether paid ( msg.value )
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Requirements:
	 •	 msg.sender == _borrowerAddress
	•	 User exists ( _borrowerAddress )
	 •	 _nftKey should be available for rent
	•	 _rentalStartTime < current time
	•	 _rentalStartTime + _numberOfDays < _dueDate	� /*Getter 

3 for 
_dueDate*/

	 •	 Sufficient funds paid i.e, msg.value >= paymentRequired
	•	 lenderAddress != _borrowerAddress		�  /*Getter 3 for 

lenderAddress*/
Procedure:

	 •	 lenderAddress = getLentNftDetails ( _nftKey )	 /*Getter 3*/
	 •	 paymentRequired = _dailyRent * _numberOfDays + _collateral
	•	 if NFT already rented then

rent FAILS
return

end
	 •	 lentNft = getUserLentNftDetails ( lenderAddress, _nftKey )		

/*Getter 5*/
	 •	 lentNft.borrowerAddress = _borrowerAddress 	�/*Update bor-

rower address*/
	 •	 _borrowerAddress.rentList.add ( _nftKey )
	•	 availableToRentNftList.delete ( _nftKey )
	•	 if msg.value > paymentRequired then		�  /*Return extra 

amount paid*/
_borrowerAddress.transfer ( msg.value - paymentRequired )

end
	 •	 ERC721 nftCollection = ERC721 ( _nftAddress )
	 •	 nftCollection.safeTransferFrom ( contract address, _borrower 

Address, _nftId )
	•	 rentalPayment = _dailyRent * _numberOfDays
	•	 lenderAddress.transfer ( rentalPayment )

16.5.2.4 � Stop lending

This functionality is used when a lender wants to stop lending an NFT 
already put on lend. This checks that the NFT is not rented by someone 
else; otherwise, stop lending fails.

Here, the lender takes their NFT back from the contract to stop lending.

Algorithm 4: Stop lending

Input: Unique NFT key ( _nftKey )
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Requirements:
	 •	 User exists ( msg.sender )
	 •	 nftList.contains ( _nftKey )
	•	 availableToRentNftList.contains ( _nftKey )
	•	 lentNft.lenderAddress == msg.sender�� /*Getter 3 gives lentNft*/
	 •	 nftOwner == contract address� /*Getter 1 gives nftOwner*/
	 •	 user.lentList.contains ( _nftKey )� /*user is msg.sender*/

Procedure:
	 •	 nftList.delete ( _nftKey )
	•	 availableToRentNftList.delete ( _nftKey )
	•	 user.lentList.delete ( _nftKey )� /*user is msg.sender*/
	 •	 ERC721 nftCollection = ERC721 ( _nftAddress )
	 •	 nftCollection.safeTransferFrom ( contract address, msg.sender, 

_nftId )

16.5.2.5 � Claim collateral

This function is used when the lender wants to claim collateral on the NFT. 
Also, the lender cannot claim collateral before the rental end time, i.e., 
before the number of days for which the borrower rented the NFT. Here, as 
the lender has not received the NFT yet, they claim the respective collateral 
paid by the borrower in exchange for taking their NFT as rent.

Algorithm 5: Claim collateral

Input: Unique NFT key ( _nftKey )
Requirements:
	 •	 User exists ( msg.sender )
	 •	 nftList.contains ( _nftKey )
	•	 not ( availableToRentNftList.contains ( _nftKey ) )
	 •	 rentNft.borrowerAddress != address (0)	� /*Getter 4 gives 

rentNft*/
	 •	 User exists ( rentNft.borrowerAddress )
	 •	 user.lentList.contains ( _nftKey )	 /*user is msg.sender*/
	 •	 _rentalStartTime + _numberOfDays < current time

Procedure:
	 •	 lentNft = getUserLentNftDetails ( msg.sender, _nftKey )		

/*Getter 5*/
	 •	 collateral = lentNft.collateral
	•	 nftList.delete ( _nftKey )
	•	 rentedNftList.delete ( _nftKey )
	•	 borrowerAddress.rentList.delete ( _nftKey )
	•	 user.lentList.delete ( _nftKey )� /*user is msg.sender*/
	 •	 lenderAddress.transfer ( collateral )
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16.5.2.6 � Return NFT

This functionality is used when the borrower wants to return the NFT 
rented and reclaim their collateral. Here, the NFT is again transferred from 
the borrower address to either the contract address or the lender address, 
depending on the time of the due date of the lent NFT. If the NFT due date 
has passed, the NFT is directly transferred to the lender address; otherwise, 
it is again transferred to the contract address for others to rent.

Algorithm 6: Return NFT

Input: Unique NFT key ( _nftKey )
Requirements:
	 •	 User exists ( msg.sender )
	 •	 nftList.contains ( _nftKey )
	•	 not ( availableToRentNftList.contains ( _nftKey ) )
	 •	 rentNft.borrowerAddress != address (0)	� /*Getter 4 gives 

rentNft*/
	 •	 User exists ( rentNft.lenderAddress )
	 •	 user.rentList.contains ( _nftKey )� /*user is msg.sender*/
	 •	 Contract address must be approved for Nft transfer

Procedure:
	 •	 nft = getNftDetails ( _nftKey )� /*Getter 1*/
	 •	 lentNft = getUserLentNftDetails ( msg.sender, _nftKey )	�/*Getter 

5*/
	 •	 collateral = lentNft.collateral
	•	 rentedNftList.delete ( _nftKey )
	•	 user.rentList.delete ( _nftKey )� /*user is msg.sender*/
	 •	 if current time < lentNft.dueDate then

lentNft.borrowerAddress = address (0)
availableToRentNftList.add ( _nftKey )
ERC721 nftCollection = ERC721 ( nft.nftAddress )
nftCollection.safeTransferFrom ( msg.sender, contract 
address, nft.nftId )

else then
lenderAddress = lentNft.lenderAddress
lenderAddress.lentList.delete ( _nftKey )
nftList.delete ( _nftKey )
ERC721 nftCollection = ERC721 ( nft.nftAddress )
nftCollection.safeTransferFrom ( msg.sender, lenderAddress, 
nft.nftId )

end
	 •	 user.transfer ( collateral )� /*user is msg.sender*/
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16.6 � GAS GRAPHS

These are the gas graphs for all the functions present in the dApp. Each 
of the following charts shows units of gas consumed where we consider 
1,000,000 units of gas as the limit. To determine the amount of gas to be 
paid for each of these transactions, it is defined as (gas units) * (gas price 
per unit), which gives gas fees in Gwei. The current gas price per unit can be 
fetched from ycharts.com.

Suppose the current gas cost per unit is 60 Gwei.
To calculate the gas price in ether, we can simply use the conversion 

between Gwei and eth which is defined as

	 1 109eth Gwei=

We can calculate the gas cost for each of the following functions (Figure 16.7).

Function name Units of gas % gas used (limit: 
1000000)

Gas cost in ether 
(units of gas * 60)

addUser() 82899 8.3% 822899*60
= 4973340 Gwei
= 0.0049 eth

addNftToLend() 768374 76.8% 768374*60
= 46102440 Gwei
= 0.0461 eth

rentNft() 369787 37% 369787*60
= 22187220 Gwei
= 0.0221 eth

Function name Units of gas % gas used (limit: 
1000000)

Gas cost in ether 
(units of gas * 60)

stopLend() 163592 16.4% 163592*60
= 9815520 Gwei
= 0.0098 eth

returnNft() 245478 24.5% 245478*60
= 14728680 Gwei
= 0.0147 eth

claimCollateral() 185988 18.6% 185988*60
= 10979280 Gwei
= 0.0109 eth

https://ycharts.com
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16.7 � REVENUE MODEL

The dApp contract may hold some value as the revenue generated from 
users in return for its service. The revenue collection may follow various 
models and forms, a proposed few of which are listed below.

16.7.1 � Lending charge

A small amount for lending your NFT to the platform may be charged in 
order to generate revenue for the dApp. Each time a user adds their NFT to 
be available to rent, the lending charge may be levied along with the transac-
tion gas fees.

Figure 16.7  Gas graphs.
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16.7.2 � Late fee

In the scenario where the borrower of the NFT defaults on returning the 
NFT they rented, but the lender has not claimed the collateral yet, we may 
impose a late fee on the renter while they return the NFT. This charge may 
also be shared with the lender in appropriate proportion.

16.8 � FUTURE SCOPE

Future implementations can add some extended features to make our proj-
ect more efficient and effective.

16.8.1 � Credit score

The credit score defines the reliability of the customer. If the user breaks any 
predefined criteria, then it will affect their credit score, which will be seen 
when they rent another NFT.

On the other hand, if the user’s credit score is above a certain level, we can 
give the user some buffer time if they forget to return the NFT at the rental 
end time and the lender has not claimed the collateral yet. Our platform 
thus provides some flexibility for renters of NFTs.

16.8.2 � Capped collateral

We can set the maximum collateral up to a specified factor, for example, 
1.5x the price of the NFT. A transaction with vague and meaninglessly large 
collateral will spoil the platform’s integrity.

16.8.3 � Buy recommendation

This will recommend an NFT that is in demand, and tells how many people 
bought it earlier.

16.8.4 � Rent bidding

People can also bid on popular NFTs and decide who will rent them if they 
are wanted by multiple users at the same time. The lender will finally accept 
a bid, and thus the NFT will be rented.

16.9 � CONCLUSION

We can, finally, conclude that this project will add another dimension to the 
use of NFTs. Now people can use other NFTs without purchasing them. 
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We have developed a prototype that shows how this can be done. We wrote 
and tested smart contract code to show how NFTs can be rented. We then 
checked the analytics of how much gas we consumed during the whole pro-
cess function by function, which is a significant part of the smart contract, 
to reduce the fees.
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