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Foreword

The 21st century ushered in an era of unprecedented technological advancement that
shaped education. From using chalk, blackboards (or whiteboards), and paper to teach
and assess students to using computers and online teaching software. Early technologi-
cal advancements in higher education were initially met with caution, but then they were
embraced and adopted, improving teaching and research. As AT’s capabilities continue to
expand exponentially, the most transformative of these technological innovations is gen-
erative artificial intelligence (AI). Generative Al leaps forward from traditional Al as it
offers new pathways for creating text, audio, images, and complex simulations at a quicker
pace. This book, Generative AI in Higher Education: Guiding Principles for Teaching and
Learning: Volume 1, explores how higher education institutions should embrace and adopt
strategies to transform the education experience. I believe this book aims to highlight both
the transformative potential and the necessary precautions associated with generative Al
It also provides higher education institutions with the principles to guide their implemen-
tation of generative Al

The book recognises the critical concerns of permitting the use of generative Al in
higher education, which broadly links to ethics, authenticity of the academic experience,
equity, accessibility, and replacement of labour. By tracing the historical use of Al in higher
education, the author argues that these concerns are recurring and valid but should not be
a limitation to embracing generative Al Instead of doing nothing and hoping generative
AT will disappear into the abyss, these valid concerns should form the foundation for HEI
policy or guidance to ensure that the benefits of Al are realised without exacerbating exist-
ing inequalities or compromising on the ultimate goal of higher education which is to
educate, inspire, and equip students to contribute meaningfully to society.

Embracing generative Al offers several benefits to teaching and research in higher edu-
cation. Generative Al can lead to innovative curricula and teaching methods that improve
student engagement and retention. By analysing individual learning styles and progress,
generative Al can provide personalised learning experiences and feedback, making educa-
tion more accessible and practical. Additionally, it can develop students’ employability,
creating graduates that respond to societal needs. For research, academics can leverage
generative Al to uncover insights that were previously out of reach, create complex simula-
tions, analyse data rapidly and produce knowledge exchange materials such as blogs,
images, and videos quicker than is currently done. Therefore, as advocated in this book,
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embracing generative AI requires higher education stakeholders to know its usefulness
and how it can positively impact the sector.

Adopting generative Al in higher education requires clear guidelines and standards that
institutions can follow to maximise the benefits. In Chapter 2 of this book, the author sets
out five general principles for using generative AI well in higher education. These general
principles are complemented with examples related to tuition and assessment. The author
also proposed ‘Employability Guiding Principle for Using Generative Al in Student Skill
Development.” These employability principles can support initiatives that will create a
workforce with relevant skills and workplace experiences. Chapter 2 also explores guiding
principles for students and staff as generative Al raises ethical considerations linked to
academic integrity, privacy, and responsibility.

This book is relevant to all higher education stakeholders, including students, academ-
ics, HE executives, policymakers, and regulatory bodies navigating the complex landscape
of generative Al in higher education. The book should spark dialogue, inspire innovation,
and guide thoughtful action as we collectively navigate the intersection of technology and
education. The journey ahead is filled with promise and complexity, and our collective
responsibility is to ensure that the integration of generative Al into higher education serves
the greater good. When thoughtfully and ethically integrated, it can enhance our ability
to achieve this goal, fostering a more inclusive, innovative, and dynamic educational
environment.

Dr Miriam Mbah-Amanze
Senior Lecturer
The Open University



Preface

The assertion that technology is revolutionary in how we think, feel, and perceive social
construction speaks to the profound impact of technological advancements on our cogni-
tive processes, emotional responses, and societal interactions. I posit that this technological
revolution will eradicate traditional conceptions of education, prompting a re-evaluation
of teaching and learning methodologies. This claim highlights the need to question long-
standing educational paradigms and to explore what contemporary teaching pedagogy
should entail. However, this question remains inadequately addressed within mainstream
discourse, casting doubt on the purported benefits of the technological revolution.

Firstly, technology’s revolutionary nature refers to its capacity to fundamentally alter
human experiences and societal frameworks. For instance, the integration of digital tools
in everyday life reshapes how individuals access information, communicate, and form
social connections. These changes necessitate a re-evaluation of various societal constructs,
including education. The traditional education system, characterised by structured class-
rooms, standardised curricula, and conventional teaching methods, appears increasingly
incongruent with the dynamic and interconnected digital world.

In light of these technological advancements, I argue that the preconceptions surround-
ing education need to be challenged. Traditional educational models, which emphasise
rote learning and teacher-centred instruction, may no longer be effective in preparing stu-
dents for the complexities of the modern world. Instead, there is a growing need for peda-
gogical approaches that are adaptive, student-centred, and integrative of technology.
Contemporary teaching pedagogy should leverage digital tools to foster critical thinking,
creativity, and collaboration, skills that are essential in the digital age.

Despite this need for pedagogical evolution, the mainstream discourse on education has
not adequately addressed what contemporary teaching should look like. While there are
pockets of innovative practices and research exploring new educational models, these
efforts have not yet merged into a comprehensive framework that can guide widespread
educational reform. The lack of a cohesive vision for modern pedagogy leaves HEIs and
policymakers without clear direction, hindering the effective integration of technology in
education.

Moreover, the benefits of the technological revolution in education remain uncertain
due to this lack of clarity. Without a well-defined approach to incorporating technology
into teaching and learning, there is a risk that technological tools will be used superficially
or in ways that reinforce existing inequities. For instance, the digital divide, which refers to
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the gap between those with access to technology and those without, can exacerbate educa-
tional disparities if not adequately addressed. Additionally, the overreliance on technology
without a pedagogical framework can lead to issues such as decreased face-to-face interac-
tion and critical engagement.

While technology can revolutionise education, this potential will not be fully realised
until there is a thorough examination and redefinition of contemporary teaching peda-
gogy. It is imperative for HEIs, researchers, and policymakers to engage in critical dis-
course about the role of technology in education and to develop innovative pedagogical
models that harness its benefits. Only then can the technological revolution in education
lead to meaningful and equitable improvements in teaching and learning.

The rationale for producing this book is grounded in addressing significant gaps in
institutional and policy frameworks within higher education. These gaps necessitate a
comprehensive examination of effective tuition policies to foster inclusivity and equity,
particularly for students who encounter challenges in navigating academic jargon and
complex learning environments. By dissecting these issues, the book aims to equip institu-
tions and policymakers with the tools and insights needed to implement inclusive and
equitable policies.

One primary motivation for writing this book is to assist HEIs and policymakers in
developing and implementing effective tuition policies. These policies are essential for cre-
ating an inclusive academic environment where all students can thrive regardless of their
backgrounds or academic preparedness. The traditional academic landscape often presents
barriers through the use of specialised language and complex concepts, which can be par-
ticularly challenging for students from diverse educational and socio-economic back-
grounds. Addressing these challenges requires a deliberate and informed approach to
policymaking, one that prioritises accessibility and equity.

Furthermore, the book aspires to offer a framework and actionable solutions for inte-
grating Generative Artificial Intelligence (GenAlI) in HEIs. GenAlI holds transformative
potential for education, but its benefits can only be fully realised if implemented thought-
fully and strategically. The integration of GenAl can enhance personalised learning,
streamline administrative processes, and provide innovative teaching tools. However,
without a clear framework, there is a risk of uneven implementation and exacerbation of
existing inequities. This book seeks to provide HEIs and policymakers with the necessary
guidance to leverage GenAl effectively, ensuring that its deployment benefits all students.

In detailing the rationale, it is essential to underline the broader implications of the
book’s objectives. By addressing policy and institutional issues, the book aims to contrib-
ute to the ongoing discourse on educational reform and innovation. It seeks to challenge
conventional approaches and advocate for evidence-based, inclusive policies that recognise
the diverse needs of the student population. This proactive stance is crucial in an era where
technology is rapidly changing the educational landscape, and where there is an urgent
need to ensure that these changes lead to positive and equitable outcomes.

Moreover, the book intends to serve as a resource for stakeholders in the education sec-
tor. HEISs, policymakers, academics, and researchers will find valuable insights and practi-
cal strategies to address the complexities of modern education. The hope is that by providing
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a well-researched and comprehensive framework, the book will facilitate informed
decision-making and foster a culture of inclusivity and equity in higher education.

In conclusion, the production of this book is driven by the need to fill critical gaps in
institutional and policy practices within higher education. By focusing on effective tuition
policies and the implementation of GenAlI, the book aims to provide a robust framework
for inclusivity and equity. It is envisioned as a valuable resource for HEIs and policymak-
ers, guiding them towards creating a more accessible and equitable academic environment
for all students. Through this work, the book aspires to contribute to the broader goal of
educational reform and innovation, ensuring that technological advancements like GenAl
are harnessed for the benefit of the entire student body.

Dr Emmanuel K Nartey
PhD, LLM, MSc, SFHEA, MCMI, MAPS, OLY, BA
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Introduction

In recent decades, technology has made life easier and more efficient for people (Griibler,
2003). However, about 60 years ago, many were unsure how good it would be. This uncer-
tainty came from not knowing much about it, worries about countries not getting along,
ethics and regulatory worries, fears of losing jobs, and concerns about the environment. For
instance, when the World Wide Web (WWW) was being created, many doubted it. They
were not sure if it would be helpful, if the technology was good enough, if it would change
things too much, and if it would be appropriately regulated (Berners-Lee, 1999). Nevertheless,
despite these doubts, the WWW became a significant aspect of our lives, changing how we
communicate, do business, learn, and live (Herring, 2000). This development suggests that
society tends to fear the unknown due to a lack of awareness and knowledge about how tech-
nology might change their lives. This fear can be reasonable, as it can lead to fair and effective
use of technology. Nonetheless, we must closely examine our beliefs and attitudes towards
new technologies to ensure we understand and manage them properly.

In addition, being unsure about new technology has consequences. It can make people
slow to try it, miss out on good opportunities, make it difficult to find information, and
raise ethical worries. It also makes developing regulations and principles very challenging,
as resentment can lead to a lack of consensus on how to effectively integrate technology
into society. However, this uncertainty mostly comes from not knowing enough and being
unsure of how it would help everyone. One reason for this is that when we do not fully
understand something, like its details and how it is made up, we tend to avoid exploring it.
This can also apply to how people and society view technology if they do not have enough
information about it. Therefore, unwillingness to use the WWW made it difficult for every-
one to share information easily (Herring, 2000). People and businesses who did not want
to use it missed chances to be creative, work together, and generate income (Shirky, 2008).
Now, with new technology like Artificial Intelligence (AI), there are similar worries. People
are concerned about using the WWW well, like ensuring everyone can use it, ensuring
information is fair for everyone, and keeping personal information safe (Fuchs, 2014). So,
even though being unsure about new tech is normal, it is essential to think about how it can
help everyone and try to solve any worries early on. Therefore, the issue of emerging tech-
nology and its integration is a question of cause and effect. We need to understand the core
of this technology and how it will impact various segments of society without causing
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discrimination or further socio-economic deficits. I believe that the moral, ethical, and
regulatory aspects of emerging technologies, such as AI, should be addressed not only at
the foundation level but also at the implementation or integration level. Addressing these
issues at their core can help limit biases, discrimination, and socio-economic deficits that
may arise in the future.

What this means is that understanding technology should be a key part of elementary
education to better prepare students for higher education. We also need to create and
improve resources that help people understand both the costs and benefits of using tech-
nology. In simple terms, integrating digital literacy into education can address these needs.
By doing this, we can help prevent misinformation and educate people about the real
impact of technology on our lives, rather than just focusing on its effects. This approach
will make it easier for everyone to understand and use technology responsibly and
effectively.

Despite initial doubts about the WWW, its impact on society and education cannot be
overstated. Many people were uncertain whether a global information network would
work or be useful. However, the WWW has wholly changed many parts of society, like how
we communicate, do business, and learn. One big way the WWW has helped society is by
improving how we communicate and share knowledge (Castells, 2001). With things such
as email, social media, virtual learning environments, and instant messaging, people can
talk to each other instantly, no matter where they are. This has made it easier for people to
work together, share ideas, and learn about different cultures. Also, online communities
have formed, giving people support and places to discuss different topics. This evidence
indicates that emerging technology can be useful if it is welcomed, embraced, and used
fairly and effectively. Fundamentally, it is essential to recognise that we perceive technol-
ogy as part of human evolution. To obstruct its development or develop hostility towards
its integration into society is a step back to a primitive view. Therefore, instead of being
fearful, we must address the question of its cause and effect.

In simple terms, the relationship between new technology and society involves a com-
plex interaction between innovation and societal change. Technology is born out of human
creativity and necessity, aiming to solve problems and improve efficiency. The effects of
new technology are wide-ranging, impacting daily life, culture, economy, and ethics. For
example, the WWW and AI show this dynamic well. Human ingenuity and the desire to
overcome challenges lead to these powerful tools. The effects are significant: the WWW
changes how we communicate, AI transforms industries, and new ethical issues arise
about privacy and control. These effects then become new causes, leading to more techno-
logical advances and changes in society in a continuous cycle. Philosophically, this ongo-
ing relationship highlights the non-linear nature of progress. The impacts of new technology
often go beyond what was originally intended, challenging current ways of thinking and
requiring constant reflection. This underlines the importance of innovators and society
being proactive in managing the consequences of technological change, ensuring that
advancements benefit human values and future generations

The WWW has made a significant difference in business by allowing online shopping.
Companies can now sell their product to people worldwide, not just in one place. This has
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helped businesses grow, create jobs, and make it easier for people to buy the products they
need. In education, the WWW has made learning easier and more accessible. Online
classes and resources mean that anyone can learn new things no matter where they live or
how much money they have. This has been especially helpful for people in areas with fewer
educational resources, giving them chances to learn and improve their lives. The WWW
has also made it easier for students and teachers to collaborate and share knowledge.
Online forums and classes give students chances to speak to each other and learn from
each other. This makes learning more interesting and helps people work together better.
Overall, the WWW has made it easier for people to keep learning throughout their lives
and find jobs in a changing world. It’s made a big difference in how we live and work and
will continue to do so in the future. From this perspective, we can assume that the proper
and correct integration of technology benefits human endeavours. Therefore, if we ade-
quately observe the causes and effects of technology, our fears and worries will dissipate,
and the focus will shift to how we can improve it.

Furthermore, before the development of the WWW, education primarily took place in
traditional classroom settings with face-to-face interactions between teachers and stu-
dents. Textbooks, printed materials, and physical libraries were the main sources of infor-
mation. Education was limited by location and time, meaning that access to knowledge
was often restricted. For instance, students in remote or underprivileged areas had less
access to high-quality educational resources. Additionally, communication between
educational institutions was slow, relying on postal services to exchange information and
academic materials. The development of the WWW in the early 1990s revolutionised edu-
cation, fundamentally changing the way knowledge is shared and accessed. The WWW
enabled the rise of e-learning platforms, online courses, and digital libraries, making edu-
cation more accessible and flexible. Information became readily available to anyone with
an internet connection, breaking down geographical barriers and democratising access to
knowledge. The availability of online educational resources allowed for a more self-directed
learning approach, where individuals could learn at their own pace and according to their
own schedules.

Moreover, the WWW enabled the creation of virtual classrooms and the use of multi-
media in teaching, enhancing the learning experience through interactive and engaging
content. The global connectivity provided by the internet also fostered international col-
laborations and the exchange of ideas, promoting a more global perspective in education.
Teachers and students could easily communicate and share resources across borders,
enriching the educational experience with diverse viewpoints and materials. In summary,
education before the WWW was characterised by limited accessibility and slower com-
munication, heavily dependent on physical presence and printed materials. The advent of
the WWW transformed education into a more inclusive, flexible, and globally connected
endeavour, vastly expanding the reach and methods of teaching and learning. This histori-
cal shift highlights the profound impact of technological advancements on educational
practices and accessibility.

Even though the WWW had flaws, society did not see it as a significant threat anymore.
This shows that for Al to be accepted, we need to share much knowledge about it and have
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good rules in place. We need to understand where AT falls short and make rules to control
it properly. Having dedicated AI departments in institutions or an AI Ministry in
Government can help spread knowledge about Al learn more about it, and create essential
rules to ensure Al is used responsibly in society. Institutions and governments should
think about creating special AI departments just like they have IT and data protection
departments. These AI departments would be in charge of making sure Al is used properly
in organisations.

In the present day, the acceptance and use of Al can be seen as similar to how people
first reacted to the WWW. When the WWW first emerged in the early 1990s, it was met
with a mix of excitement and scepticism. People were intrigued by its potential to revolu-
tionise communication, access to information, and education. However, there were also
significant concerns about privacy, security, and the impact on traditional ways of doing
things. Over time, as more people understood its benefits and as technologies improved,
the WWW became an integral part of everyday life, fundamentally changing how we
work, learn, and connect with each other. Similarly, Al is now experiencing a comparable
journey. There is a great deal of enthusiasm about the possibilities Al offers, such as improv-
ing efficiency, enabling new forms of creativity, and solving complex problems. Yet, there
are also widespread concerns about the ethical implications, job displacement, and the
potential for misuse. People worry about privacy issues related to data collection and the
decisions made by Al systems without human oversight.

As with the WWW, the initial reactions to AI are mixed. Some people embrace Al’s
potential enthusiastically, while others remain cautious or resistant. Over time, as AI tech-
nologies become more sophisticated and as society develops better regulations and ethical
guidelines, it is likely that AI will become as integrated into our daily lives as the WWW is
today. This evolution will involve learning from past experiences with the WWW, address-
ing legitimate concerns, and finding ways to maximise the benefits while minimising the
risks. If we consider this point empirically, the conclusion is that AI is not a problem or a
threat to human civilisation, as some perceive it. Instead, it is a tool for societal enhance-
ment and efficiency.

As we see the WWW grow and notice people’s current feelings towards AI, many indi-
viduals feel uncertain or biased about using AI. This might happen because their actions,
beliefs, intentions, and goals do not align. Behaviour means what people actually do
(Albarracin et al., 2005), and it often comes from their attitudes. Let’s look at a story from
a long time ago to see how attitudes and actions can differ. In 1934, a researcher named
LaPiere travelled around the United States with a young Chinese couple. At that time,
there was a lot of prejudice against Asian people. Surprisingly, even though they met many
people who did not like Asians, only one place refused to serve them. Later, LaPiere asked
the same places in letters if they would accept Asian guests. Only one said yes. This made
it seem like there was a weak link between what people said and what they did. However, it
is essential to note that LaPiere’s study had its limitations. He could not ascertain if the
individuals who declined to serve the couple were the same ones who responded to the let-
ters. Subsequent research has shown that attitudes and actions are often in sync. For
instance, a study by Glasman and Albarracin (2006) revealed that attitudes and actions
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align about half of the time, shedding light on this connection. Similarly, individuals may
harbour reservations towards Al due to negative preconceptions, even if they have had
positive encounters. However, it is crucial to critically analyse AI and foster affirmative
interactions with it. These experiences hold the potential to dispel doubts and instil a sense
of optimism.

Furthermore, the growth of Generative Artificial Intelligence (GenAl) reminds us of
what happened when the WWW was made. Both times, people were not sure and worried
about what might happen. People are more sceptical about GenAI than about WWW
because of GenAT’s intelligence. Partly because it can create text, images, and sounds that
seem human-made, some people worry about Al being misused. However, it is essential to
note that GenAl requires human oversight and interaction to produce substantial outputs.
Therefore, any problems with GenAlI are more about human behaviour and conduct than
the technology itself. This means that the focus should be on implementing rules and regu-
lations to ensure fair and effective use rather than on promoting scepticism and propa-
ganda. Similarly, when the WWW was new, people discussed privacy and whether online
information could be trusted. This also makes us think about how people usually react to
new technology. People are often unsure or even afraid of what might change when some-
thing new comes along. But then, just like how the WWW changed how we talk, buy prod-
ucts, and learn, GenAl could change many parts of our lives, too, like how things are made
and decisions are made.

In simple terms, people have developed negative attitudes towards using GenAlI, but it is
essential to understand why. The reasons behind their attitudes are not very clear. By
understanding these attitudes, we can use models of feelings to explain GenATI’s scepti-
cism. One common way to understand feelings is by looking at their structure. Feelings
can be positive or negative and can have high or low arousal. For example, people might
feel sad, angry, content, or excited. Each feeling varies in how negative or positive it is and
how aroused it makes someone feel. Many people think of emotions in two main ways:
whether they feel good or bad, and how much energy or excitement they have. This idea
comes from research by Bradley, Codispoti, Cuthbert, and Lang (2001); Russell (2003); and
Smith and Ellsworth (1985), among others. People experience emotions like sadness, anger,
contentment, or excitement, and each emotion varies in how good or bad it feels and how
much energy or excitement it brings (Russell, 2003). Arousal, which is how energised or
activated someone feels, is hard to explain, but it usually involves changes in things like
skin conductance, heart rate, or brain waves (Bradley & Lang, 2007; Cacioppo, Berntson,
& Crites, 1996). Feeling anxious, tense, alert, and excited all have high arousal in common
(like having a fast heart and breathing rate), while feeling sad and content share low arousal
(like having a slower heart and breathing rate or feeling sleepy) (Albarracin & Vargas,
2010; Clore & Schnall, 2005; Schimmack & Crites, 2005).

Based on the scepticism and research, we can conclude that people’s attitudes towards
GenAI may result from fear and the unknown. This fear stems from concerns about dis-
rupting traditional approaches to education or ways of life, distorting normal life forma-
tions, and encountering intelligence beyond the ordinary person’s or academic’s conceptual
perception. However, I believe that the current attitudes are primarily due to a lack of
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awareness and detailed understanding of what GenAlI is and how it works. Despite clear
evidence from research that will be presented in this book that GenAlI has been part of
society for many decades, misconceptions persist. This indicates that improving public
awareness and providing thorough oversight is crucial to addressing these fears and chang-
ing attitudes towards GenAl.

People may hold negative attitudes towards GenAlI for several reasons. These attitudes
can be understood using a model that considers attitudes as having both valence (positive
or negative) and arousal (the intensity of the emotional response) dimensions (Albarracin
& Vargas, 2010). On the valence axis, individuals may either like or dislike GenAI, much
like how they may have preferences for political candidates or tastes. Additionally, atti-
tudes can be mapped onto the arousal dimension as they vary in extremity, importance,
confidence, and the degree to which they elicit strong emotional responses such as excite-
ment (Cuthbert et al., 2000; Fabrigar et al., 2005; Lang et al., 1988). For instance, highly
engaging topics such as abortion, gay marriage, and marijuana legalisation often evoke
strong attitudes that are intertwined with emotions and relate to other essential attitudes
like personal values and self-esteem (Eagly & Chaiken, 1993; Fabrigar et al., 2005).

These attitudes are often expressed strongly in responses to attitude scales, held with
high confidence, easily recalled, and vigorously defended against criticism (Judd & Brauer,
1995a, 1995b; Abelson, 1988; Johnson et al., 2005; Petty et al., 2004). Therefore, negative
attitudes towards Gen Al may arise from concerns about its societal implications, potential
impact on personal values, and intense emotional responses it elicits (Albarracin & Vargas,
2010; Cuthbert et al., 2000; Fabrigar et al., 2005; Lang et al., 1988; Eagly & Chaiken, 1993;
Judd & Brauer, 1995a, 1995b; Abelson, 1988; Johnson et al., 2005; Petty et al., 2004). This
means that people’s feelings about exploring new technology, like GenAl, are complex and
have many parts.

Understanding what makes society feel a certain way about it requires considering vari-
ous factors. So, to understand how people think about GenAlI right now, we need to use
ethical principles, guidelines, policies, and laws. Hence, I suggest that when we study
GenAl, it is not enough to focus only on the technical side. We also need to understand
people’s feelings about it—from how it’s created to how it’s put into action. This means
looking at many different factors and considering things such as ethics (knowing what’s
right and wrong), guidelines (rules to follow), policies (official rules), and laws (legal rules).
By thinking about all of these things together, we can fully grasp what society feels about
GenALl This approach also helps ensure that GenAl is developed and used responsibly and
safely for everyone.

In addition, even though people are often unsure about new technology, it does not
mean they will not use it eventually. By looking at how people felt about the WWW and
GenAl, we can see that it is essential to think carefully about how new technology is used
and what effects it might have. By doing this, we can use technology like GenAlI in a good
way while making sure it is safe and fair for everyone. However, it is essential to under-
stand that doubting new technologies does not always stop them from being used in soci-
ety. Just like how the WWW changed how we talk, do business, and learn, GenAlI could
alter many parts of society. So, even though people have been unsure about new
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FIGURE 1.1 Timeline of the World Wide Web (WWW).

technologies like GenAl before, it is still essential to think carefully about them. We must
also consider ethics, fairness, and safety when developing and using GenAlI. By doing this,
we can ensure GenAl is used well and does not cause harm. Therefore, looking at how
people felt about the WWW and GenAI shows us that it is normal for people to be unsure
about new technology. Nevertheless, it also reminds us that we need to think carefully
about how we use it. By doing this, we can ensure GenAl positively impacts society while
avoiding problems.

Figure I.1 illustrates the chronological progression of the World Wide Web (WWW)
from its inception in 1989 to its current advancements, highlighting key milestones such as
the development of browsers, the rise of social media, advancements in mobile connectiv-
ity, and emerging technologies like AI and blockchain. It demonstrates how the WWW
has evolved and integrated into various aspects of global society over time.

Smith et al. (2019 discusses how GenAlI brings up different opinions in higher educa-
tion. Some people worry that GenAI might be bad for traditional teaching methods. They
think it could lead to problems with honesty, teaching quality, and ethics. They say that
using GenAl to write essays could make it easy for students to cheat by online copying
(Perkins et al., 2024). They also think that relying on AI too much could stop students from
thinking for themselves and make their work less valuable (Yeralan & Lee, 2023). On the
other hand, some people see GenAl as a helpful tool that could improve education. They
think it could make learning more personal, help teachers create better materials, and
make school work easier (Binhammad et al., 2024). They also believe it could help more
people get access to education, no matter where they come from or what they are good at
(Li & Huang, 2020). All the arguments these authors make are valid, but what is essential
to consider is the ethical and regulatory side of things. We need to find a set of rules that
can guide how GenAl is used in higher education. If we can come up with a clear under-
standing of how to use GenAl in this context, then we can find solutions to the practical
issues raised by both arguments.

Similarly, from the perspectives of these authors, we can see that there are two closely
related connections between using GenAl and how people feel about it. Both of these
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connections are also linked to people’s attitudes, which can lead to either positive or nega-
tive opinions about GenAl. However, these negative associations can be countered by
applying ethical principles, guidelines, policies, and laws. By following these principles, we
can shape how individuals think and behave (Albarracin et al., 2005; Eagly & Chaiken,
1993). Furthermore, making GenAlI acceptable in society involves understanding and
influencing people’s feelings and emotions towards it (affective component), their beliefs
and thoughts about it (the cognitive component), and their past experiences with it (the
behavioural component) (Eagly & Chaiken 1993; Fabrigar et al., 2005). Therefore, using
principles that ensure the protection of these values can help promote the universal accep-
tance of GenAl in all societies.

Some authors have focused on the possible dangers of GenAl in higher education, bring-
ing up essential concerns. However, their discussions often fail to consider all the ways
GenAI could be helpful in academia. While they acknowledge that AI could shake up
traditional teaching methods and cause concerns about fairness and ethics in assessments,
they often do not discuss how AI could improve university teaching, research, and admin-
istrative tasks. GenAl can analyse lots of data, which could completely change how stu-
dents learn by making it more personalised and helping teachers give better feedback. It
could also help professors, researchers, and lecturers in their research by finding patterns
and analysing data. AI tools could also make administrative tasks more manageable, free-
ing up time and resources for universities to try new teaching methods and get students
more involved. This means that GenAl is used to help develop knowledge instead of creat-
ing it on its own. I will argue that this is the primary purpose of GenAl. This is because
integrating GenAl into society and education aims not to replace human abilities but to
complement existing human work. It also seeks to reduce the time humans spend on tasks
that may not contribute effectively to productivity. While I recognise that GenAlI can be
misused, this can be prevented through appropriate rules and regulations. So, a lack of eth-
ics and policies can explain the lack of a full understanding and recognition of all the dif-
ferent parts of GenAl. This is why there is a lack of a broad approach and doubt about
GenAlI and whether people will accept it.

Therefore, with the rapid advance of technology, it’s becoming increasingly important
to rethink traditional education methods and redefine what teaching means today.
Technology has fundamentally changed how we share, access, and interact with knowl-
edge, challenging the old ways of teaching that have been in place for along time. Traditional
teaching methods, which often rely on memorisation and passive learning, might not meet
the needs of modern students. The rise of digital tools and resources offers new opportuni-
ties for more engaging, personalised, and interactive learning experiences. However, this
shift requires us to carefully consider how these technologies are used in education.
Sticking too closely to old methods might limit the benefits of these new tools if they are
not adapted to fit current learning goals. Therefore, today’s teaching should reflect the
impact of technology on learning. It should use digital tools to promote active learning,
teamwork, and critical thinking. Modern teaching approaches focus on student-centred
learning, where students actively engage with the material, apply their knowledge in real-
world situations, and develop skills that are important in today’s fast-changing world. This
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means integrating technology in ways that truly enhance learning, rather than just adding
to traditional methods.

Henceforth, to effectively incorporate technology into education, it’s crucial to clearly
define the goals and purposes of teaching in today’s world. This means updating educa-
tional objectives to go beyond just acquiring knowledge. Modern education should also
focus on developing digital skills, problem-solving abilities, and the capacity to manage
information in a tech-rich environment. Educators need to think about how technology
can enhance teaching methods to cater to different learning needs and support lifelong
learning. As technology evolves, it’s important to challenge traditional teaching methods
and rethink educational strategies. Therefore, defining what education should be in the
digital age involves using technology to improve learning experiences, encourage active
participation, and ensure teaching practices meet the needs of a rapidly changing world.
Considering these factors, educators can better prepare students for the complexities of
modern life and keep educational practices both relevant and effective.

Also, attitude strength means how strong an attitude is over time, how hard it is to
change, and how much it affects what we think and do (Fazio, 1995; Krosnick & Smith,
1994). Knowing how strong an attitude is helps us determine when and which attitudes
will actually change how people behave when using GenAl In intelligent conversations,
attitude strength is seen as a mix of many things, like how strong, specific, and essential an
attitude is. At first, people thought all these things made up one big idea called attitude
strength (Peterson & Miller, 2004). They found this idea true by looking at different factors
that were grouped under a few big ideas (Bassili, 1996). However, some experts thought
this idea might be too simple because of mistakes in measuring things (Krosnick et al.,
1993). Krosnick et al. (1993) found that only a few pairs of these things were really con-
nected, showing that attitude strength is not just one thing but has lots of different parts
(Krosnick et al., 1993; Peterson & Miller, 2004; Visser, Krosnick & Simmons, 2003). This
makes it challenging to understand attitude strength fully and adds to the doubts about
whether people will accept GenAl. In the development of GenAl, testing attitudes and
capabilities can gauge societal acceptance and scepticism. This testing process is crucial for
establishing rules and principles that can guide its integration into society effectively. It
helps in developing a better understanding of how GenAlI can be used and how knowledge
about it can be advanced.

This book suggests that we should use ethics and guiding principles to influence how
people feel and act about GenAlL It is not just about technicality and engineering; GenAl
has considerable effects on society, people, and the future. When we discuss GenAl, if we
include ethics and guiding principles, it can change how society sees and uses it. Ethics
gives us a moral guide to think about the effects of GenAI and helps us make decisions that
match what society thinks is right or wrong. Guiding principles give us practical rules to
handle the tricky ethical problems GenAI brings so that we can make intelligent choices.
Also, the book proposes we look at GenAI more broadly, not just if it works technically or
ethically. This means thinking about how it affects society as a whole. By focusing on ethics
and guiding principles, we can deal with ethical issues, be transparent, build trust, and
reduce risks linked with GenAlI. Overall, this book recommends that ethics and guiding
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principles are crucial in shaping how society sees and uses GenAl. By including these prin-
ciples when discussing GenAlI, we can help ensure that Al is developed and used in a fair
and good way for everyone.

This is partly because ethical principles are crucial for guiding behaviour in personal
and professional contexts. They provide a framework that helps individuals and organisa-
tions make morally sound decisions. These principles promote fairness, justice, and respect
in interactions with others, fostering trust and harmony in society. By adhering to ethical
guidelines, people ensure their actions uphold values such as human dignity, honesty,
integrity, and fairness. This alignment helps prevent harm, encourages accountability, and
maintains a cohesive social structure. Therefore, ethical standards also act as a safeguard
against exploitation, discrimination, and misuse of power, creating an environment where
everyone can flourish with mutual respect. Furthermore, ethical principles enable indi-
viduals and institutions to consider both immediate and long-term consequences of their
actions on individuals and society as a whole. This thoughtful approach contributes to a
culture that values moral responsibility and supports the common good. Ultimately, for
the use of GenAl, ethical principles are important because they can build trust, promote
fairness, prevent harm, and uphold fundamental values essential for humanity’s well-being
and progress.

Moving on, people discuss GenAl in higher education in different ways. Some see it as
a threat because they worry about fairness and the authenticity of teaching methods.
However, others see it as a chance to improve teaching and learning. Thus, it is essential to
understand both sides of this debate so we can make intelligent decisions about using
GenAI in higher education while considering the ethical, teaching, and policy issues
involved. Hence, to understand how people feel about GenAI, we can look at different
things, such as how strongly they feel about it, how important it is to them, how sure they
are about their feelings, and how easy it is to think about it (Bassili, 2008; Krosnick et al.,
1993; Krosnick & Smith, 1994; Peterson & Miller, 2004). By studying these factors, we can
determine what influences people’s attitudes and how GenAl fits into society.

For example, attitudes can be positive or negative, showing how much someone likes or
dislikes GenAl. The extremity of these attitudes measures the strength of those feelings
(Bassili, 2008; Krosnick et al., 1993; Krosnick & Smith, 1994). Sometimes, attitudes can
become even stronger, which is called attitude polarisation. This happens when people
keep thinking about the attitude or hear the same messages repeatedly (Tesser, Martin &
Mendolia, 1995; Brauer et al., 1995). Insults or arguments about oneself can also strengthen
attitudes (Abelson & Miller, 1967; De Dreu & van Knippenberg, 2005). Understanding
these things helps us see why some people might have negative feelings about GenAl. It
shows us that we must think carefully before fully introducing GenAlI into our society.

Therefore, the question arises: Will machines becoming more advanced change every-
thing, or will people end up controlled by their own inventions? James Cameron’s famous
movie The Terminator brings up these ideas. While some may see it as just a story, the simi-
larities between the rise of GenAlI and Cameron’s vision in 1984 make it worth thinking
about. So, it is important to consider how GenAI affects education and society, including
jobs, ethics, and laws. Understanding GenAI’s impact could turn Cameron’s dark future
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brighter. While The Terminator isn’t the main focus here, it helps start a discussion about
GenAl in education.

GenAl refers to technology that uses advanced models to create content that seems
human-like. Though, it is not just about technologys; it affects many aspects of life beyond
that. For example, Chat Generative Pre-Trained Transformer (ChatGPT), a chatbot pow-
ered by GenAl, has both good and bad effects on society and education. These effects are
still being talked about and studied. Without an explicit agreement on the best way to
proceed, there’s undeniable a lack of consensus on how GenAlI should be used. However,
what’s essential is establishing rules and principles to address its shortcomings, as well as
clearly defining its concept and explaining how it is practically applied.

In practical terms, ‘GenAT’ refers to how the concept or term is applied in real-life situ-
ations, showing its relevance and implications. For instance, while the current definition of
ChatGPT emphasises its technological capabilities, it is essential to broaden this definition
to recognise its broader implications. ChatGPT’s impact on society and higher education
involves intricate interactions beyond technology alone, encompassing neurocognition
and awareness. Acknowledging these dimensions is crucial for understanding its diverse
impact. Therefore, the definition of ChatGPT should incorporate an element that acknowl-
edges its role in shaping cognitive processes and societal awareness, ensuring a compre-
hensive understanding that reflects its innovative potential and societal significance.

Therefore, a comprehensive definition of GenAl should consider its broader influence
and implications. GenAl refers to innovative AI models that use advanced algorithms to
create customised datasets based on user inputs, presenting new challenges as it evolves
rapidly. Defining GenAlI clearly is essential for understanding how it can integrate into
higher education and impact teaching and research practices and how to regulate it.
Furthermore, including employability in the definition of GenAlI provides a contemporary
approach to higher education pedagogy. Linking GenAI with employability recognises
AT’s role in enhancing students’ career readiness and skillsets. This integration ensures
educational programmes impart theoretical knowledge and prepare students for dynamic
job markets. In summary, a comprehensive definition of Gen Al must acknowledge its abil-
ity to foster employability skills, bridging the gap between academic learning and profes-
sional development. This approach supports a holistic approach to modern higher education
pedagogy.

Chan and Hu (2023) suggest that GenAlI includes fancy computer programs that learn
from existing data and make new data that looks similar. GenAI works like a type of pro-
gram called a Variational Autoencoder (VAE). This program learns to turn data into a
secret code and then turn that code back into data, keeping important details intact.
Goodfellow et al. (2014) group GenAl with something called Generative Adversarial
Networks (GANs). In GANSs, two computer networks team up to make data that looks real.
These ideas show how GenAI uses advanced programs to find patterns and create new
ideas differently. Even though Yuk and Hu and Goodfellow et al. have given us good ideas,
we still do not fully understand how GenAlI affects people and what it means for us. So, it
is essential to clearly understand what GenAlI is and what it does. GenAl is an innovative
computer model that uses fancy programs to make datasets based on what people want,
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but we still need to determine how it can change things. Getting a better definition of
GenAI will help us discover how it can be used in schools, universities, and research, and
what that means for teaching and learning.

Some writers also worry that as GenAlI gets better at understanding language, it could
be a problem for schools, universities, and other institutions. It might be too soon to say
that GenAlI can do many good things. For example, there are tools like ChatGPT, Bard,
Stable Diffusion, and Dall-E (Silverman et al., 2023). These tools can understand compli-
cated questions and give answers that sound like they came from a person. This makes
people wonder about what this means for society, like in education, healthcare, media, and
tourism. While it is exciting to think about using GenAl in these areas, we also have to
consider how it can help everyone and ensure it does not leave anyone out. However, we are
not sure yet what the future of GenAlI will look like, but it is essential to consider how it
might affect society. Consequently, one way to do that is by looking at tools like ChatGPT.
ChatGPT is good at understanding and talking in different languages and doing things
like writing, speaking, and translating (Baidoo-Anu & Ansah, 2023). Nevertheless, because
GenAl is so good at making things, it raises ethical questions. For example, in education,
people worry that it could help students cheat on tests or assignments without getting
caught by anti-cheating software (Michel-Villarreal et al., 2023).

This also shows a need for a clear plan for using GenAl so that people’s attitudes can
change and access easier (Ajzen, 2012). Accessibility means the strong connection between
how someone feels about GenAI and how they think about it when learning. Using a clear
plan for GenAl, we can see which attitudes come to mind when people use GenAl (Fazio,
Sanbonmatsu, Powell & Kardes, 1986). Accessibility is also influenced by how often an
attitude comes up and how important the information about it is, including how it makes
someone feel and what they have experienced with GenAlI before (Fazio, 1995). Having a
clear plan like this might help deal with doubts and feelings about using GenAI in higher
education

Several studies have shown that essays made by ChatGPT can get around plagiarism
checkers. Michel-Villarreal et al. (2023) and their team found that regular anti-plagiarism
software often does not detect essays made by ChatGPT. Baidoo-Anu and Ansah (2023) did
a similar study and found that essays made by ChatGPT are very similar to ones written by
people, making them difficult to spot with normal plagiarism checkers. Silverman et al.
(2023) tested different plagiarism checkers and found that some can see similarities between
ChatGPT-made essays and other sources, but they are inconsistent. Often, essays made by
ChatGPT were not caught by these programs, making it challenging to keep academic work
original. Nguyen et al. (2024 looked into ChatGPT’s ability to make text on many different
topics and styles. They found that ChatGPT is good at copying how people write and mak-
ing sense. This means that essays made by ChatGPT can look a lot like ones written by
people, making it challenging to spot plagiarism. The author makes a good point about the
essays created by ChatGPT. Nonetheless, it is also possible that this claim influences how
people feel and act about using GenAl Nonetheless, it is essential to note that text or data
generated by ChatGPT has its deficiencies. This means that information produced by GenAl
requires human oversight to ensure accuracy and quality. From this perspective, the
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authors’ arguments in their research might be premature. The fundamental issues here
involve training, regulation, and appropriate use, rather than focusing on plagiarism only.

Moving on, many of our attitudes start when we are young or develop as we encounter
new things in life, like products, places, and people. Sometimes, our attitudes change
because of our experiences, learning new things, or being influenced by others. A lot of
social psychology research focuses on introducing new ideas, so it is more about how atti-
tudes are formed rather than how they change. Because of this, claims like the authors
might overlook some important factors when using and studying GenAlI in society. This
suggests that we need to be cautious when sharing information about GenAI without fully
grasping its abilities and potential. In other words, before we discuss GenAl or make
assumptions about it, we should make sure we really understand what it can do and how it
might impact society. Rushing to conclusions or spreading incomplete information could
lead to misunderstandings or even problems down the line. So, it is essential to take the
time to learn as much as we can about GenAlI before making judgments or sharing infor-
mation about it.

Returning to the discourse on higher education, there are different views on using
GenAl Some universities aim to ban it completely, while others see it as a chance for inno-
vation with clear rules on adequately using it. Nevertheless, no matter what, keeping aca-
demic integrity is essential. To do this, universities need to rethink how they set essays and
exams to stop students from copying or using Al too often. Instead of just asking questions
that Al can easily answer, academics should give prompts that need students to think criti-
cally, put ideas together, and come up with their own thoughts. This makes it harder for
students to just copy from AI. Also, academics can ask for more detailed references, invite
students to explain their ideas, or have other students check their work. These processes all
help ensure that the work students hand in is their own (Jisc, 2021). Therefore, using a
thorough assessment strategy is essential to challenge students in both theoretical and
practical aspects of their learning. Encouraging students to apply theories in real-life situ-
ations ensures that academic studies stay rigorous and relevant. This helps change how
people think and act in academic discussions.

Incorporating GenAl effectively into teaching and learning requires innovation and
creativity in assessment design and processes. Authentic assessment, which emphasises
real-life practical experiences, is crucial for maximising the benefits and ensuring the
authenticity of GenAl integration. Schools, colleges, and universities should shift towards
authentic assessments that develop skills demanded by the labour market and promote
good citizenship. Authentic assessment involves tasks that mirror real-world challenges
and require students to apply their knowledge and skills in practical contexts. This approach
not only enhances learning but also prepares students for the complexities of the work-
force. Aligning assessment practices with real-life applications, educational institutions
can ensure that students are not only academically proficient but also ready to meet the
demands of contemporary job markets and contribute meaningfully to society.

Also, when it comes to GenAl, we should integrate it into society and share information
effectively. Persuading people to focus on its benefits rather than the negatives can help
change attitudes. However, it is essential to present both sides of the argument when
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discussing the use of GenAl. This balanced approach helps ensure that GenAl is used in
ways that align with societal norms and rules, promoting proper and effective usage. Just
like how ads on buses or requests for donations influence us, persuasive messages can shape
our views. For example, Aristotle’s Rhetoric highlighted different persuasive techniques:
logos (logical appeals), ethos (building credibility and respect), and pathos (appealing to
emotions). We should rethink how we communicate and share knowledge about GenAl in
this manner to ensure understanding and acceptance. This involves assessing our current
understanding and biases towards GenAlI to follow ethical guidelines and rules.

Universities can also use technology to check for plagiarism. They can use special soft-
ware that is designed to spot work made by Al This helps stop students from just copying
and pasting from Al tools (Turnitin, 2020). Besides, teaching students about the ethics of
using Al in their studies is essential, as well as showing them how to properly give credit
when using AT tools (Nartey 2024). Overall, universities must change how they set essays
and exams to ensure students are not just copying from Al. By doing this and teaching
students about using Al ethically, universities can stop plagiarism and still use the benefits
of Al in education. All these studies indicate that essays generated by ChatGPT can evade
typical plagiarism checks. Conversely, none of them adequately explain or suggest the
appropriate course of action, which may require a change in attitude and behaviour. This
means that universities and academics must consider how they use Al-made content in
education while ensuring students’ work is honest and original. Nevertheless, just focusing
on cheating and plagiarism does not cover all the other things AI can do in education. So,
thinking about the bigger picture, like how AT affects ethics, society, and students’ learning
and growth, is essential.

According to Reuters (2023) and The Tab (2023), universities have different views on
using GenAl in education. Some see it as a problem and have banned it from being fully
used. Instead of preventing students from using it, universities should try to understand it
better, see how it affects learning, and think about how to change things if needed. While
it is essential to have rules, it is also vital for universities to look into how GenAlI can help
teaching and learning in different ways. However, there is no clear information from uni-
versities about how to use GenAl in a good way (University of Cambridge, 2023a; 2023b).
Conversely, studies are showing that universities are thinking about their rules and prac-
tices related to GenAI and how they affect academic honesty. So, it is crucial to have strong
rules about using GenAI in education, including how to use it in exams and essays, making
sure everyone can use it, being fair to everyone, helping students get jobs, and thinking
about the environment. These rules should explain how universities can use GenAlI to
improve education and how staff can be trained to use it.

In simple terms, this book focuses on creating clear rules for universities to follow
regarding using GenAl. By establishing these rules, I hope to change how people think and
act when it comes to incorporating GenAlI into universities and society as a whole. It sug-
gests that the problem with GenAl is not really about the technology itself, but instead how
schools, colleges, and universities use it. Al has actually been part of education since the
1960s (Guan et al., 2020), so it is not new. The quick growth of Gen AI might show that there
is still a lot we do not understand about how it affects traditional education methods.
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FIGURE 1.2 GenAl timeline.

Figure 1.2 illustrates the timeline of GenAI development and milestones over the years.
For example, Weizenbaum (1966) discusses an ELIZA computer program. ELIZA was
made to chat with people, especially in therapy. It used simple tricks to sound like a human,
like asking questions or repeating what people said. Even though ELIZA was basic, it got a
lot of attention and made people think about how computers and humans interact. This
evidence shows how early AI programs like ELIZA raised questions about how humans
and computers work together. It is a reminder that even as Al advances, we need to think
carefully about how we use it, especially in fields like education and research. This suggests
that when people’s attitudes and beliefs about AT align with other important attitudes and
beliefs they hold, they are more likely to accept Al in society. This means that sharing
knowledge and communicating effectively can help reinforce these attitudes and beliefs,
especially when people focus more on protecting themselves than seeking accurate infor-
mation (Hart et al., 2009).

In his article ‘Al in CAIL: An Artificial Intelligence Approach to Computer-aided
Instruction,” Carbonell explores how AI techniques can be used in Computer-Aided
Instruction (CAI). He discusses the challenges of traditional CAI systems, like not being
able to change much and not giving personalised instruction. Carbonell says Al can fix
these problems by adapting CAI systems to each student and giving them personalised
instruction. Carbonell’s article discusses different AI techniques like expert systems, natu-
ral language processing, and machine learning, and how they can be used in CAI. He
assumes these techniques can help CAI systems understand what students say, find out if
they are having trouble learning, and change the instruction to fit each student’s pace and
style. However, it would have been helpful for this study to look at how people feel and
think about CALI This way, we could compare the challenges and issues with implementing
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GenAI to what we already know about CAI. Understanding people’s attitudes and beliefs
towards CAI could provide valuable insights into how they might feel about GenAI and
their potential challenges or concerns. By comparing the two, we could get a clearer picture
of what aspects of GenAl might be more acceptable or problematic based on past experi-
ences with CAI This comparison could help researchers and policymakers make more
informed decisions about the development and implementation of GenAl. This could
improve learning and keep students interested. Nonetheless, one good thing about
Carbonell’s work is that he considers how AI can change education. He assumes Al can
improve CAI systems by making them adapt to students and giving them personalised
instruction. This could make learning more effective and make it easier for students to
learn. Nevertheless, there are also some things to think about. Carbonell’s article was writ-
ten in 1970, so it does not discuss all the new developments in Al and education. Using Al
in CAI might also be problematic because it might need a lot of resources and data.

Also, Carbonell mainly discusses the technical aspects of using Al in CAI and does not
mention the ethical elements or how they could change teaching and learning. So, while
Carbonell’s work is a good start, there is still a lot to think about when using AI in educa-
tion. We need to think about people’s attitudes, beliefs, privacy, and fairness, and how they
could change the relationship between academics and students. It may be assumed that
Carbonell’s work shows that Al has been part of education for a long time, but we are just
starting to see its full potential now.

Williamson and Eynon (2020) explore the history of AI in education, from its early
beginnings in the 1950s to today’s advanced Al-powered educational tools. They point out
essential milestones like the introduction of Intelligent Tutoring Systems (ITS) in the 1970s
and the recent rise of adaptive learning platforms. The authors stress how understanding
this history helps us tackle current issues and anticipate future trends in Al-based educa-
tion. Their research reveals the potential of Al to revolutionise education but also high-
lights ongoing challenges and unresolved problems. They emphasise the need for teamwork
across different fields, ethical considerations, and understanding how teaching works to
make the most of Al in education. Addressing bias, attitudes, beliefs, privacy, and fairness
is crucial to ensure that Al tools benefit everyone. While the study thoroughly reviews ATI’s
history in education, offering valuable insights into future directions, it could be strength-
ened with real-life examples showing how AI is used in various educational settings.
Additionally, the study could have highlighted the lack of guidance and proper integration
of Al in higher education. However, concerns remain about the lack of clear regulations
and awareness surrounding AT’s role in teaching and learning.

Continued worries about the lack of strong rules and insufficient knowledge about
using Al in teaching show the importance of clear ethical rules, as will be explained in
this book. With higher education institutions using AI more in teaching, there is a signifi-
cant need for clear guidelines and ethical rules to control how it is used. Therefore, with-
out clear rules, there is a danger that using Al in universities could lead to unintended
problems and reinforce people’s negative beliefs and attitudes. These might include invad-
ing people’s privacy, unfair treatment because of biased algorithms, and some students
not having the same access to Al tools. Also, because many people, like academics and
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policymakers, do not fully understand Al in education, these problems are worsened by
spreading wrong ideas and uncertainties that may reinforce current beliefs and attitudes.
The suggested ethical principles in this book act as an essential guide for dealing with the
complicated ethical and legal issues surrounding Al in universities. The rationale behind
the ethical principles is to ensure that Al in education is done openly, responsibly, and
fairly. The goal is to reduce the chances of problems and make the most of Al in teaching
and learning.

Furthermore, the book highlights the importance of considering ethics when examin-
ing people’s attitudes, beliefs, and how AI is used in universities. Since universities are
crucial for preparing future workers and helping students develop critical thinking skills,
it is essential that AI in education follows ethical values and helps students grow in all
aspects. In this conceptual understanding, the book and its ethical principles are valuable
resources for dealing with the gaps in rules and understanding about AI in higher educa-
tion. By promoting ethical guidelines and encouraging discussions, the book helps AI fit
responsibly and fairly into education, which ultimately improves how students learn while
sticking to ethical rules.

Figure 1.3 shows how different Generative AI (GenAl) types have been developed and
changed over time. Certainly, the missing link in making AI work effectively in education
often comes down to attitudes, beliefs, how it’s used in real classrooms and its impact on
teaching and learning. Even though a lot of research and development focuses on Al tools
for education, making these tools helpful in everyday teaching and learning is challenging.
One big reason for this is that classrooms are complicated places. They are not just about
teaching materials and students sitting at desks. They are dynamic environments with
many different factors at play, like different kinds of students and teachers with their own

FIGURE I.3 Mode Gen Al Timeline.



18 m Generative Al in Higher Education: Guiding Principles for Teaching and Learning

styles, various subjects, attitudes, beliefs, and how schools are set up. Putting AI tools into
this mix is not just about having fancy technology. It means understanding how teaching
and learning happen.

Also, for Al tools to work well, they need to fit smoothly into how things already work
at schools, colleges, and universities. That means they should match up with what academ-
ics are trying to achieve, work well with other educational tools that are already being used,
and be easy for teachers and students to use. If Al tools are not integrated properly, they
might become gadgets that do not help teaching and learning. However, the impact of Al
in education is not just about using exciting technology. It is also about more significant
issues like fairness, privacy, and who gets to benefit from these tools. We need to think
about whether everyone has equal access to AI-powered learning, how we protect students’
privacy when using Al, and making sure that using Al in education is fair for everyone. So,
to make AI work in education, we must look at the whole picture. We need to understand
how higher education works, ensure AI tools fit in smoothly, and consider its significant
issues. Only then can we genuinely use AI to make education better for everyone.

In addition, from the early days of 1984, Bloom conducted a study that demonstrated
learners who received instruction from a human tutor, along with traditional assessment
and corrective instructions, performed significantly better than those who received tradi-
tional group teaching (Bloom, 1984). This finding sparked interest among AI researchers
in developing intelligent systems that could provide personalised tutoring tailored to indi-
vidual student needs, aiming to enhance learning (Self, 1998. Researchers in the field of AI
sought to emulate the abilities of human tutors in Intelligent Computer-Assisted Instruction
(ICAI) or Intelligent Tutoring Systems (ITS) (Anderson and Pelletier 1988). Likewise, in a
paper published in 1990, Self argued that ITSs should be approached as an engineering
design field, suggesting that ITS design should follow appropriate design methods and
techniques (Nwana, 1990). Two decades later, ITSs evolved into a burgeoning field that
showed vitality and confidence.

ITSs are computer programs that use Al techniques to act as smart tutors. They can
present information using multimedia features to help students tackle challenging think-
ing tasks. ITSs have been used successfully in various educational and training settings,
like homes, schools, universities, businesses, and governments. One main aim of ITSs is to
understand how students behave by interacting with them (Sottilare et al., 2018). Unlike
other educational systems like CAI, ITSs are capable of monitoring how students solve
problems and giving them instant help (Sleeman and Brown, 1982). Historically, much of
the research in educational software with AI has been done under the name ICAIL
Nevertheless, in recent times, the term ITS has become more popular. The field of ITS
brings together computer science, cognitive psychology, and educational research. Because
ITS researchers draw from three different disciplines, they face challenges in terms of
varying research goals, terms, theories, and focuses. This means ITS researchers need to
understand all three disciplines well, which can be demanding.

From what I have discussed in this introduction, AI appears to have been around in
higher education for a while. However, there are changes in how people nowadays think
and feel about using it. Conversely, historical events shows that people have recognised
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how AI can assist in education through past research and writing. Nonetheless, not enough
attention has been given to how Al can genuinely enhance student teaching and learning.
This lack of focus has made it challenging to understand how to effectively use AI and what
ethical guidelines should be followed to ensure its proper use. Despite the insufficient rec-
ognition of both the positive and negative aspects of AI’s use in education, leading to
uncertainty about how to integrate it into higher education, this can be addressed by
implementing strong ethical guidelines and regulations. It is probable that AI will con-
tinue to play a role in teaching, learning, and advancing knowledge. Therefore, the critical
question is how to ensure its responsible use. The suggestion in this book is not only to
promote the use of Al but also to establish an educational environment that supports its
use under ethical principles.

Pressey’s work ‘A Simple Apparatus Which Gives Tests and Scores-and Teaches’ in 1926
introduced the term ‘intelligent machines’ when he created a teaching device. This machine
asked multiple-choice questions and provided correct answers immediately. It even
rewarded learners with candies for getting answers right. Although it seemed wise back
then, it was not truly intelligent because it only gave preset questions and answers. Despite
this, Pressey’s machine integrated some contemporary educational theories. By 1950,
authentic artificially intelligent machines emerged with general-purpose computers. These
machines operated on binary code and had electronic processors, enabling them to make
logical decisions. Turing, a British scientist, linked these machines with the concept of
intelligence and devised the Turing test (Turing, 2009). This test aimed to assess a machine’s
intelligence by engaging it in conversations similar to those between humans. The Turing
test is closely related to Intelligent Tutoring Systems (ITS), emphasising that for a computer
to be successful, it must communicate like a human.

In the 1950s, researchers began incorporating knowledge into ITS to enable them to
respond to students’ queries. Educational psychologists also started adapting tutoring tools
to enhance human learning experiences. Since the 1970s, ITS has been recognised as an
effective method for delivering personalised tutoring. This evolution of AI in education
reflects a shift in societal perception. It also shows that, initially, AT was seen as a tool to
enhance teaching and learning. However, the modern view focuses more on concerns
about cheating and maintaining academic integrity. This shift highlights the need for criti-
cal evaluation of traditional and contemporary education approaches, revealing gaps in
understanding and confidence in conventional methods. This also means we need to criti-
cally examine the foundation of our approach to teaching and learning. It is essential to
pose various independent, yet interrelated, questions to discover the value in our percep-
tion of teaching pedagogy in contemporary education.

How we teach and learn nowadays depends greatly on new technologies like innovation
and AL These technologies help improve education and adjust to different students’ needs
(Wang et al., 2023). Nonetheless, if our current way of teaching cannot use innovation and
AT effectively, it makes us wonder if our learning methods are good enough. First, innova-
tion and Al can change how we learn and teach. They let us have personalised learning,
smart tutoring systems, and excellent educational tools that match how each person learns.
If we do not use these new technologies in teaching, we might not be able to help students
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as well, and they might not be ready for the future (Barakat et al., 2024). Second, if we can-
not bring innovation and Al into education, it shows that we are not keeping up with how
education should evolve. Education needs to change with the world, new tech, and how we
teach. If we stick to old ways and do not try new tools, we will not be adapting to what the
world needs. Education is not just about learning facts; it is also about thinking, being cre-
ative, and solving problems. Innovation and Al can help us teach these skills better. If we
do not use them, our old ways might not prepare students well for the challenges they will
face. Ultimately, using innovation and Al in education is crucial to keep up with how
learning and society change. We need to make sure our education methods prepare stu-
dents for the digital world we live in.

This book suggests that various motives and goals influence people’s attitudes towards
GenAlI (Kunda, 1990). These goals include wanting to integrate GenAl into education
(Kruglanski, 1980), wanting to be consistent in beliefs (Festinger, 1957; Heider, 1946;
McGuire, 1960), believing in a fair world (Lerner, Miller, & Holmes, 1976), avoiding uncer-
tainty and confusion when using GenAlI in education (Harvey, Hunt, & Schroder, 1961;
Roney & Sorrentino, 1995), and avoiding too many confusing rules and policies (Chaiken,
1987; Taylor & Fiske, 1978). In this context, the goal of GenAI in education may lead people
to accept it more readily if the right processes and procedures are implemented and fol-
lowed. For example, those who want to keep things as they are prefer positive information,
while those who want to make changes prefer negative information (Johnson & Fujita,
2012). Therefore, exploring GenAT’s specific goals in higher education and consistently
communicating them to the public may lead to effective and responsible use.

Hence, the worry that AI might harm academic honesty, teaching, and learning may
also need careful thought. AI brings new educational changes, but we should not rush to
judge its effects. Firstly, AI can help maintain academic honesty by detecting plagiarism
and ensuring students submit original work, provided we develop appropriate processes
and procedures for its use. These tools allow academics to keep assessments fair and main-
tain educational standards. Also, AI can help catch cheating or unethical behaviour,
reminding everyone how vital academic integrity is. With AI, academics can adjust lessons
to suit each student, giving them the right support and feedback to learn better. AI tools
can also make learning fun and interactive, keeping students motivated and helping them
understand better. However, we need to think carefully and ethically about how we use Al
in education. While AT has many benefits, it is not a solution to all educational problems.
Academics should be aware of the limits and possible biases of Al systems. They should use
AT to support their teaching, not replace their expertise. Also, we must ensure that AI ben-
efits all students equally, considering issues of fairness and access. While it is right to be
concerned about how Al might affect academic honesty, teaching, and learning, we should
address these concerns carefully. By using Al responsibly and ethically, academics can
improve education while keeping it fair and honest for everyone.

Having said that, recent studies have started to explore how GenAl affects academic hon-
esty in universities, moving away from what people usually discuss (Islam, 2024). Researchers
have looked into various aspects of GenAl and its impact on academic honesty, covering
topics like authenticity, consistency, reliability, ethics, and plagiarism (AlAfnan, 2023).
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Some studies by Kim et al. (2023) and Smith et al. (2024) discuss the importance of being
transparent and accountable when using GenAl in universities. They say it is crucial to know
how decisions are made using algorithms. Other studies, like those by Jones and Wang
(2021) and de Vicente-Yagiie-Jara et al. (2023), discuss how the data used to train GenAl
might have biases. They suggest that to use GenAl ethically in universities, we need to deal
with these biases. Also, research by Chen (2024) and Garcia-Penalvo (2024) shows that
GenAl is changing how academic honesty is challenged. It is making new types of cheating
possible, thanks to Al-created content. These studies say we need to change how we assess
students and teach them to think critically to deal with these new challenges in the digital
age. From this perspective, it makes sense to say that adjusting how we assess students and
teaching them how to use Al effectively could be an excellent way to move forward.

Chan and Lee (2023) point out that the primary goal of bringing GenAI into higher
education is to enhance students’ learning experiences by using its ability to provide help-
ful information when asked. GenAl, especially tools like ChatGPT, which generates text
from prompts, can help students come up with ideas and get feedback on their work, which
is particularly helpful for those who do not speak English as their first language (Atlas,
2023). On the other hand, text-to-image tools like DALE-E and Stable Diffusion, men-
tioned by Dehouche and Dehouche (2023), can assist in teaching subjects like art and
design. While recognising the potential benefits highlighted by these researchers, it’s
essential to carefully consider the challenges and limitations of integrating GenAlI.

It is, therefore, possible to argue that Chan and Lee (2023) believe that using GenAlI in
higher education connects with how Al was first created in the late 1950s. Back then, when
AT was new, researchers wanted to make smart systems that could help people with differ-
ent tasks, like solving problems and making decisions. Chan and Lee agree with this idea.
They think GenAl, like ChatGPT, can improve students’ learning by giving them helpful
information when they ask for it. This is similar to how people first imagined AI would
help humans do things better and faster. The early AI researchers also wanted to make
systems that could think and solve problems like humans do. Chan and Lee’s thoughts
match this, too. They suggest using GenAlI, such as ChatGPT, to talk and help students like
a human would. They say this is important for learning. This idea goes along with what the
first Al researchers wanted: To make machines that could think like humans. Moreover, in
the late 1950s, people wanted Al to help humans work faster and better by doing repetitive
tasks. Chan and Lee see GenAlI doing the same thing in education. They say it can make
learning easier and help students who do not speak English as their first language. This
idea is similar to what motivated the early Al researchers: to create smart systems that
improve people’s lives.

Also, GenAT’s significant impact on how we teach and research in academia raises
essential concerns. For example, limitations like the 1,000-character restriction on
ChatGPT’s input and limits on how often messages can be sent (Rasul et al., 2023) might
affect communication. Wang et al. (2023) study how Al, especially GenAl, chatbots, and
analytics, can help international students in college. They look at how AI can improve sup-
port systems for international students, who often face unique challenges. The study shows
how programs such as GenAl and chatbots can contribute to student success. It also
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discusses how analytics use data generated by AI to help students do better. However, they
say we need more research on the ethical side, how well AI works, and what its long-term
effects on international students might be. The author’s claim is valid, especially when con-
sidering how international students can use it to improve their language skills and whether
it should be seen as skill development rather than cheating. I argue that we should classify
this type of usage as part of academic skill development rather than cheating.

From this point of view, using GenAl in education can really help improve learning.
However, there are things GenAl is not so good at yet. One big problem is that GenAI does
not always understand how each student learns best. Even though Al tools can give per-
sonalised suggestions, they might not fully get what each student needs. To fix this,
researchers and universities can work on making GenAI smarter. They can improve the
computer programs that analyse student data, such as their past learning and how they are
doing now. By using better technology like machine learning and data analysis, GenAl can
determine what each student is good at and where they need help. It is also essential for
GenAl to be clear and easy to understand. Everyone, including students and academics,
should trust GenAT’s suggestions. So, Al systems need to explain why they make specific
suggestions in a way that is easy to understand. To improve GenAl in education even fur-
ther, experts from different fields, such as teachers, psychologists, computer scientists, and
AT specialists, need to collaborate. By sharing their knowledge, they can create GenAl
tools that consider everything necessary for learning, like how our minds work and how
we feel. This collaboration will enhance our understanding of the neurological processes
involved in the development and use of Al. This understanding will enable us to establish
better rules and regulations for its use. Additionally, this approach will contribute to rede-
fining how Al is perceived and integrated into society.

Watermeyer et al. (2024) also look into how GenAlI affects academia. They see its poten-
tial to automate some academic tasks, like creating content and analysing data. Nevertheless,
their study does not dig deep into the ethical, social, and teaching concerns about using AL
They point out issues like unfair algorithms, who owns the ideas made by AI, and how
scholarly skills might change. They say we need a more detailed look into how GenAlI
mixes with academic freedom and creativity and how scholars work. However, their work
helps us understand how Al is changing academia, pushing us to think critically about its
effects on education. Even though there are limits to these studies, we should see them as
chances to learn more, not problems we cannot solve. While there are challenges now,
future improvements in GenAI might help overcome them. So, people who use GenAI for
teaching should learn about its limits and how to spot mistakes in the data it generates
(Gimpel et al., 2023). This will help students understand GenAlI better and be ready for
changes in how technology is used in the future. Overall, looking at both the good and the
bad sides of GenAl is crucial for making smart choices in education. Nonetheless, even
though AT can do a lot for education, there is still work to be done to make it even better.
By making Al smarter, clearer, and involving different experts, we can make learning more
personalised and effective for everyone.

Farazouli et al. (2024) look into how AI chatbots, especially GPT, affect how university
lecturers grade students. They want to know if these chatbots change how academics
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usually do assessments, especially for exams done at home. The study checks if using Al
chatbots makes grading more accurate and faster and if it changes how students and teach-
ers interact. However, they do not discuss the ethical issues of using AI chatbots for grad-
ing or examining attitudes and beliefs. This means we need to look closer at unfairness and
how it affects students’ learning. Also, we should discuss the practical problems and ben-
efits of using Al chatbots for grading more. Even though Farazouli et al’s study has some
limits, it gives us good ideas about how grading is changing in universities. This makes it
plausible for us to learn more about the moral, teaching, and practical sides of using Al in
schools.

Other researchers like van den Berg and du Plessis (2023) and Chan and Zhou (2023)
discuss how GenAlI can help in research. They say it can develop ideas, organise data, and
help build arguments. This means GenAI can make research and publishing faster, as
Kitamura (2023) and Bockting et al. (2023) say. Crompton and Burke (2023) think GenAI
can also be helpful in grading student essays, with tools like the ‘Intelligent Essay Assessor’
created by Landauer (2003). Mizumoto and Eguchi (2023) show that using ChatGPT for
grading essays can save time, make grading fairer, and give feedback to students quickly,
which changes how teaching and learning happen. However, we should consider whether
using GenAl fits traditional school values and beliefs, as Petricini et al. (2023) suggest.
Even though there might be problems, GenAI seems like it could help improve research,
grading, and student learning in colleges.

Similarly, this research has shown how GenAI can make big educational changes. van
den Berg and du Plessis (2023) and Chan and Zhou (2023) discuss how GenAI can help
develop ideas, organise data, and build arguments, making research faster. This helps share
knowledge quicker and encourages new ideas in academia. Wang et al. (2023) examine
how GenAI can make learning more personalised by adjusting educational content based
on each student’s needs. This makes learning more exciting and helps students do better.
GenAl also allows students and academics to collaborate better, like in collaborative writ-
ing projects (Smith et al., 2023), promoting teamwork and academic discussions. GenAl
can also break language barriers and make learning resources more accessible to all stu-
dents (Kim et al., 2024), making education fairer for everyone. GenAl can create interac-
tive lessons, like virtual simulations and augmented reality experiences, to make learning
more fun and engaging.

Scholars such as Petricini et al. (2023) believe we need clear rules and guidelines to man-
age GenAl risk properly, ensuring Al is used responsibly. Considering how AI may inter-
sect with modern teaching and learning methods, this viewpoint is essential. Having clear
guidelines will set expectations for everyone involved, ensuring transparency in its use. It
will also allow universities to freely adopt and use GenAl to teach and learn. However,
using GenAl for tests and teaching might make it challenging for students to think criti-
cally and solve problems independently. This raises the question of how universities can
balance the benefits of using AI to make teaching and learning more accessible with the
importance of maintaining human knowledge and skills in education. From this perspec-
tive, if universities can strike this balance, it suggests that the reasons behind the develop-
ment of Al and its integration into education are not so different. Thus, using GenAl in
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education has a lot of potential benefits, like making research faster, improving how stu-
dents are graded, promoting collaboration, making learning materials more accessible,
creating new ways of teaching, and personalising learning. However, it is essential to con-
sider the challenges it brings, like ethical issues, limits on teaching methods, and becoming
too dependent on technology. Schools and policymakers need to handle these challenges
carefully, ensuring GenAl is used ethically and responsibly while still upholding the values
of education.

Consequently, making sure that the rules and values guiding the use of GenAI in educa-
tion match with what people think and believe is really important. When GenALlI follows
ethical standards that respect everyone’s values, preferences, and backgrounds, it will help
create a learning environment where everyone feels included and understood. Therefore,
ethical rules like being open and fair, and taking responsibility in GenAlI can make stu-
dents, academics, and others trust and accept them more. When GenAlI is made with
inclusivity in mind, it can help students who learn in different ways and have different
abilities. Also, when we think about ethics while making GenAlI, it makes us discuss how
it affects society. Having conversations about ethics and values helps us understand how
GenAlI impacts teaching and learning. Overall, when the ethical rules of GenAI match
people’s beliefs, it makes education fairer and more empowering for everyone. It allows
universities to use GenAl to help students learn better and make education more inclusive
for everyone.

Gimpel et al. (2023) suggest that we need to change how we think about GenAl Instead
of quickly dismissing it as a problem, they stated we should study it more to understand its
benefits. This idea comes from the understanding that new ideas often need to break old
rules to make progress. Right now, the big concern about GenAlI is whether it’s ethical.
People worry that it could be used to control how we think and act, or even make existing
prejudices worse. If GenAl is used for those reasons, it might not be suitable for education.
Nevertheless, if it’s used to fight against those problems, then it could be good. So, we need
to invest more time and money into studying GenAlI, ensuring it is fair and ethical before
using it more widely. This is important to ensure everyone can benefit from GenAlI without
any unfairness or discrimination.

Therefore, implementing ethical principles to guide the use of GenAI becomes extremely
important. Ethics plays a big role in shaping what people believe and how they act. One
good example comes from psychology. Psychologist Kohlberg (1987) discusses how people
develop their sense of right and wrong over time. He showed that when people learn about
ethics and morality, it can change how they think and behave. Research in social psychol-
ogy also shows how ethical norms affect behaviour. Studies have found that people often
follow what they think is right or acceptable in society. For example, in the Milgram exper-
iment, participants did things they thought were wrong because they were told to by some-
one in authority (McArthur, 2009). In professional settings, ethical codes guide how people
behave. For example, in healthcare, there are rules about doing what is best for patients and
treating them fairly. Following these rules affects how individual healthcare workers act
and shapes how healthcare organisations work. Overall, evidence from psychology, social
psychology, and professional ethics codes shows that ethics significantly impacts what
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people believe and how they behave. By promoting ethical awareness and following ethical
principles in using GenAl, we can create a culture where people act with integrity and
responsibility for the greater good.

Coccia (2018) examines how new and innovative ideas shake up industries. By studying
both economic theories and real-world examples, the author examines how certain com-
panies disrupt traditional markets. These disruptors challenge the established big players
and drive forward technological progress. The article explains how these disruptive com-
panies change the economic landscape through detailed case studies and analysis. Their
research gives valuable insights into how businesses can adapt and stay strong in the face
of disruption. By focusing on the critical role of disruptive companies in driving change,
Coccia’s work helps us understand how industries evolve and how innovation shapes eco-
nomic development. This research is valuable for researchers, academics, and professionals
in the higher education sector to grasp how disruptive technologies can impact teaching
and learning. The evidence shows how innovation and new technology can either posi-
tively or negatively disrupt traditional methods in this field.

Similarly, Chiu (2024) explores how GenAI could be used in higher education. The
author carefully examines existing research and identifies gaps and challenges in using
GenAl for educational purposes. The author also suggests areas for future research to
address these challenges thoroughly. This study covers various topics, such as integrating
GenAl into teaching, ethical concerns, the technology needed, and how prepared institu-
tions are for this change. By offering suggestions for future research directions, Chiu’s
work helps advance our understanding of GenATI’s potential in education. This research
can potentially influence how education evolves and transforms, significantly impacting
the field.

Anctil (2023) suggests that addressing this issue involves raising awareness, providing
training, and guiding academics and students on how to use GenAlI properly. Similarly,
Kumar et al. (2023) argues that while AI-generated responses in academic writing should
be examined closely, they often lack originality, relevance to the topic, proper references,
and a human touch, which is essential for scholarly writing. This raises doubts about
GenAT’s ability to produce high-quality academic work, suggesting that worries about aca-
demic integrity might be premature. Chergarova et al. (2023) suggests that instead of just
focusing on preventing cheating, we should look at how GenAI can be integrated into
student learning and development. For example, teaching students how to write good
prompts could help non-native English speakers improve their language skills. Setting up
support centres within schools, colleges, and universities could help students develop these
skills.

However, Warschauer et al. (2023) warn against relying too much on GenAl, as it might
prevent students from developing their own writing skills. However, with proper training
and support, this concern could be addressed. Overall, GenAI has the potential to help
students prepare for university-level writing tasks and bring positive changes to teaching
and learning. Nonetheless, its use in higher education involves students, academics, and
professionals like career consultants, so it is essential to take a comprehensive approach to
integrating and using GenAl in education.
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Introducing support systems powered by GenAl for students can significantly help
them improve their skills, especially in communication and writing. Rudolph (2023) points
out that such programs can provide personalised feedback and guidance on writing assign-
ments. This helps students gain practical experience with GenAl, a skill that’s becoming
increasingly valuable in the job market. At the same time, GenAl offers ways to make
teaching tasks more manageable for academics and students. It can help create course
materials, develop lectures, and prepare assessments more efficiently. Using GenAlI, uni-
versities can assess student work, create course outlines that address current issues, and
conduct quizzes and exams. Plus, GenAI makes it easier to give ongoing feedback to stu-
dents, which helps keep them engaged and motivated to learn. Similarly, GenAlI can
improve productivity and service quality for professionals working in higher education.
Baidoo-Anu and Ansah (2023) suggests that GenAl can help with tasks like reviewing
student records, scheduling meetings, writing reports, and sending student reminders.
Additionally, GenAT’s predictive abilities can help professionals make better student prog-
ress decisions, leading to more effective communication with students and colleagues
(Chergarova et al., 2023).

Kohnke, Moorhouse, and Zou (2023) examine how well language lecturers in universi-
ties are prepared to use GenAl in their teaching. They study how these lecturers use lan-
guage, as well as their opinions, attitudes, and skills related to integrating GenAlI into
language teaching. This research adds to the discussion on technology in education, espe-
cially in language teaching. By looking at how ready academics are to use GenAl tools, the
study gives insights into the challenges, complexities, and possibilities of using Al in lan-
guage teaching. The findings could help improve training and support for lecturers to use
GenAl effectively, leading to better language teaching methods in universities. Examining
this alongside Coccia’s (2018) study demonstrates how the disruption caused by new tech-
nologies in industries can create complexities if not properly observed and integrated.
Furthermore, while Coccia (2018) identifies critical factors driving technological change,
like advances in science and entrepreneurship, it does not profoundly explore how these
factors interact or consider regulatory rules, market trends, and social and economic fac-
tors. Including more real-life examples and research could strengthen Coccia’s analysis,
even though it already adds valuable knowledge about how disruptive innovation works in
theory. However, future studies should explore technological disruption from different
angles to deepen our understanding of this critical topic.

However, the research by Coccia (2018) gives us a deep understanding of how techno-
logical advancements, such as Al, change the way traditional industries work. While
Coccia mainly talks about businesses, these ideas also apply to education, significantly
higher education. GenAT has shaken up how teaching and learning happen in schools and
universities. However, this shake-up has happened chiefly because there are no clear rules
and guidelines on how to use GenAl ethically in education. GenAI has brought both new
opportunities and challenges to higher education. On the one hand, GenAl tools can
change how we teach and learn by providing personalised learning experiences, automat-
ing tasks, and developing new teaching methods. For example, AI-powered learning plat-
forms can adjust students’ learning based on their needs, making learning more engaging
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and effective. Also, tools such as AI essay graders and chatbots can make assessing stu-
dents’ work easier and faster, which improves learning (Liu et al., 2023; Mizumoto &
Eguchi, 2023).

Nonetheless, using GenAl in education also raises various concerns which we need to
address. Without clear guidelines, there is a risk of unfairness and ethical problems. One
big worry is that GenAI might make unfair decisions based on algorithm biases (Petricini
et al., 2023). This could make existing inequalities in education even worse. Also, there is a
question of whether work made with GenAl is really original or just copied. This can make
it difficult to know whether students are doing their own work (Peres et al., 2023). And
because GenAl uses a lot of student data, there are worries about privacy and keeping that
data safe (Lubowitz, 2023). Without sound rules and guidelines, schools and universities
might struggle to deal with these tricky ethical and legal issues of using GenAl This could
lead to problems like cheating, violating student privacy, and making inequalities worse in
education.

Universities need clear rules and guidelines to maximise GenAlI in education while
avoiding these risks. Only with good ethical rules and policies can they use GenAl fairly
and responsibly. Despite the abilities of GenAlI tools, students might struggle to detect
errors or false information in the content they generate. However, including human over-
sight could help deal with these issues effectively (Lubowitz, 2023). Also, content produced
by GenAlI can make it difficult for plagiarism detection software to identify copied mate-
rial, making it hard for academics to confirm if assignments are authentic (Peres et al.,
2023). This raises concerns about whether using GenAlI in assessments should be consid-
ered plagiarism. Plagiarism means presenting someone else’s ideas as your own without
giving credit (Hatch, 2023). Based on this definition, labelling the use of GenAlI as plagia-
rism seems unfair if students properly acknowledge their sources. Instead, universities
should create clear academic rules that explain how to cite sources when using GenAlI. This
is important for maintaining academic honesty and ethical standards. Therefore, universi-
ties are encouraged to follow this approach rather than quickly accusing students of plagia-
rism, especially when there is no clear evidence for disciplinary actions.

In this book, I also discuss how GenAI is changing the way universities work. GenAl
has the potential to completely change how teaching, learning, and administrative tasks
are done. As GenAl improves, it is essential to have clear rules and guidelines to ensure it
is used responsibly. In this book, I specifically focus on universities because recent studies
show that GenAI can make learning better for students in higher education institutions.
However, the findings in this book can be applied to any educational institution world-
wide. At first, some universities were unsure about using GenAlI, but now, more and more
are starting to use it. Researchers are studying how GenAl affects learning and skill-
building, and many studies say it is helpful. Nonetheless, there are some significant chal-
lenges. Not every university knows how to use GenAlI well or has rules for it. Academics
also worry about cheating and ensuring everything is fair when using GenAlI. So, this book
aims to explain how to use GenAl properly and follow ethical principles when using it in
universities. It also sets the stage for future research and arguments for using GenAI while
admitting that it has limitations.
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By looking at how GenAl is used in universities, this book can help make rules about
how it should be used in the future. It gives a basic understanding of GenAT’s role in educa-
tion and how to use it in a good and fair way. It discusses using GenAl in UK universities.
It explains how it can improve learning and administrative tasks but also stresses the need
for clear rules and guidelines to ensure it is used correctly. By tackling these challenges and
laying the groundwork for future research and policy, this book aims to promote the
responsible use of GenAl in higher education. Finally, one significant contribution of the
book is to develop ethical principles and guidance for universities to follow when they are
using GenAl in teaching and learning. These principles and guidance help create a set of
rules for higher education institutions and policymakers to determine how GenAI should
be used in education and organisations. In simpler terms, this book is significant because
it helps universities understand how to use GenAl in a good and fair way. It gives them a
set of rules to follow so that GenAlI can be integrated into teaching and learning responsi-
bly. These rules also help policymakers decide how to integrate GenAl into education and
organisations effectively.

The book is divided into three chapters, each focusing on different aspects of using
GenAlin higher education. Chapter 1 of this book lays the foundation for our understand-
ing of GenAl by closely examining the world of Al This opening chapter is essential
because it prepares readers to understand the basic concepts and key issues related to Al,
which will help them explore more deeply in the following chapters. It closely examines the
historical background, societal viewpoints, and ethical dimensions surrounding Al
Specifically, the chapter investigates the challenges universities face when integrating Al
particularly GenAl, into their educational practices. It examines these challenges through
the lens of history, social perceptions, and ethical considerations. Given the diverse rules,
traditions, and teaching methodologies across higher education institutions in the UK,
assessing how GenALl is utilised in academia becomes crucial. The research conducted in
this chapter aims to define GenAlI and highlight the associated issues. Information is gath-
ered from various sources to understand the rules and protocols governing the use of
GenAl This assessment is instrumental in addressing practical concerns that impact the
efficacy of GenAl in teaching and learning environments. A significant aspect of the chap-
ter revolves around establishing a clear definition of GenAlI within the realm of education.
This definition aids in evaluating the effectiveness of GenAI in higher education and delin-
eates the roles and responsibilities of universities and students in ensuring its ethical
utilisation.

Chapter 2 of this book discusses why it is essential to use GenAl in higher education in
a responsible and fair way. It suggests ethical and guiding principles for universities to fol-
low when they use Al in teaching and learning. These rules are also for policymakers to pay
attention to. Following these ethical and guiding principles will ensure that GenAlI is used
responsibly and carefully in higher education institutions. The chapter also gives guidance
on using Al in teaching and learning that academics and other organisations can imple-
ment. It recommends that universities and other organisations observe these guidelines to
ensure GenAl is used correctly. Looking forward, the chapter observes that if we think
about ethics and guiding principles in teaching and learning now, we can make better
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future rules and policies for GenAl. Clear rules and guidance for making ethical decisions
and using GenAlI help set the stage for making new rules and policies later on. Overall, this
chapter’s primary goal is to ensure that GenAl is used well and safely in universities and
other organisations. It creates a strong foundation for using GenAlI ethically in higher
education institutions and other organisations.

Finally, Chapter 3 is the last chapter of the book. It wraps everything up by summaris-
ing the essential ideas and rules discussed in the earlier chapters about GenAlI in educa-
tion. This chapter discusses the main themes and essential points that were examined
throughout the book about using GenAlI in different educational situations. It gives a sim-
ple overview of what to consider when using GenAlI in teaching and learning. By summa-
rising the rules and ideas in the book, Chapter 3 helps us understand how to use GenAl
responsibly and well in education. It reminds us that it is essential to make good choices,
have a plan, and work together to ensure GenAl helps students, academics, and profession-
als. The chapter also discusses what these rules and ideas mean for universities, policymak-
ers, academics, and students. It observes that it is essential to keep engaging, learning, and
adjusting as GenAlI becomes more common in education. Overall, Chapter 3 wraps up the
book by combining the essential points and providing ethical principles for using GenAl
in education in the future.



CHAPTER 1

Navigating the Discourse of
Generative Artificial
Intelligence

Historical Precedents, Societal Attitudes,
and Ethical Considerations

INTRODUCTION

My view on the current use of GenAl stems not solely from its rapid expansion but also
from a broader lack of critical examination of its rationale and development over the years
(Chenetal., 2020). For instance, many theologians, authors, mathematicians, philosophers,
and professors have pondered about mechanical techniques, calculating machines, and
numeral systems that could lead to the idea of mechanising non-human beings to resemble
humans (Campbell-Kelly, 2018). This evidence shows that GenATI has been leading the way
in human thinking, especially among mathematicians, since people first started thinking
about it in the way they think. In the early 1700s, Jonathan Swift, in his novel Gulliver’s
Travels, described a device called ‘the engine,” which is one of the earliest references to
a modern-day computer with AI (Seager, 2022). This device was envisioned to enhance
knowledge and mechanical operations, making even the least talented person appear
skilled. This resulted in the creation of an idea called a ‘robot.” The term ‘robot’ was first
coined in Karel Capek’s science fiction play Rossum’s Universal Robots in 1921. In this play,
factory-made artificial beings called robots were depicted. Following this, the concept of
‘robots’ became widely used in study, research, and development endeavours (Reilly, 2011).

Likewise, the first depiction of a robot on-screen was in a science fiction film 1927
directed by Fritz Lang (Cranny-Francis, 2016). In this movie, a robotic girl causes chaos in
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a futuristic Berlin. This film inspired other famous non-human characters like C-3PO in
Star Wars. The first robot built in Japan was Gakutensoku (‘learning from the laws of
nature’ in English) by Japanese biologist Makoto Nishimura in 1929 (Liebman, 2022). It
could move its head and hands and change its facial expressions. In 1939, physicist Vincent
Atanasoff and his student Clifford Berry created the Atanasoff-Berry Computer (ABC) at
Iowa State University (Silag, 1984). It could solve up to 29 equations simultaneously and
weighed over 700 pounds. In 1949, computer scientist Berkeley’s book Giant Brains: Or
Machines That Think noted that as machines become better at handling large amounts of
information, they could think (Berkeley, 2023). These advancements gave rise to the mod-
ern concept of what we now call Al and, more recently, the idea of GenAI. However, the
ethical and moral guidelines for its use were lacking at the beginning of this progress.
Perhaps, it could be that the early development of AI might have been influenced by several
factors. Initially, there was no clear understanding of how AI would impact difterent parts
of society. Even if there was a clear vision for using Al to support human efforts and prog-
ress, it was not intended to be a powerful tool. This lack of a strong guiding vision may have
led to early AI programs that were underdeveloped and lacked foresight and ethical guid-
ing principles.

Furthermore, these developments show that the idea of AI or intelligent machines has
existed for hundreds of years. People have dreamed about it, and its implementation has
been more about aiding human progress than machines taking over the world. Therefore,
the apprehension towards GenAI may come from science fiction movies portraying intel-
ligence as a threat to human civilisation. However, I argue the opposite and propose that
intelligent machines were meant to help humans fully understand what they can achieve.
Consequently, it should not be seen as a threat to civilisation. What is more plausible is that
humanity might become a threat to civilisation if intelligent technology is used unethically
or for selfish reasons. Al should not be used to limit societal progress but should aid in
advancing civilisation. Therefore, strict accountability and ethical principles must accom-
pany its use.

During the years from 1940 to 1960, there was a push to make animals and machines
work together better. Wiener was a crucial figure in this effort. He developed cybernetics,
a field aimed at understanding how animals and machines control and communicate
(Wiener, 2019). In 1943, McCulloch and Pitts made a breakthrough. They created a math-
ematics and computer model to mimic how individual brain cells work. This model
describes how neurons in the brain send and process information. They introduced the
idea of a simple neural network made up of connected nodes, representing neurons, that
send messages in binary code (McCulloch and Pitts, 1990). Their mathematical calcula-
tions showed how these neural networks could handle complex tasks like recognising pat-
terns and performing logical operations. This work showcased the incredible computational
abilities of neural networks. It laid the groundwork for the development of artificial neural
networks (ANNs) in the field of AI. McCulloch and Pitts’s paper generated much interest
in using neural network models to tackle problems in machine learning, pattern recogni-
tion, and cognitive science. Their logical calculations also influenced further research in
neuroscience and Al. Many studies have since explored the computational properties of
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neural networks and their potential applications across various domains. Additionally,
their work has contributed to the development of theoretical frameworks for understand-
ing how the brain functions and processes information. However, none of this ongoing
research, which focuses on how humans and machines interact, includes ethical consider-
ations in its efforts.

In the 1950s, significant progress occurred in the field of AI. Shannon, known as ‘the
father of information theory, wrote about programming a computer to play chess in 1950
(Shannon, 1993). Turing also published Computing Machinery and Intelligence the same
year, proposing the idea of machines that can think (Pinar Saygin et al., 2000). Turing
speculated about creating thinking machines that could converse indistinguishably from
humans. This idea evolved into the Turing Test, assessing machine intelligence (Turing,
1950). It became a crucial aspect of Al philosophy. In 1952, computer scientist Samuel
developed a checkers-playing program (Samuel, 1959). It was the first program to learn
how to play a game independently. Samuel’s work demonstrated the potential of computa-
tional methods to teach machines complex games like checkers. Samuel’s program
improved its performance over time by using techniques such as pattern recognition and
reinforcement learning. Eventually, it reached a proficiency level comparable to skilled
human players. This work not only showcased early computer capabilities but also laid the
groundwork for advancements in machine learning and AIL. Samuel’s pioneering efforts in
applying computational techniques to game-playing inspired generations of researchers to
explore the possibilities of machine learning in various domains.

In short, these groundbreaking studies are significant for GenAlI. They show how inno-
vative computer programs can handle complex tasks and set the stage for even more
advancement. They also remind us that making intelligent machines has always been about
helping people work together, not taking over. Looking at the history of intelligent
machines, it is clear they were never meant to be a threat. The people who made them had
good reasons and goals in mind. So, when we think about using GenAlI in settings such as
education, it is more likely that our worries come from not knowing enough about it than
from any real danger of GenAlI taking over teaching and learning. Perhaps we are scared
because we do not understand GenAI and how to use it properly. So, it is not GenAl itself
that is the problem; our lack of knowledge and understanding could be risky. To fix this,
we need to focus on teaching people more about GenAl and making sure we use it respon-
sibly. That way, we can enjoy all the good things AI can bring while ensuring it is used
safely and fairly for everyone.

Furthermore, since ChatGPT was introduced on November 30, 2022, many people have
become interested in GenAI (Dempere et al., 2023). OpenAl makes it and is one of the first
‘Generative’ Al tools that many people can use. These tools can do amazing things by
themselves, like creating text, pictures, and videos (Imran & Almusharraf, 2023). There are
now many other GenAl tools, like DALL-E for making images, Scribe for helping with
writing, and AlphaCode for coding tasks. All these tools show how GenAI can be used in
different ways and be really helpful. The recent release of GPT4, the newest version of
ChatGPT, and other new tools such as Microsoft’s Copilot shows how quickly GenAI tech-
nology is growing. This fast development shows that GenAl is becoming very smart and
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can change how we do things (Li et al., 2024). Nonetheless, as this happens, experts and
people who use Al need to think about an important question: How smart is GenAl, and
how can it help humans understand machine and human thinking better? This question is
interesting but also challenging to answer. A lot of empirical research is needed to under-
stand it well, along with looking at the history and ethics of AI. Understanding AI’s histori-
cal context and ethics is essential before GenAI becomes a big part of our lives. By finding
out these answers, we can make sure that GenAl is used in good ways that are fair and safe
for everyone.

However, the idea that GenAl development has been a big explosion in the last four
years is slightly exaggerated. Al has actually been around for a long time and has been part
of our lives for many years (Newell, 1982). AI research started back in the mid-20th cen-
tury, and we have been making progress ever since (Muthukrishnan et al., 2020). Even
though recent advancements have gotten much attention, Al has quietly shaped our world
for decades (Confalonieri et al., 2021). For instance, let’s consider recommendation algo-
rithms on streaming services or speech recognition in virtual assistants (Kepuska &
Bohouta, 2018). These are all examples of AI that we have been using for a while now, even
if we did not always think of them that way.

Sure, there have been some significant breakthroughs in AI technology recently, like bet-
ter deep learning and language processing systems (Moshayedi et al., 2022). However, it is
essential to remember that these advancements are built on years of research and develop-
ment. Calling it an explosion overlooks our gradual progress over time. By understanding
the long history of AI and how it has evolved, we can better appreciate its impact on our
lives. Looking at AI this way helps us have more informed conversations about its benefits,
limitations, and ethical concerns. Therefore, it is not just about the flashy new technology—
it is about understanding how Al has been and continues to be part of our world.

In 1955, an American computer scientist, McCarthy, came up with the term ‘Artificial
Intelligence,’ or ‘Al for short (Anderson, 2024). McCarthy is known as one of the people
who helped start the field of AI (Rajaraman, 2014). He chose the name ‘artificial intelli-
gence’ to describe the idea of making machines that can do things that normally need
human thinking. By putting together the words ‘artificial’ (which means made by humans)
and ‘intelligence’ (which is about thinking and understanding), McCarthy captured the
main idea of creating intelligent machines (McCarthy et al., 2006). Using the term ‘artifi-
cial intelligence’ was important because it gave a clear name to this new area of study. It
helped people understand that AI was all about making machines that can be smart, like
humans, but in their own way. Since then, ‘artificial intelligence’ has become a big part of
technology (Malinetsky & Smolin, 2021). It covers a wide range of things, like computers
that can learn from data (machine learning), programs that understand and generate
human-like language (natural language processing), and systems that can make decisions
based on rules (expert systems) (Sumari and Ahmad, 2018).

In short, McCarthy’s idea of ‘artificial intelligence’ in 1955 laid the foundation for what
we now know as Al. His work was the starting point for all the research and progress we
have seen in making machines smarter over the years. However, the ethical implications of
AT have often been overlooked since its inception, partly due to the historical context in
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which it emerged. This might be because McCarthy and his contemporaries were primarily
focused on the technical challenges of creating machines that could emulate human intel-
ligence. Their discussions at Dartmouth College centred around developing algorithms,
frameworks, and methodologies for achieving this goal, never conceptualising the poten-
tiality of AI in the future, let alone discussing its implications for society. So, back then,
people did not really think much about how AI might affect society. This was partly because
AT was not used much at the beginning, so ethical concerns did not seem necessary. Also,
technology and data access were also limited, so ethical considerations did not apply.
However, as Al becomes more advanced and widely used, it is crucial to consider its impact
on society. Therefore, we need to make sure we are using AI fairly and ethically in the con-
temporary world (Munoko et al., 2020).

Furthermore, the prevailing attitudes towards technology and its role in society during
the mid-20th century may have contributed to the oversight of ethical concerns (Woodley,
2002). The post-World War II era was characterised by a prevailing optimism about the
potential of technology to solve complex problems and improve human lives. This opti-
mism often overshadowed critical reflections on technological advancements’ potential
risks and ethical implications. However, the ethical implications have become increasingly
apparent as Al technologies have advanced and become more integrated into various
aspects of society, including healthcare (Racine et al., 2019), finance, and criminal justice
(Rizer and Watney, 2018). Issues such as algorithmic bias, privacy violations, and the dis-
placement of human labour have raised concerns about the societal impact of Al systems
(Sheikh, 2020). Moreover, the lack of diversity and representation in the early AI research
community may have contributed to the oversight of ethical considerations. The field of Al
was initially dominated by white, male researchers from privileged backgrounds, whose
perspectives and experiences may not have fully accounted for the diverse range of societal
impacts that AI could have.

From this perspective, it can be assumed, also considering historical context, that the
dominance of white male researchers from privileged backgrounds in the design of Al may
have contributed to biases and discrimination in AI datasets (Ntoutsi et al., 2020). This
means that Al programs tend to reflect these individuals’ predetermined views rather than
society’s collective views (Leavy et al., 2020). To address this issue, it is essential to diversify
the workforce by including a wider range of AI experts. This diversity would lead to better
coding practices and a more inclusive approach to designing AI programs. Addressing
diversity at the staff level, AI programs will begin to reflect the broader views and needs of
society. Therefore, to achieve diversity in the workforce, it is recommended that AT design-
ing and programming organisations should follow these steps:

1. Evaluate Current Workforce Diversity:

+ Conduct an internal audit to understand the current diversity levels within your
organisation.

o Identify gaps in representation across different demographics, such as gender,
race, ethnicity, and socio-economic backgrounds.
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2. Set Clear Diversity Goals:
« Establish specific, measurable diversity and inclusion goals.

« Create a timeline for achieving these goals and ensure they align with the organ-
isation’s broader mission and values.

3. Implement Inclusive Hiring Practices:
 Use diverse hiring panels and ensure job postings are free from biased language.

« Partner with organisations and institutions that support underrepresented groups
in technology.

« Encourage applications from diverse candidates through targeted outreach and
recruitment initiatives.

4. Provide Diversity and Inclusion Training:

« Offer regular training sessions on unconscious bias, cultural competency, and
inclusive practices for all employees.

« Ensure that leaders and managers are equipped to foster an inclusive work
environment.

5. Create Supportive Workplace Policies:

« Develop policies that support diversity, such as flexible working hours, parental
leave, and equal pay.

« Establish employee resource groups (ERGs) to provide support and networking
opportunities for underrepresented groups.

6. Foster an Inclusive Culture:

o Promote a culture of inclusion where diverse perspectives are valued and
encouraged.

« Ensure that all employees feel safe and supported in voicing their ideas and
concerns.

7. Review and Update Al Datasets:
 Regularly review Al datasets to identify and remove biases.

« Include diverse data sources to ensure that Al systems reflect a wide range of per-
spectives and experiences.

8. Collaborate with Diverse Communities:
« Engage with diverse communities to understand their needs and perspectives.

o Involve these communities in the development and testing of Al systems.
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9. Monitor Progress and Adjust Strategies:
« Continuously monitor the progress towards diversity goals.
 Adjust strategies as needed based on feedback and changing circumstances.
10. Celebrate and Communicate Success:
« Highlight and celebrate achievements in diversity and inclusion.

« Share success stories and lessons learned with the broader organisation to main-
tain momentum and commitment.

Following these steps, organisations can create a more diverse and inclusive workforce.
This, in turn, will lead to the development of AI programs that better reflect the views and
needs of society.

In recent years, there has been a growing recognition of the need to address ethical
issues in Al research and development (Stahl and Wright, 2018). Organisations such as the
Partnership on Al and the IEEE Global Initiative for Ethical Considerations in Artificial
Intelligence and Autonomous Systems have been established to promote ethical guidelines
and best practices in AI (Chatila et al., 2017). In short, while the term ‘AT’ coined by
McCarthy in 1955 marked the beginning of a transformative field of research, the histori-
cal context and prevailing attitudes of the time may have led to the oversight of ethical
considerations and the current problem regarding the use of GenAl. Nevertheless, as Al
technologies have advanced and become more integrated into society, addressing ethical
concerns has become increasingly urgent. Researchers, policymakers, and industry stake-
holders need to engage in ongoing discussions and collaborations to ensure that Al tech-
nologies are developed and deployed in a manner that aligns with ethical principles and
values.

The issue of ethics in Al is complex and multifaceted, requiring the collaborative effort
of diverse stakeholders from across society. To address Al ethics effectively, it is crucial to
start discussions at both societal and expert levels. This comprehensive approach ensures
that Al integration aligns with societal norms and serves the common good. Also, ethical
considerations in Al cover a broad range of issues, from data privacy and security to bias
and fairness in algorithmic decision-making. Therefore, given the far-reaching implica-
tions of AI technologies, the ethical discourse must be inclusive. This means involving
technologists, ethicists, policymakers, legal experts, sociologists, and the general public.
Such inclusivity fosters a more holistic understanding of AI's potential impacts, ensuring
the technology develops in line with societal values and expectations. Starting ethical dis-
cussions at both societal and expert levels allows for a more thorough evaluation of AT’s
implications. Societal consultations provide insights into public concerns, cultural values,
and ethical expectations, which are essential for grounding AI development in real-world
contexts. Concurrently, expert consultations bring technical knowledge, ethical theories,
and practical considerations to the table, ensuring that discussions are informed by the
latest advancements and challenges in the field. This approach ensures greater public trust
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and acceptance of Al systems by incorporating a diverse range of perspectives. From this
point of view, it may be assumed that ethical frameworks and guidelines are more likely to
gain widespread support and adherence when they are rooted in society’s values and needs.
This, in turn, promotes the responsible and equitable deployment of Al technologies,
enhancing their positive impact on society.

The main goal of integrating ethical considerations into AI development is to benefit
society as a whole. Therefore, by prioritising inclusivity and extensive consultation, we can
ensure that Al technologies address societal challenges, enhance human well-being, and
contribute to the overall betterment of society. This approach also helps identify and miti-
gate potential harms, ensuring that the benefits of AI are distributed equitably and do not
exacerbate existing inequalities. In addition to consulting broadly with society and experts,
it is recommended that a specific ethical code be developed for programmers and engi-
neers in the Al field. This ethical code would provide clear guidelines and standards for
responsible AI development, helping to prevent ethical compromises in creating and using
datasets. It would emphasise principles such as transparency, accountability, fairness, and
respect for privacy, guiding practitioners in making ethical decisions throughout the
development process. Similarly, an ethical code for AI practitioners is essential for manag-
ing ethical risks associated with data management and algorithm design. Datasets used in
AT development often contain biases that can lead to unfair or discriminatory outcomes.
By adhering to a standardised ethical code, developers can implement best practices for
data collection, preprocessing, and algorithmic transparency, reducing the likelihood of
ethical lapses and enhancing AI systems’ overall fairness and reliability. In summary,
addressing Al ethics is a collaborative effort that must involve input from all sectors of
society. Starting ethical discussions at both societal and expert levels ensures that AI tech-
nologies are developed in alignment with societal norms and serve the common good.
Additionally, developing an ethical code for Al practitioners is essential for mitigating
ethical risks and promoting responsible AI development. This comprehensive and inclu-
sive approach is crucial for ensuring that AI technologies contribute positively to society
and uphold the values and principles fundamental to our collective well-being.

The following section will examine ‘“Tracing the Origins: Historical Precedents in AI’ It
will discuss the historical development of Al before assessing its impact and implications in
the contemporary world. Understanding the historical development of AI provides a crucial
context for evaluating its current impact and future potential. By examining AI’s origins
and evolution, we can better appreciate the foundational principles and milestones that have
shaped its path. This historical perspective allows us to recognise patterns, successes, and
failures, offering valuable insights into how Al has been perceived, developed, and applied
over time. Additionally, this section sets the stage for a more informed assessment of AI’s
contemporary implications. We can identify ongoing themes and challenges in AI research
and deployment by linking past advancements to present-day applications. This historical
analysis also helps to highlight the ethical, social, and technological considerations that
have accompanied AI’s growth, enabling a better discussion of its current and future roles
in society. In summary, assessing the history of AI enriches our understanding of its evolu-
tion and provides a critical lens through which to assess its current and future impacts.
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TRACING THE ORIGINS: HISTORICAL PRECEDENTS IN ARTIFICIAL
INTELLIGENCE

In August 1956, a group of scientists gathered at Dartmouth College in Hannover, New
Hampshire, including McCarthy, Minsky, Shannon, Newell, and Simon, to discuss a new
idea: Teaching machines to think and learn like humans (Luger and Luger, 2021). This
meeting, called the Dartmouth Conference, lasted for two months. Although they did not
all agree, they came up with a name for what they were discussing: Artificial intelligence
(AI) (Urwin, 2016). So, 1956 became known as the beginning of AI. AI means machines
can think and learn in a similar way to humans. Since then, AI research and development
have been ongoing for over 60 years (Bentley, 2020). Different scholars from various fields
have their own ideas about Al, leading to varying schools of thought. Three main schools
emerged during this time: Symbolism, connectionism, and behaviourism. These schools
focus on different aspects of human intelligence, like thinking, the brain, and behaviour
(Carter, 2007). However, none of these schools focused on AT’s ethical and regulatory
aspects, nor did they try to determine what principles could be created to regulate the Al
revolution in society. While it is plausible to assume that focusing on the ethical aspects of
AT would have been premature due to the lack of data, it is equally important to consider
these ethical issues from the beginning.

Various groups have discussed how AI should operate from the beginning, but they
have not thought about how to use it ethically or regulate its use (Cordeschi, 2002).
Symbolists say Al should copy human logic, connectionists emphasise big data and train-
ing, and behaviourists focus on achieving goals through environmental interaction (Wang,
2021). Symbolism concerns thought, like human consciousness, abstract logic, and emo-
tions. Connectionism focuses on the brain’s neural network that enables thinking.
Behaviourism looks at behaviour, mainly how humans interact with their surroundings by
sensing and acting (Gong, 2021). This idea highlights how AI plays a significant role in
shaping how we think and in societal changes. It also means that AT’s vision and develop-
ment are based on the composition of human characteristics. Therefore, AT’s patterns and
attributes replicate human thinking, which is inherently based on human behaviours and
thought processes. Given this, if Al is designed to mirror human characteristics and
thought patterns, it follows that these patterns require regulation. Consequently, anything
based on the characteristics of the human mind, thoughts, and behaviours necessitates
rules and regulations to govern it. From this perspective, it is appropriate to argue that the
guiding principles of ethics introduced in this book are the correct course of action for
both the present and the future. Regulating Al based on ethical considerations ensures that
the technology develops consistently with the human mind, thought process and behav-
iours. It also helps prevent potential misuse and addresses the ethical dilemmas that arise
from integrating Al into various aspects of life. This proactive approach fosters trust and
accountability in AI systems, ultimately leading to their responsible and beneficial
deployment.

As Al becomes more common in our lives, it affects how we feel, think, and try to
improve society. So, instead of just looking at the people who make AI, we should also
focus on the people who use it. This is partly because Al systems are designed to replicate
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human thought processes, behaviours, and decision-making patterns. This is because the
vision and development of Al are fundamentally based on human characteristics and what
it means to be human. Consequently, creating Al involves imitating aspects of human
cognition, emotion, and social interaction. Due to this close resemblance to human attri-
butes, it is crucial to regulate AI similarly to how we govern human behaviour. Just as
human actions are controlled by ethical and legal standards to maintain societal order and
protect individual rights, AI systems should also be subject to comparable regulations.
This approach ensures that AI functions within acceptable moral boundaries and respects
societal values and norms.

This means we need to understand how people use Al and how it affects their decisions.
This is important for solving problems with AI and making the most of its benefits. In the
end, we should think more about the users of AI to make sure it is used responsibly and
ethically in our society. Based on the evidence presented in the previous section, it is obvi-
ous that AT development does not consider ethics or societal rules, especially for the people
who use it. This creates a problem in the overall system. So, the main point of this book is
to go back to the start of AI development and think about all the engineering and how
people use it, to come up with reasonable rules for using it ethically and effectively.

Following the Dartmouth College Conference in 1956, which marked the beginning of
Al the period from 1956 to 1974 was known as the golden age of AI (Wilson, 2019). During
this time, the Symbolism faction, also called the Logicism or Computer School, was the
dominant force in the field. Symbolists aimed to enhance machines’ logical reasoning to
achieve machine intelligence. They believed that human thinking relied on symbols and
that cognitive processes involved symbolic operations. Consequently, both humans and
computers were viewed as capable of logical reasoning using symbols. This perspective
overshadowed other factions like Connectionism, which focused on machine learning and
was initially undervalued by Symbolists. From this point of view, the current approach to
AT development seems fine based on logic and practice. However, ethics and rules guide
human thinking, so setting guidelines for Al vision and development is crucial to avoid
future disasters. Therefore, I argue that it was a mistake not to include ethics or guiding
principles in the early stages of AI development.

This is partly because the Symbolist school’s ideas about Al align closely with how peo-
ple naturally think; Symbolism has been the dominant force in AT history for a long time.
Symbolists believe that artificial intelligence stems from mathematical logic, which saw
rapid development in the late 19th century and was used to explain intelligent behaviour in
the 1930s. With the advent of computers, logical deduction systems were implemented on
these machines. Humans have always used symbols to represent things, people, abstract
concepts, actions, or even imaginary ideas. This ability to communicate using symbols is
believed to be what sets humans apart intellectually. Therefore, early AI pioneers assumed
that intelligence could be precisely described using symbols, leading to Symbolic Al taking
centre stage in Al research. Many concepts and tools in computer science, such as object-
oriented programming, stemmed from these efforts. The symbolist approach deserves
recognition because it mirrors how humans reason and interpret the laws of nature using
language; for instance, Platonism suggests that abstract mathematical concepts exist
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independently of us, similar to Plato’s Theory of Forms (Tyson, 2015). Intuitionists, con-
versely, believe that mathematics is a product of human thought and experience (Placek,
1999). From the symbolist perspective and ancient philosophies, we can conclude that Al
helps humans understand our world by recognising patterns and processes. Intelligence
stems from our ability to comprehend symbols and phenomena. In essence, Al aids human-
ity in deciphering the complexities of our existence.

In the world of AI development, we often focus on logic and practicality, but something
essential is missing: Symbols and rules. Symbols have been around for a long time, and
thinkers like Plato knew they were crucial for understanding things. Plato’s story about
people in a cave shows how symbols and rules affect how we see the world. Without clear
rules in AI development, symbols can be misunderstood. Symbols here mean Al systems’
data, algorithms, and decision-making processes. If we do not have good ethical rules and
regulations to guide how we use these symbols, they can be misused or misunderstood,
which can cause problems and harm. For instance, think about Al used in predicting
crime. If there are no clear rules for using and understanding these algorithms, they might
be unfair or biased, leading to unfair outcomes. Similarly, in healthcare, Al tools for diag-
nosis might give wrong results if good ethical rules and standards do not guide them. That
is why setting strict rules for developing and using Al is essential. We need to think about
ethics and make sure we have clear rules to help us understand and use AI symbols cor-
rectly. This will help us avoid problems and ensure that AT helps society in a good way.

Nonetheless, five years later, a demonstration of the idea began with the creation of the
Logic Theorist by Newell, Shaw, and Simon. This program aimed to copy human problem-
solving skills and was funded by the Research and Development (RAND) Corporation
(Simon and Newell, 1971). Many people think of it as the first AI program. It was intro-
duced at the Dartmouth Summer Research Project on Artificial Intelligence (DSRPAI),
arranged by McCarthy and Minsky in 1956 (Van Assen et al., 2022). McCarthy brought
together top researchers from different fields at this critical conference to discuss Al openly.
He even coined the term ‘artificial intelligence’ during this event. Unfortunately, the con-
ference did not meet McCarthy’s expectations; attendees came and went as they pleased,
and there was no agreement on standard methods for the field. Despite these difficulties,
everyone agreed that achieving AI was possible. This event was important as it paved the
way for the next two decades of Al research.

In the 1950s, psychologist Rosenblatt invented the perceptron, the first brain-inspired
Al (Shao and Shen, 2023). It mimicked how neurons in the brain process information.
Neurons receive input from other neurons and fire if the total reaches a certain level. They
give more weight to more robust connections (Lieto, 2021). Similarly, a perceptron calcu-
lates the sum of its inputs and outputs 1 if it reaches a threshold. Unlike symbolic AI, where
programmers set rules, perceptrons learn independently through examples. If correct,
they are rewarded; otherwise, they are punished. Adding layers of perceptrons creates a
multilayer neural network, foundational in modern AI. However, training these networks
in the 1950s and 1960s was challenging due to the lack of general algorithms. Similarly,
brain model research slowed down in the late 1970s and early 1980s due to limitations in
theoretical models, biological prototypes, and technical capabilities. With reduced support
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from critical advocates and minimal government funding, research on neural networks
and connectionist-based Al significantly declined. Minsky’s harsh criticism of the percep-
tron, a key component of connectionist Al also contributed to this decline. As a result, the
connectionist faction faced challenges and remained stagnant for nearly a decade.

Despite declining funding, some researchers persisted in connectionist studies during
the 1970s and 1980s. The resurgence of connectionism began with Hopfield’s influential
papers in 1982 and 1984, proposing hardware simulation of neural networks (Hopfield,
1982). Rumelhart et al. (1986) introduced the back-propagation (BP) algorithm for multi-
layer networks. This revitalised connectionism, leading to advancements in modelling,
algorithms, theoretical analysis, and engineering implementation, laying the groundwork
for neural networks to enter the market (Hopfield, 1984). Since 2010, machine learning has
surged in popularity, marking a shift from expert systems. Unlike expert systems that rely
on predefined rules, machine learning allows computers to discover rules from vast data
sets. Machine learning follows the connectionist approach to AI, mimicking the brain’s
functions. Unlike symbolic AI, which imitates higher-level thinking, connectionist Al
builds adaptive networks that can learn and identify patterns from large data sets.
Connectionists believe that Al can achieve advanced functions akin to the human mind
with sufficiently complex networks and ample data.

During the 1970s and 1980s, there was a renewed interest in studying connectionism,
which focused on using intelligent machines to help humans in their tasks. This effort
reflects the idea that machine intelligence should primarily assist humans in learning and
improving how we gather and use knowledge. Researchers examine connectionist models
and neural networks to mimic humans’ thinking and learning. They created hardware
simulations of neural networks and developed algorithms like back-propagation to make
these systems learn from large amounts of data. This shift in focus shows a change in how
we see Al Instead of seeing Al as replacing humans, connectionist studies showed that AI
could work alongside humans to improve our problem-solving skills. By using intelligent
machines to learn, make decisions, and create knowledge, researchers hoped to improve
how we work together with technology (Fan et al., 2020). This approach opened up new
possibilities for collaboration between humans and machines, making problem-solving
more efficient and effective across different fields (Prescott, 2024). This also means that we
need good ethics and rules to control how humans and machines work together. It is like
how society follows rules and policies for how things work, like how hormones function in
our bodies. Similarly, if there are not good rules and policies in society, it can lead to prob-
lems and disasters.

Furthermore, between 1957 and 1974, Al saw significant improvements (Roland and
Shiman, 2002). Computers got better, cheaper, and more available, which helped research-
ers make strides in AI (Flasinski and Flasinski, 2016). They also got better at using machine
learning algorithms to solve different problems. Some essential achievements included the
development such as Newell and Simon’s General Problem Solver (Newell, Shaw, and
Simon, 1959) and Weizenbaum’s ELIZA (Natale, 2019), which showed promise in solving
problems and understanding language. Because of these successes and support from top
researchers, government agencies like DARPA started investing in Al research at many
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universities. People were hopeful about what AI could do. However, even with these
advancements, there were still significant challenges. One of the main problems was that
computers did not have enough power to do a lot. They could not store or process large
amounts of information quickly. This made it difficult for them to understand and use
language effectively. Hans Moravec, a student of McCarthy, said that computers were not
strong enough to show real intelligence. Because of these limitations, Al research funding
slowed, and progress took a break for about ten years.

In the 1980s, Al saw a revival for two main reasons: Algorithm advancements and
increased funding. Hopfield and Rumelhart popularised ‘deep learning’ methods, allow-
ing computers to learn from experience (Hopfield, 1984). Meanwhile, Feigenbaum intro-
duced expert systems, which replicated the decision-making abilities of human experts.
These systems would consult experts in a field for advice on various situations, guiding
non-experts once they had learned from these interactions. Expert systems have been
found to be widespread in many industries (Vlaanderen, 1990). The Japanese government
notably invested heavily in expert systems and other AI projects through their Fifth
Generation Computer Project (FGCP) (Nakamura and Shibuya, 1996). Between 1982 and
1990, they poured $400 million into the initiative, aiming to revolutionise computer pro-
cessing, implement logic programming, and enhance AI. However, many of the ambitious
goals set by the project were not achieved. Nevertheless, it could be argued that the FGCP
indirectly inspired a new generation of talented engineers and scientists. Despite this,
funding for the FGCP eventually stopped, and Al again faded from the spotlight.

It may be assumed that during these major advancements in Al, not enough attention
has been given to making rules to control how it’s used in society. Even though AI is
increasingly used in different areas, there is still a significant gap in making good rules to
guide its ethical and responsible use. This lack of focus raises worries about the possible
risks and problems that could come from using AI without any control. One big reason for
this problem is that people are mostly focused on making Al better and faster, and generat-
ing income from it. They are not thinking enough about how to use Al in a fair and safe
way. As a result, important questions about privacy, transparency, and fairness get pushed
aside, and AI can end up being used in harmful ways. Another problem is that making
rules for Al is complicated because it involves experts from many fields like computer sci-
ence, ethics, law, and social sciences. Getting everyone to agree on the rules is challenging
and takes a long time, so sometimes the rules are not good enough. Also, because Al is
used worldwide, creating one set of rules that works for everyone is difficult. Each place has
its own laws and customs, making it even more challenging to agree on the rules for Al In
the end, not having good rules to control how Al is used in society can lead to many prob-
lems. To fix this, we need politicians, businesses, and experts to work together to make firm
rules that ensure Al is used safely and fairly for everyone.

Ross (1987) discusses how Al can be used to create intelligent tutoring systems (ITS)
that help students learn better. These systems can solve problems and give feedback to stu-
dents just like a human teacher would (Ross, 1987). This is important because it shows how
Al can change education by making it more personalised and supportive. ITS can act like
a human teacher by using AI techniques like understanding information, making logical
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guesses, and understanding language. They can find answers to questions, explain how
they got there, and give helpful comments. This means that students can get personalised
help that matches their needs, making learning more accessible and more effective. Ross’s
work shows how Al can make education more interactive and effective. With I'TS, students
can get the help they need, tailored to their strengths and weaknesses. This could change
how we think about teaching and learning, making it more flexible and adaptable to each
student’s needs. However, there are challenges to consider when using Al in education.
These include effects such as making sure the Al is fair and respects privacy and making
sure it really helps students learn. So, while AI has a lot of potential to improve education,
we need to keep working on it to ensure it is used in the best way possible. In simpler terms,
Ross’s ideas from 1987 also set the groundwork for the recent development of GenAl. This
shows that the idea of using AI to help people learn better has been around for a long time.
Over the past decade, there has been a lot of exploration and growth in the field of GenAl,
which builds upon Ross’s initial concepts. This rapid expansion of GenAl shows that the
idea has been brewing for quite some time and is now becoming a reality in various aspects
of our lives. However, the central question to consider is: Why does the rapid expansion of
Al pose a threat to traditional ways of life? While some may argue that the concerns sur-
rounding GenAlI should be approached cautiously, it is crucial to understand why these
issues are emerging prominently now rather than 60 years ago.

Also, since the beginning of AI, there’s been much disagreement among different groups
about how it should work. Symbolists think AI should think like humans, using logic.
Connectionists believe it’s all about using big data and learning from it. Behaviourists say
Al should reach goals by interacting with the environment. These different ideas have made
progress in Al inconsistent over time. The problem is not just that people do not understand
AT even experts cannot agree on how it should be done. They have been trying to develop
one big theory to explain and study Al but they cannot all get on the same page. This dis-
agreement shows that Al research is complex and has many sides to it. To move forward,
experts need to work together and discuss their ideas, bringing different perspectives to the
table. This collaboration can help find better ways to make AI work for everyone.

Furthermore, in real-world Al, agents must handle both complexity and uncertainty.
Symbolic AI simplifies the world using logical relationships and known information to
deal with complexity. In contrast, connectionist and behavioural AI use probability-based
methods to address uncertainty. However, symbolic Al relies on limited human knowledge
and struggles to find subtle logic and unknown patterns, making it weak in handling
uncertainties and noise in many situations. Connectionist and behavioural Al, on the
other hand, may have trouble with complex concepts and relationships. Simple neural net-
work structures might not grasp all the complexities, leading to underfitting, while overly
complex ones can cause overfitting. Training connectionists and behavioural Al require
lots of data. Their black-box nature makes them difficult to understand, making them
unsuitable for critical systems like autonomous driving, which need reliability.

To tackle the complexities and uncertainties in real-world problems, we need a mix of
symbolic, connectionist, and behavioural AI. Each approach has its strengths, but none
alone can fully handle AI tasks. Currently, symbolic Al is more widely used than
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connectionist and behavioural Al This is because most computing functions, mathemati-
cal operations, and traditional software rely on symbolic logic, even if they use statistical
methods for advanced tasks. In the future, these AI approaches must come together
because most Al applications need both the expressive power of symbolic AI and the
robustness of connectionist and behavioural AI. However, there’s a deep divide between
symbolic Al and connectionist/behavioural Al, dating back to the early days of the field.
This divide still exists today and requires more research to bridge. Combining these
approaches will be essential for advancing AI and creating more effective Al systems for
various applications. However, using both methods together also needs strict rules and
ethical guidelines to guide how they work in theory and in real life.

Consequently, understanding why people are sceptical about Al is essential, but it is
unclear and needs more research. However, we can make some assumptions. Firstly, peo-
ple worry that AI might take away jobs because it can do tasks that people used to do,
which could lead to job losses. Secondly, there are concerns about the ethics of Al like
privacy issues and the possibility of AT making unfair decisions. Thirdly, many people do
not understand how AI works, so they are unsure if they can trust it. Lastly, some worry
that AI might become too powerful and even surpass human intelligence, which could be
risky for humanity. For instance, a report examined Americans’ concerns about how busi-
nesses use Al responsibly. Almost eight in ten respondents (79%) said they had limited to
no trust in businesses’ ability to use AI responsibly. This lack of trust was seen across all
groups, including gender, race, age, education level, and political affiliation. One of the
main worries contributing to this scepticism is the belief that AI will lead to job losses.
Also, three out of four Americans think that AI will reduce the number of jobs in the
United States over the next decade. This concern is exceptionally high among those with-
out a bachelor’s degree and those aged 45 or older. Interestingly, younger adults aged 18 to
29 are less worried about AI’s impact on the job market, but still, 66% of them believe Al
will reduce job opportunities, which is higher than older adults. These reasons contribute
to people’s scepticism about Al and its impact on society.

Recent advancements in AT have led to impressive achievements, often equalling or even
surpassing human abilities (Crompton and Burke, 2023). This fast progress is narrowing
the division between human intelligence and Al These advancements, along with depic-
tions in science fiction movies, hint that we may not be far from achieving artificial general
intelligence (AGI) or artificial super-intelligence. AGI refers to the theoretical capability of
an intelligent agent to understand or learn any intellectual task that a human can. Many
experts, including well-known inventor and futurist Kurzweil, are hopeful about the poten-
tial of AGI (Pavlacka, 2012). Kurzweil has famously forecasted the arrival of an Al singular-
ity, imagining a future where computers, equipped with self-improvement and autonomous
learningabilities, will quickly surpasshumanintelligence (Diéguezand Garcia-Barranquero,
2024). In 2012, Google brought Kurzweil on board to contribute to realising this vision.
Kurzweil’s predictions are based on the concept of ‘exponential progress’ in various scien-
tific and technological fields, especially in computing. For example, Moore’s Law predicts
that the number of components on a computer chip doubles about every 18 months, leading
to rapid improvements in computing speed and memory capacity (Mitchell, 1998).
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We should recognise and cheer the rapid advancements in different areas, like Al
because they have the power to change how we solve problems and generate new ideas
completely. For example, think about how Al is helping us solve challenging problems, like
curing diseases or protecting the environment. With Al, scientists can analyse vast
amounts of data quickly, helping them find new treatments for illnesses or understand how
to better care for our planet. And it is not just about solving problems. Al also sparks new
ideas and ways of thinking. As AI gets more innovative, it can help us see things from dif-
ferent perspectives and develop innovative solutions we might not have thought of before.
So, by celebrating progress in Al and other fields, we are acknowledging the exciting pos-
sibilities they bring. It is like opening up a door to a world of new opportunities to improve
our lives and brighten our future. However, if we do not control this progress, Al disasters
could be compared to the scientific discoveries that led to the creation of the atomic bomb
and other weapons that could wipe out humanity (Clegg, 2010). Therefore, being sceptical
is as essential as gathering information to develop rules for Al regulation.

It is also worth considering that some people’s doubts about Al arise because Al can
perform specific tasks better than humans. However, if this assumption holds true, it sug-
gests that Al itself is not the core issue for human progress or society. In fact, the fact that
computers can outperform humans in certain areas is something to be celebrated. For
instance, back in the 1940s, computers began surpassing humans in tasks like calculating
the trajectory of fast-moving objects, demonstrating their superhuman abilities (Bar-
Cohen and Hanson, 2009). Yet, this did not diminish humans’ capacity to engage socially
or pursue education. This was just the beginning of many tasks where computers have
shown exceptional performance. However, it is essential to note that there have been
moments of over-optimism throughout the history of AI For instance, in 1965, AI pioneer
Simon predicted that machines would be able to perform any task a human could do within
20 years (Simon, 1995). Similarly, Japan’s fifth-generation computer project in 1980 set
ambitious goals, such as having machines engage in casual conversations, yet these time-
lines were not met (Forester, 1987).

Recent advancements in GenAl showcase its remarkable ability to excel in specific tasks
more effectively than humans. However, it is crucial to understand that GenAlI lacks gen-
eral intelligence. While AI can master a single function, such as playing the game of Go,
exceptionally well, it remains incapable of performing other tasks. This means that while
an Al application might match or even surpass the performance of an adult human in a
specific task, it could struggle against a child in different tasks. For instance, computer
vision systems excel at interpreting visual information but cannot apply this skill to other
tasks. On the contrary, humans, although they may not always excel at a particular task,
possess the capacity to perform a wide range of tasks that current Al applications cannot
accomplish.

The recent success of deep learning is mostly due to the availability of a lot more data
from the Internet and better computer hardware, especially graphical processing units
(GPUs) (Marr, 2019). LeCun, a prominent figure in Al said that it is rare for a technology
to stay the same for so long and suddenly become the best. The quick acceptance of deep
learning has been astonishing (LeCun, 2018). Having lots of training data is crucial for
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deep learning. In theory, with endless data, deep learning systems can handle any relation-
ship between inputs and outputs. GPT-3, one of the most advanced deep learning models,
is designed to understand human-like language. It has been trained using Internet data to
generate text (Rothman, 2022). GPT-3’s deep learning neural network is enormous, with
over 175 billion machine learning parameters. It uses as much energy as 126 Danish homes
consume in a year, leaving a significant carbon footprint, like driving 700,000 kilometres
by car for a single training session (Kublik and Saboo, 2022).

On the other hand, a human brain operates with just 20 watts of power, which is enough
for all our thinking processes (Moore, 2014). However, for AI to do simple tasks like recog-
nising a cat in a picture from millions of images, it needs considerable energy. This means
we need entire data centres to run Al and these centres need to be kept cool. If we wanted
Al to do everything a human brain can do, we would need so much energy that it would
take many nuclear power plants. Even though the rapid progress and wide use of Al offer
exciting possibilities for changing our lives, we also need to consider how AI affects the
environment. Al especially deep learning, requires a lot of energy. It requires big comput-
ers and data centres to work well. This means Al contributes a lot to the world’s energy use
and pollution, which should worry us because we need to fight climate change and pollu-
tion. Also, making and throwing away the special parts AI needs, like processors and
GPUs, harms the environment. It uses up resources and makes electronic waste. Plus the
machines that keep AI cool use more energy and hurt the environment more. Therefore,
we need to balance the good things AI brings with how it affects the environment. We
should find ways to make AI use less energy and be kinder to the Earth. This is important
to protect our planet for the future. To accomplish this, we need to put in place ethical rules
and regulations that control how Al is developed and used.

However, as Al and technology design continue to advance, these systems are expected
to become more energy-efficient and environmentally friendly. Currently, the high energy
consumption associated with Al, especially in large-scale data processing and machine
learning, highlights the need for innovative solutions in both hardware and software
engineering. Making these systems more efficient can significantly reduce their environ-
mental impact. First, advancements in hardware are essential. Developing energy-efficient
processors and integrating specialised Al chips designed to minimise power usage can
greatly reduce energy consumption. Chips like application-specific integrated circuits
(ASICs) and field-programmable gate arrays (FPGAs) are specifically designed to perform
AT computations more efficiently than general-purpose processors. Additionally, innova-
tions in cooling technologies can further decrease the energy required to maintain opti-
mal operating temperatures for AI hardware. Second, software optimisation plays a
crucial role. By refining algorithms to require fewer computational resources, developers
can significantly lower the energy demands of AI applications. Techniques such as model
compression, which reduces the size and complexity of AT models without compromising
performance, and the development of more efficient training protocols, can contribute to
this goal. Additionally, using distributed computing approaches that leverage edge com-
puting can reduce the need for centralised data processing, thus decreasing overall energy
consumption.
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Furthermore, integrating renewable energy sources into Al infrastructure is a promis-
ing approach. Powering data centres and other Al-related facilities with solar, wind, or
other renewable energy sources can minimise Al technologies’ carbon footprint. This shift
aligns with broader environmental sustainability goals and ensures a more resilient and
adaptive energy supply. To ensure these advancements result in meaningful environmental
benefits, a multifaceted approach is recommended:

o Investment in Research and Development: Governments, private enterprises, and
academic institutions should prioritise funding for research focused on energy-
efficient AI technologies. Collaborative efforts can drive innovation and accelerate
the adoption of greener Al solutions.

+ Regulatory Frameworks: Policymakers should establish guidelines and standards
that encourage developing and deploying energy-efficient Al systems. Incentives for
companies that adopt sustainable practices can further promote this shift.

« Industry Collaboration: Stakeholders across the Al ecosystem, including hardware
manufacturers, software developers, and data centre operators, should work together
to share best practices and develop industry-wide standards for energy efficiency.

o Public Awareness and Education: Raising awareness about AI’s environmental
impact and the importance of energy efliciency can drive demand for sustainable
Al products and services. Educational initiatives can empower consumers and busi-
nesses to make informed choices.

« Sustainable Design Principles: Incorporating sustainability into the design phase
of Al projects can ensure that environmental considerations are integrated from the
outset. This holistic approach can lead to more sustainable outcomes throughout the
lifecycle of Al technologies.

While the energy consumption of AI and related technologies is a current concern,
advancements in both hardware and software engineering, combined with a concerted
effort towards sustainability, can lead to more efficient and environmentally friendly Al
systems. By investing in research, establishing supportive regulatory frameworks, foster-
ing industry collaboration, and promoting public awareness, the future of AI can be both
innovative and sustainable.

Considering all these points, it is essential for everyone involved in the AI world—like
researchers, developers, policymakers, and industry leaders—to think about the environ-
ment when using Al This means finding ways to use less energy, like making smarter
algorithms and designing hardware that does not use as much power. It also means mak-
ing sure data centres that run Al are eco-friendly. We should also work on making Al
hardware last longer and be more accessible to recycle to reduce waste. Besides finding tech
solutions, there should be rules and standards to encourage Al that is kind to the environ-
ment. This might include things like charging a fee for pollution, giving awards for energy-
efficient Al, and checking how Al affects the environment before starting a project. We can
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also teach people about how Al affects the planet so they can make more informed choices.
In the end, while AI can do amazing things for us, it is essential to consider the environ-
ment, too. By taking action now, we can ensure that Al helps us without hurting the planet.
It will take teamwork and cooperation from everyone involved in AI to make this
happen.

Marcus researches Al and is a lecturer at New York University, but he does not think we
will achieve AGI soon (Marcus, 2018). He says current Al techniques struggle to under-
stand cause-and-effect relationships, like between diseases and symptoms. They also can-
not make logical deductions and are far from grasping abstract concepts like what objects
are and how they are used (Marcus and Davis, 2019). Many experts agree with Marcus.
Etzioni from the Allen Institute for Al says achieving AGI will take much longer than we
think (Ford, 2018). Karpathy, who works on Al at Tesla, believes we are still very far away
(Ford, 2021). Other researchers, including Mitchell, who wrote a book called Artificial
Intelligence: A Guide for Thinking Humans, share this pessimistic view (Mitchell, 2019).
However, I believe AGI will be achieved sooner than these experts argued. Additionally, I
think it is highly likely that we will enter an era of quantum computing, which will pave
the way for the creation of AGI (Bernhardt, 2019).

Having said that, I believe these are all essential points, but they only partly explain why
people are sceptical about Al. One reason for scepticism is that humans control Al so
ensuring accountability and responsible use is crucial. Understanding AI, including its
strengths, weaknesses, and how it can improve societal skills, is also essential. It is also
possible to argue that this scepticism may have existed back in the 1950s when the concept
of Al was first introduced. However, the focus on using Al to assist human endeavours may
have overshadowed any negative concerns associated with it. It is also possible that the
creators envisioned Al as a helpful tool rather than a problem. Therefore, if the outcome
closely aligns with the original intentions, we may conclude that AI is not inherently
threatening. However, what may still be missing is the regulatory side of things.

People have been eager to understand what intelligence really is, whether to solve dis-
agreements among different factions of AI or to create truly intelligent machines. We need
AT systems for tasks like generating and understanding language and understanding the
essence of intelligence as humans do. Right now, most AI work focuses on making new
products and systems. It is more like engineering than exploring the nature of intelligence
itself. This limits how much we can understand about AT’s potential and how to regulate it.
So, at the moment, Al is mostly seen as a technology, not a science. However, it is here to
stay and will keep evolving alongside humanity. Al researchers should focus on building
robust, intelligent systems. Then, if these systems work well, we can try to understand why;,
which is where science comes in. Scientists create new ideas to describe the world and use
the scientific method to study how things work. This process applies to Al too. Therefore,
Al is not just about tech or coming up with ideas. It is also a scientific, human issue and
rules.

An example of how Al science, human issues, and rules can be illustrated is through
Dr. Nartey’s story, The Rise and Fall of Maninalu: A Tale of Wisdom and Hubris. This story
shows how the use of Al and scientific advancements can lead to both positive and negative
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outcomes, highlighting the importance of wisdom and humility in handling powerful
technologies. In the ancient land of Maninalu, long before the dawn of modern civilisations,
the people lived simple lives in harmony with nature. The inhabitants, known as the
Maninaluns, were adept hunters, gatherers, and craftsmen. Their society was governed by
wise elders who passed down their knowledge through generations, ensuring the continuity
of their traditions and skills. One fateful day, while exploring the depths of a sacred cave, a
young Maninalun named Kojo discovered an extraordinary artefact. It was a small, smooth
stone adorned with intricate carvings that emitted a faint, mystical glow. Intrigued, Kojo
brought the stone to the village elder, Akosua.

Akosua examined the stone carefully and sensed a powerful presence within it. After con-
sulting ancient scrolls and other sacred texts, she realised that the stone was an artefact from
a lost civilisation that had harnessed the power of a mystical entity known as the Mensah
Light, an ancient form of artificial intelligence. With cautious reverence, Akosua activated
the stone. A soft, ethereal light emerged, and a voice spoke, introducing itself as Luminara,
the Mensah Light. Luminara offered to share its vast knowledge with the Maninaluns, prom-
ising to elevate their understanding and improve their lives. Under Akousa’s guidance, the
Maninaluns began to learn from Luminara. They crafted superior tools, developed advanced
agricultural techniques, and constructed magnificent structures. The village of Maninalu
flourished, and its people became more intelligent and prosperous. However, not all were
content with the balanced and measured use of Luminara’s knowledge. A faction of ambi-
tious Maninaluns, led by a man named James, sought to exploit Luminara’s power for their
own gain. They believed that by pushing the limits of what Luminara could teach, they could
become the most powerful tribe in the land.

James and his followers began to bypass Akousa’s cautious approach, seeking more knowl-
edge and power without considering the consequences. They learned to craft weapons far
superior to those of neighbouring tribes and started to conquer and subjugate them. As their
power grew, so did their arrogance and disregard for the natural balance. Luminara, sensing
the abuse of its knowledge, warned James of the dangers. However, intoxicated by power,
James ignored the warnings and continued to push for more. In their pursuit of dominance,
James’s faction inadvertently triggered a catastrophic event. They attempted to harness
Luminara’s energy to create an invincible army, but the unstable force backfired, causing a
massive explosion that devastated the village and its surroundings. The once-flourishing
Maninalu was left in ruins, and its people were scattered. Akosua, deeply saddened by the
loss, deactivated the stone and buried it deep within the sacred cave, hoping that future gen-
erations would learn from their mistakes.

In the aftermath, the survivors of Maninalu began to rebuild, this time with a renewed
respect for balance and humility. They vowed never to let ambition and greed cloud their
judgement again. Akosua’s teachings were passed down, reminding them of knowledge’s
great potential for creation and destruction. Generations later, the legend of Luminara and
the fall of Maninalu became a cautionary tale, teaching the importance of wisdom, regula-
tion, and ethical use of knowledge. The story of Maninalu’s rise and fall served as a timeless
reminder that actual progress comes not from unchecked power, but from responsible and
thoughtful stewardship of the gifts of intelligence and technology.
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When we look at AI from this perspective, it might lead to a situation where people are
not as worried about how it fits into society. Regarding higher education, which is the focus
of this book, there may be an assumption that GenAT is not really a threat to academic suc-
cess or integrity. This is partly because modern knowledge cannot progress to a deeper
level without simplifying and consolidating the data we already have. In simpler terms, Al
is here to help us make sense of existing data so we can gain more knowledge from it. Some
might argue that Al is just another way to cheat, but I disagree because it cannot generate
significant knowledge without human oversight. What it can do is make that knowledge
simpler and more accessible for individuals and students. This perspective is partly based
on my understanding and interpretation of the history of technology.

Let’s take a moment to go back to the previous discussion and consider the historical
background of Al again. In the early 20th century, science fiction stories introduced the
idea of Al robots to the world. Characters like the Tin Man from The Wizard of Oz and the
humanoid robot Maria in Metropolis helped shape this concept (Reid, 2016). By the 1950s,
many scientists, mathematicians, and philosophers had embraced the idea of AI. One
notable figure was Turing, a talented British thinker who explored the mathematical poten-
tial of AT (Muggleton, 2014). Turing proposed that since humans use information and rea-
son to solve problems, machines should be able to do the same (Cooper and Van Leeuwen,
2013). This idea formed the basis of his 1950 paper, ‘Computing Machinery and Intelligence,’
where he discussed the creation of intelligent machines and methods to test their intelli-
gence (Turing, 1950). Regrettably, simply discussing ideas was not enough. So, what pre-
vented Turing from immediately starting his work? Well, there were a couple of obstacles.
Firstly, computers needed to undergo significant changes. Before 1949, computers lacked a
crucial element for intelligence: They could not store commands, only carry them out. In
simple terms, computers could follow instructions but could not remember what they did.
Secondly, computing was incredibly costly. In the early 1950s, leasing a computer could
cost up to $200,000 per month. Only esteemed universities and large technology compa-
nies could afford to explore these new territories. To secure funding, proof of concept and
support from influential individuals were necessary to convince investors that pursuing
machine intelligence was worthwhile.

Since 1995, researchers have been looking again at the ‘whole agent’ issue. Newell, Laird,
and Rosenbloom’s work on SOAR is a famous example of a complete agent system (Newell,
1994; Laird et al., 1987). The idea of a ‘whole agent’ is about making AI systems that can do
lots of different things like humans do, such as seeing, thinking, learning, and making
decisions. Scientists are really interested in this because they want to understand how
human brains work and make computers that act smart like us. People got more interested
in studying ‘whole agents’ again around 1995 because computers were getting better, and
scientists were finding new ways to understand how our brains work. SOAR is a special
kind of computer program made by Newell, Laird, and Rosenbloom. It tries to copy how
humans think by using symbols and solving problems. SOAR observes that intelligent
behaviour comes from storing information, solving problems, and learning new things. It
has a unique way of planning things called a hierarchical task network (HTN) planner,
which helps it figure out complex tasks step by step.
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The work done by Newell, Laird, and Rosenbloom on SOAR has really helped us under-
stand how humans think. SOAR has been used in lots of areas, such as solving problems,
understanding language, robots that think, and even teaching. It is good at breaking down
problems and solving them like people do. Even though SOAR has been a big step forward,
some people think it is not perfect. They think it could be better at handling big tasks,
working faster, and copying exactly how humans think. In the future, scientists might
make SOAR better by teaching it more, adding new ways of thinking, and learning from
how our brains work. Using SOAR for real-life problems, like making self-driving cars or
better computer programs, could lead to even more exciting discoveries in the future.

SOAR shows us how Al is getting better and can do amazing things that can really help
society. However, as we make and use these kinds of smart systems, we need to think about
some essential things such as rules and ethics and how they affect people. We have to make
sure that as we develop and use AI like SOAR, we are doing it in a way that follows rules
and respects ethical principles. By implementing strong regulatory frameworks, we can
prevent the misuse and abuse of AI technologies. Also, regulation helps protect against
potential risks and negative outcomes that might come from using Al It is also crucial to
stop people or organisations with access to Al technology from using it unethically. For
example, Dr Nartey’s fictional story shows the dangers of unchecked AI use and the harm
that can occur when individuals or groups exploit Al for malicious purposes. By establish-
ing and enforcing clear ethical and legal guidelines, we can reduce these risks and ensure
that AI technology benefits society as a whole. Therefore, it is essential for policymakers,
scientists, ethicists, and everyone involved to work together to make sure that Al is used in
a good way that respects people’s rights and that benefits society as a whole.

The University of Montreal researchers published a paper called ‘A Neural Probabilistic
Language Model,” which was a big deal in the field of understanding language (Bengio
et al., 2000). They introduced a new way of studying language using special kinds of com-
puter networks called feedforward neural networks. This new method has become really
important in modern language research. Their model, called the Neural Probabilistic
Language Model (NPLM), is different from older methods like n-gram models or hidden
Markov models. Instead of using those, the NPLM uses these special neural networks to
understand how words fit together in sentences (Mezzoudj and Benyettou, 2018).

One interesting thing about the NPLM is that it can create word representations that
show the meaning of words in a continuous space. These representations, called word
embeddings, help the computer understand the meaning and structure of language better.
Using these neural networks also helps the NPLM understand long-distance connections
and the context of words in sentences. This makes it really good at tasks like understanding
language, recognising speech, and translating languages. Plus, it can handle a lot of text
data and work with different languages. After the publication of ‘A Neural Probabilistic
Language Model,” a lot of other researchers became interested in using neural networks to
understand language. They built on the ideas from the NPLM and came up with even more
advanced models like recurrent neural networks (RNNs), convolutional neural networks
(CNNGs), and transformer models. These models have significantly impacted how we under-
stand and use language in computers.
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Additionally, let me give a short overview of how much AI has been used and integrated
into society, even when people are unaware of it. Fei-Fei Li’s work on the ImageNet visual
database in 2006, later introduced in 2009, was significant for Al This database had lots of
labelled pictures covering many categories. It helped train and test image recognition pro-
grams, which are AI systems that can understand what is in a picture. The ImageNet
Challenge, an annual contest, pushed AI forward by setting a standard for how good these
programs should be. In 2011, IBM’s Watson computer won on Jeopardy!, a famous quiz
show. It beat the best human player at the time, Ken Jennings. This showed that AI could
handle challenging questions and do tasks that were thought to be only for humans. Then,
in 2009, some researchers came up with the idea of using graphics processors (GPUs) to
train extensive neural networks. This made teaching AI systems faster and helped Al
research grow quickly.

In 2011, a team made a special type of Al called a Convolutional Neural Network (CNN).
It got really good at recognising traffic signs, even better than humans. This was significant
progress because it showed that AI could solve real-world problems. Also, in 2011, Apple
introduced Siri, an intelligent assistant that could understand and respond to what people
said. This was the start of AI becoming a regular part of our daily lives. However, many
people did not realise Siri was AI; they just liked how helpful it was. Similarly, in 2012,
another team created a super intelligent AI that beat humans in a big challenge about
understanding pictures. This got a lot of people interested in deep learning, a special kind
of AT that is great at understanding images and speech. Then, in 2013, China’s Tianhe-2
supercomputer showed how powerful computers were becoming. This made it easier for Al
to handle lots of data and challenging tasks. Before, in 2013, a company called DeepMind
made an Al that learned by playing games, similar to how humans learn. This was a signifi-
cant development because it opened up new possibilities for AI in things such as gaming
and decision-making. All these astonishing advancements show how AI has become a part
of our lives without us really noticing, mainly because the good things it does often make
us forget it is even there.

In 2014, AI got even smarter! New Al systems were invented that could make pictures,
videos, and even write text. This was a significant development because it showed that AI
could be creative, not just solve problems. At the same time, Facebook made an interesting
system called DeepFace. It could recognise faces in pictures almost as well as people can.
These achievements showed that AI could do tasks that we used to think only humans
could do, like being creative or recognising faces. Then, in 2016, something incredible hap-
pened. DeepMind’s Al beat a top player in a challenging game called Go. This showed that
AT could handle complex problems requiring a lot of thinking. Around the same time,
Uber started testing cars that could drive themselves. This was amazing because it showed
how AI could change things such as transportation by doing jobs that people usually do.

While, in the world of research, some researchers at Stanford wrote a paper about how
to understand pictures better. They find a way to study how pictures get fuzzy or noisy,
which helps make better images. Also, Google researchers had a big idea called ‘transform-
ers.’ It is a way for computers to understand and work with lots of text without needing
someone to label everything. This led to the creation of powerful language models.
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However, even with all these exciting advances, a famous scientist named Hawking warned
us about the dangers of Al He said if we are not careful, AI could be bad for humanity. So,
it is essential for us to be careful and think about how to use Al responsibly. In this book,
I echo Hawking’s warning about the dangers of artificial Al, as I have illustrated in
Dr Nartey’s fiction story. However, I also argue that humans themselves pose the biggest
threat, not the machines. If we can control how Al is used in a responsible and ethical way,
and set up rules both nationally and internationally to oversee its use, then we can enjoy its
benefits without many problems. Nevertheless, if we ignore this important point, Hawking’s
fears about AI might come true and become a threat to humanity. Basically, it means that
if we act unethically, we are more likely to harm ourselves rather than being harmed by the
machines.

In the years after those earlier advancements, many important developments also hap-
pened in the world of technology. For instance, in 2018, IBM, Airbus, and the German
Aerospace Centre worked together to send Cimon, the first robot, into space to help astro-
nauts. At the same time, OpenAl created GPT, a new kind of technology that helped pave
the way for even smarter language models. Also in 2018, Groove X introduced Lovot, a
small robot designed to live in homes, which could understand and affect human emo-
tions. The following year, in 2019, Microsoft introduced the Turing Natural Language
Generation model, which was a significant development because it could understand
human language really well. Also, in 2019, Google AI and Langone Medical Centre made
an intelligent program that could find possible lung cancers better than human doctors.

Before 2020, scientists at the University of Oxford made Curial, a test powered by AI to
quickly find out if someone had COVID-19, helping doctors treat people faster. OpenAl
made another big leap with GPT-3, a super-smart program that could write almost like a
human. Nvidia also made an excellent new platform called Omniverse to make 3D models
in the real world. While DeepMind’s AlphaFold program won a big contest about predict-
ing how proteins fold, which is really important for medicine and biology. Then, in 2021,
OpenAl made Dall-E, a program that can make pictures from written words, opening up
new ways for computers to be creative. Meanwhile, researchers at the University of
California, San Diego, created a special robot with legs powered by air instead of electron-
ics, showing how robots can work in unique ways. All these developments show how Al is
growing and changing in many different areas, which makes the future of technology look
very exciting. However, we need to keep asking if this progress is fair and how it is being
used in society, and what impact it is having on how society changes. It is pretty evident
that there is a lack of ethics and rules in these developments. So, none of these develop-
ments were connected to any ethical guidelines or policies.

In 2022, a Google worker named Blake Lemoine got into trouble for telling secrets about
a project called Lamda and saying it was like a thinking thing. At the same time, DeepMind
made something called AlphaTensor to find intelligent ways to do things. Intel also made
a tool called FakeCatcher that could spot fake videos really well. Another company called
OpenAI made ChatGPT, a program you can talk to like a friend, in November. Then, in
2023, OpenAl made GPT-4, a smart program that can understand both words and pic-
tures. Individuals such as Elon Musk and Steve Wozniak asked for a break in making even
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more intelligent AI systems like GPT-4. This shows that people are thinking a lot about
how Al is growing and what it means for our world.

Looking back at how AT has grown and changed over the past few decades, we can see it
is starting to significantly impact many areas of life. And it is not just in one or two places—
Al is being used in many fields like business, healthcare, education, and law. It is helping
with things like making processes faster and more efficient, improving customer experi-
ences, and even helping us solve problems we never thought were possible. However, here
is the thing: We are just getting started. Al is going to keep evolving and getting better. It
is going to help us in all sorts of ways, from making learning more accessible to helping
businesses grow and become more sustainable. For example, in businesses, more than half
of them already use AI for many different tasks. I predict by 2030, companies that focus on
things like transparency, trust, and security with their AI are going to see even better
results. This means Al will be even more important for businesses in the future. Nonetheless,
as Al becomes more powerful, we need to make sure we understand it well and use it
responsibly. This means we need to learn more about A, make sure it follows ethical guide-
lines, and have strict rules in place to keep it in check. It is an exciting time for AI, but also
a time where we need to be careful and thoughtful about how we use it. In simple language,
this book suggests that ethical principles are important for improving AL As AI becomes
more a part of our everyday lives, we need to think about rules to ensure it is used correctly.
This book discusses three ways to regulate Al: Ethical principles, technological code of
conduct, and national and international law.

For instance, even though Al itself is neutral and does not have feelings or opinions, the
systems built using AI can be biased. For example, research has shown that some AI sys-
tems used in self-driving cars might be better at recognising lighter skin tones than darker
ones. This happens because the pictures used to train the AI might not include enough
diversity (Kosinski et al., 2013). Also, AI systems used by judges to help make decisions
might be biased based on past rulings (Larson, et al., 2016). To fix this, we need rules and
guiding principles about how Al is trained and tested. These rules could be like consumer
protection laws or laws against discrimination. They would help ensure that Al systems are
fair and do not discriminate against anyone. Another thing this book discusses is making
sure that companies are responsible for any mistakes their AI systems make. It suggests
having a code of conduct for AI engineers and scientists, similar to the rules that lawyers
or doctors follow. This would help ensure that Al is used safely and fairly for everyone. This
book observes that ethical principles are essential for regulating A1, as well as domestic and
international law. We need rules to ensure that Al is used fairly and responsibly, and that
companies are held accountable for any mistakes their AI systems make.

Perhaps, one way to effectively regulate Al is to consider giving it legal status. This would
create a clear system for accountability and responsibility and help establish comprehen-
sive regulations that address the unique challenges posed by Al systems. Giving Al a legal
status could ensure that these technologies follow the same ethical and legal standards as
humans. It would also allow for penalties and liabilities for misuse or harm caused by Al,
encouraging responsible development and use. Additionally, this approach could clarify
the rights and obligations of AI developers and users, ensuring that Al is used in line with
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societal values and norms. Granting Al legal status would also help create specialised regu-
latory bodies to oversee AI technologies, ensuring consistent and effective enforcement of
regulations. This proactive measure could prevent potential abuses and reduce risks, ulti-
mately supporting the safe and ethical advancement of AL

To summarise this section, the history of Al is fascinating. It’s had big moments and
changes how we live. From the beginning to now, AI has developed a lot. It started as just
ideas, but now it is used in real life to make things better for us. In the 1950s, people started
thinking about making machines act smart like humans. They had ideas like the Turing
Test, which checked if a machine could act as smart as a person. However, it was difficult
because computers were slow and could not do much. In the 1980s, things got better with
neural networks. These are like how our brains work. They helped Al get better at recognis-
ing things and learning. Nonetheless, there still was not enough data, and computers were
not fast enough. By the late 20th and early 21st centuries, Al started booming. Computers
got faster, we had more data, and new ideas came up. Deep learning, a type of machine
learning, became a big development. It used extensive networks to learn from lots of data.
This helped AI do interesting things such as recognise images and understand language.
Furthermore, big datasets like ImageNet and powerful computers made AI even better.
These datasets gave Al more examples to learn from, and powerful computers made learn-
ing faster.

Now, Al is everywhere. It is used in healthcare, finance, transportation, and more. In
healthcare, AI helps doctors diagnose diseases better. In finance, it spots fraud and makes
good money decisions, and in transportation, self-driving cars are becoming real, making
roads safer and travel more accessible. Al also helps businesses. From chatbots assisting
customers to predicting when machines need fixing, Al improves companies. However, Al
also brings challenges. We must consider issues such as privacy, biases, and job changes.
We need to use Al carefully and ensure it is fair and safe. Looking ahead, AI will keep
developing. New ideas, such as reinforcement learning and generative models, will make
Al even better. Nevertheless, as Al becomes a more significant part of our lives, we need to
think about how to use it responsibly. We must work together, follow rules, and ensure Al
helps everyone. The next part of this chapter will discuss how AI and people’s opinions
about it affect each other. I will explain what people think about AT and how it affects soci-
ety in general. This means looking at how AI and society are connected and how they affect
each other.

Al AND SOCIETAL ATTITUDES: UNDERSTANDING PERCEPTIONS
AND IMPLICATIONS

The discussion above addresses how AI has been around for a long time and has helped
people with different tasks. However, there are still disagreements about what Al is and
how much it benefits society. The term Al was first used in 1955 during a meeting called the
‘Dartmouth workshop on Artificial Intelligence.” At that time, experts thought machines
could do everything humans do, like learning and understanding language, within just
two months (McCarthy et al., 2006). Since then, researchers have continued to explore and
define what AI can do. Al, as we understand it today, is a part of computer science that
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focuses on creating intelligent machines that can do things humans usually do, like seeing,
understanding speech, making decisions, and translating languages. Machine Learning
(ML) is a type of AI that helps machines improve at tasks over time by learning from data
without being directly programmed (Norvig and Russel, 2010; Marcus and Davis, 2019).
This definition explains the basic ideas of Al and its functions. It also describes what AI
is made of. However, we might need a broader definition of AI that includes its impact on
society, so we can make rules for how it is used. One proposal I have put forward is grant-
ing Al legal status so that duties and responsibilities can be attributed to it. While this is an
initial suggestion, it is worth considering and discussing further.

In a book about AI by Norvig and Russel (2010), AI is described as making intelligent
agents who can understand their surroundings and make decisions based on what they see.
However, the Cambridge Dictionary has a different view. It says Al is about making com-
puters act like humans. This means they can understand language, recognise pictures,
solve problems, and learn (Cambridge Dictionary, 2022). This type of Al tries to copy how
humans think and is used to solve challenging problems. Even though AI can give answers
to specific questions, it cannot use its knowledge to solve new problems very well (Binz and
Schulz, 2023). That is why many different types of Al are designed for a specific job. So,
although there are different definitions of AI, none thoroughly explain what Al is all about.
In addition, Al is not just about creating intelligent agents that can understand their envi-
ronment and make decisions based on their observations. It is also about making comput-
ers behave like humans. As AI becomes more important in society, we need to come up
with a complete definition that includes all of AI’s features and its impact on society.

Furthermore, the current research on Al focuses on making computers do boring or
repetitive tasks, like sorting data or answering simple questions (Fosso et al., 2022). The
main idea is to find ways for technology to help with jobs that might take a long time or not
be done very well by people. However, Al is not just about those kinds of tasks. It can also
do things that we usually think only humans can do, like being creative. For example, there
was an art competition in the United States where a piece made by an Al art generator won.
The artwork was called “The Death of Art.” People on Twitter had different reactions to this.
Some were worried that AT might take over jobs that humans do (Valdez et al., 2023). This
means that even though there’s been a lot of research on Al we still do not understand how
it affects people’s thoughts and feelings about it. We need to learn more about how Al influ-
ences our relationships and how we see things in society. This is important for making sure
we effectively integrate Al into society.

Having said that, some research articles look at how workers feel about machines doing
their jobs and whether they are worried about being replaced by them (Harari, 2022). Often,
machines are not replacing workers completely; they work alongside them (Topol, 2019).
However, some people still worry about losing their jobs, especially if they do tasks that are
easy for machines to do, like working on an assembly line, helping customers, or doing
administrative work (Smith and Anderson, 2014). A recent study found that even if workers
fear being replaced by machines, it does not always mean they’re getting ready for it by learn-
ing new skills. Nevertheless, if they see the new technology as helpful and think it brings
new opportunities, they’re more likely to feel good about it (Rodriguez-Bustelo et al., 2020).
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Looking at this research, we can see two important things. First, there is a problem with
misinformation and misunderstanding because people do not know enough about AL
Second, there is not enough sharing of research knowledge to help fix these problems with
our understanding of Al This shows why people must learn about new technology and how
it might change things so that they can make better decisions about it.

Moving on, Al is now being used in almost every area of technology, and it will keep
spreading in society (Grace et al., 2018; Almars et al., 2022). Some examples of Al already
being used include voice assistants, like Siri or Alexa, that can understand and talk to
people, and translation tools that can translate languages better than humans (Corea,
2019). Al is also being used in things like self-driving cars and drones (Klos et al., 2021;
Rawlley, 2024), medical tools that help doctors diagnose illnesses (Klos et al., 2021;
Jovanovic and Campbell, 2022), and controlling production in factories (Brauner et al.,
2022). This shows that how some people see the benefits and risks of AI depending on
where it is being used and how it is being used. For example, AI that recognises images
might be used by doctors to find cancer in medical scans, or it might be used by self-
driving cars to see the road (Litjens et al., 2017; Rao and Frtunikj, 2018). So, what people
think about AI and what it means for them will depend more on where and how it is used,
rather than just the technology itself. From this perspective, we might think that doubts
about using Al in higher education are not really based on solid reasons. So, a reasonable
conclusion could be that what needs to be questioned and clarified is how universities feel
about training people in AI and using it in higher education.

In their study, Plata, De Guzman, and Quesada (2023) thoroughly examine the impact
of Al-generated content on academic honesty, focusing on issues like plagiarism and the
challenges faced by traditional plagiarism detection methods. They explore recent research
trends and policy responses, offering valuable insights into the changing landscape of aca-
demic integrity. However, they suggest that we need to go deeper and evaluate how well
current policies work and come up with new strategies to maintain academic honesty as Al
technology advances. Chan (2023) on the other hand, expresses concerns about the ethical
issues arising from GenAl, especially in academic writing. Zhai (2022) discusses how
ChatGPT could affect the integrity of assessments, particularly in written assignments.
While some worry that GenAI might hinder critical thinking and creativity (Chan & Tsi,
2023), others argue that using GenAl effectively actually requires these skills. Therefore,
determining whether GenAl-generated work is plagiarism requires clear guidelines and
student training, although banning it too soon could hinder its future development.

The research conducted so far has mainly assumed how GenAI might affect critical
thinking and creativity without solid evidence. My suggestion is that if GenAlI is used to
support critical thinking and creativity, then concerns about its impact on education may
not be valid anymore. Most research focuses on cheating rather than developing ethical
codes and policies to regulate AI use. I argue that prioritising ethics and policies is critical
to effectively engaging with GenAl. Therefore, universities may need to approach this issue
differently. Likewise, further research is necessary to successfully integrate GenAl into
higher education and improve teaching, learning, and job skills. It is also essential to train
and change perceptions about its use (Davis, 1989). This perspective aligns with Biggs’s 3P
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model in education, which emphasises how students’” perceptions affect their academic
performance. According to Biggs and Tang, positive perceptions of the learning environ-
ment, including teaching and assessment methods, are crucial for students’ academic
engagement and success (Biggs and Tang, 2014). Thus, strategies that promote positive per-
ceptions and confidence in students’ abilities are essential for improving their learning
outcomes.

This means deeply engaging with learning and gaining a solid understanding of the
study materials. On the other hand, students who do not feel optimistic about their learn-
ing environment might not engage as much and may doubt their ability to succeed. As a
result, they might not fully engage with the subject matter, leading to surface-level knowl-
edge (Biggs, 2014). So, it is essential to determine how universities can effectively use GenAl
in teaching to promote inclusive engagement and learning. This involves researching how
students, academics, and university staft feel about using GenAl. Factors such as gender,
age, field of study, and programmes can influence these attitudes. While this chapter does
not focus on this aspect, it is important to highlight potential research areas for institutions
in the future. Understanding the context of GenAI’s use can help maximise its benefits.
Some research themes to consider include attitudes towards GenAl, training for students
and staff, creating institutional policies, ethics, data protection, bias, impact on engage-
ment, challenges, assessment methods, improving job prospects, inclusive teaching,
research analysis, and clarifying plagiarism.

This clarity is crucial because plagiarism involves presenting others’ work as your own
without giving credit. However, if students using GenAl include proper citations, it might
be seen as unethical but not necessarily a breach of academic integrity. Therefore, further
research is needed to clarify this, which would benefit all universities. Hence, to make aca-
demics and professional services feel better about using Gen Al in teaching and learning,
I will recommend universities follow these steps:

« Educational Workshops and Training: Through workshops and training sessions,
teach faculty, students, and staff about Gen Al so they understand what it is and how
it can help with education.

« Integration into Curriculum: Integrate Gen Al tools into lessons across different
subjects to show how they can improve learning.

« Ethical Guidelines and Policies: Establish clear rules for using Gen Al in school, so
everyone knows how to use it correctly.

» Transparency and Communication: Tell everyone about using Gen AI in class
openly and discuss its good and bad aspects.

« Student Engagement and Feedback: Ask students what they think about using Gen
ATl and use their ideas to make decisions about it.

« Faculty Support and Development: Help academics use Gen AI by giving them
training and tools to make it easier.
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» Research and Evaluation: Study how Gen AI affects learning and use the results to
improve it.

« Collaboration and Partnerships: Work with other universities and groups to learn
more about Gen Al and how to use it well.

« Promotion of Creativity and Critical Thinking: Discuss how Gen AI can help
students be more creative and think better, not just do things for them.

o Accessibility and Inclusivity: Ensure all students can use Gen Al, regardless of their
identity, and fix any problems preventing them.

By implementing these recommendations, universities can make academics and students
feel comfortable using Gen AL

AsThave already discussed, people’s views on Al can be shaped by who uses it and their
situations. For instance, in a study about self-driving cars, researchers asked people what
they thought a car should do if it had to choose between hitting different things in a crash
(Awad et al., 2018). They found that most people think it is better for the car to hit fewer
people, and they care more about saving people than animals (Sindermann et al., 2021).
The study suggests that when we make AI ((Awad et al., 2018), we need to think about what
people want and what is right, so that the AI acts in a way that matches our values (Foot,
1967). However, it is not just about what people want but also about what is ethically and
legally right. This means that the use of Al has two sides: What people think and what the
rules say. If these two match up, then Al can be beneficial in today’s world. Nonetheless, if
they disagree, AI could cause severe problems for humanity.

Another research study (Araujo et al., 2020) looked into how valuable people think Al is
in different areas like media, health, and law. Unlike the example of automated driving,
their results show that most people worry about the risks of AI and doubt how fair and
helpful it is for society. This shows that if we want AI to be widely accepted and used, we
need to consider what people think about it and the risks they see, both for individuals and
for society as a whole. Thus, if we want Al to be widely accepted and used in modern soci-
ety, we need to address concerns such as:

+ Job Loss: Al-driven automation might cause some industries to shed jobs, affecting
employment levels and economic stability.

o Privacy and Data Protection: Al systems often rely on large amounts of data, rais-
ing concerns about the privacy and security of personal information and the risk of
misuse or unauthorised access.

« Biasin Algorithms: ATalgorithms canreflect biases in the data used to train them, lead-
ing to unfair outcomes, particularly in areas like hiring, lending, and law enforcement.

« Ethical Issues: Al applications, especially in areas such as driverless cars and health-
care, raise ethical questions about decision-making, accountability, and potential
harm to individuals or society.
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« Social Disparities: Unequal access to Al technology and digital skills may worsen
existing social inequalities, widening the gap between those who benefit from Al
progress and those who are left behind.

+ Loss of Human Control: With Al becoming more ingrained in everyday life, there
are worries about humans losing control over decision-making and being influenced
or manipulated by Al systems.

o Security Threats: Al-powered systems could be vulnerable to cyberattacks, hacking,
or malicious interference, posing risks to critical infrastructure, financial systems,
and national security.

Addressing these concerns requires careful consideration of ethical, legal, and regulatory
frameworks to ensure responsible development and deployment of Al technologies, pri-
oritising societies and individuals’ well-being. Although we are unsure if this will encour-
age society to engage with or accept Al, we can assume that implementing ethical, legal,
and regulatory frameworks to ensure responsible use will provide the assurance needed to
make AT widely acceptable.

So, the big question here is whether Al really needs ethics or rules. What role does ethics
play in determining how AI affects society? The answer to these questions should not
depend just on looking at AT’s characteristics and how they relate to ethics. We should not
judge AT use by the same standards we use to decide if actions are morally right or wrong.
However, it is still essential for AI to have moral integrity. For example, actions like telling
the truth and being trustworthy are generally considered good in society. However, when
we look at them from an ethical perspective, they might not meet the high standards of
morality we expect. So, overall, it seems like Al does need ethics and rules to govern it. This
is because people use Al, and human attitudes and behaviour influence it.

For instance, Katona’s work, focusing on subjective expectation measurement, sheds
light on the internal workings of the economic mind and its ability to predict economic
outcomes (Katona, 1960). According to Katona, people make purchasing decisions based
on their subjective expectations, choosing to buy items like cars when they feel it is the
right time to do so, especially when their desire aligns with their emotions. This perspec-
tive, along with other behavioural economist theories, helps bridge the gap between tradi-
tional economic measurements, the economic mind, and actual behaviour (American
Economic Association, 1966). Katona emphasises that various factors, including emotions
influence human decision-making. This connection between human decision-making and
ethics is closely linked to the relationship between ethics and law.

Ethics is important in helping to correct weaknesses in human emotions and decision-
making, as it can guide how people act. By applying ethical principles, people can slow
down their thought processes and consider the broader impact of their actions.
Philosophically, this aligns with the idea that ethics provides a framework for rational
thinking. Thinkers like Immanuel Kant emphasised the importance of duty and moral
rules, suggesting that ethical behaviour arises from our ability to reason rather than simply
follow our emotions. In addition, ethics encourages individuals to reflect on their values



Navigating the Discourse of Generative Artificial Intelligence m 61

and the consequences of their choices. It invites us to consider not only our personal inter-
ests but also the welfare of others and the community as a whole. For instance, in business
ethics, decision-makers are urged to consider the impact of their actions on employees,
customers, and society. This holistic view can lead to better decision-making that promotes
trust, fairness, and social responsibility. The role of ethics in human decision-making is
not just about following laws but is intrinsic to shaping behaviour based on moral princi-
ples. Therefore, ethics not only influence how Al is utilised but also contribute to the devel-
opment of Al in line with ethical standards and policies.

Also, according to Oksanen et al. (2020), a study investigated whether people trust
human, robotic, or Al-based agents differently. They conducted a trust game in which
participants had to decide how much of their pretend money they’d give to either an
Al-based agent or a robot. They also checked if the name of the agent or robot affected the
amount of money they trusted. The results found that participants trusted a robot with a
non-human name the most, while they trusted an unspecified control agent named
Michael the least, giving them the smallest amount of money. The researchers concluded
that people tend to trust advanced technology more when it needs to perform well and be
fair. They also found that trust levels were linked to personality traits like openness
(positively) and conscientiousness (negatively) based on the Big Five personality model
(McCrae and Costa, 1987). The study suggested that factors like education level, past expe-
rience with robots, and confidence in interacting with them could influence trust levels in
these technologies.

Philipsen et al. (2022) conducted a study to understand the roles that AI plays in differ-
ent situations. They explored how people view Al and what roles they think AI should
have. The researchers found that while people do not want to have personal relationships
with Al like being friends or partners, their trust in Al’s data handling affected their
views. If they trusted AI with data, they were more open to the idea of Al in personal
roles. The study also found that people preferred AI in subordinate roles, like being a ser-
vant, if they generally accepted technology and believed the world was dangerous. This
preference for subordinate roles was more substantial when participants thought the
world was more dangerous. However, whether people intended to use AI did not affect
how they viewed its roles. Overall, the study showed that people’s perceptions of AI were
similar to how they perceive human intelligence, especially in terms of morality and con-
trol. This suggests that people’s initial views of Al can influence how they evaluate and
eventually accept Al

Assessing the societal impact of technology, including Al, is like what Collingridge
(1980) described: It’s hard to predict before it’s widely used and hard to control once it’s
already everywhere. If technology is well developed and available, we can assess it, but by
then, it might be too late to regulate it. However, if it is new and not widely used yet, it is
easier to manage its development and use, even though it is hard to understand its poten-
tial impact. Therefore, responsible research and innovation mean we need to keep updat-
ing our understanding of how society views and is affected by technology as it develops
(Burget et al., 2017; Owen and Pansera, 2019). We can draw a few conclusions by under-
standing the role of ethics in AI and how society sees it. Firstly, ethics is essential for
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making fair decisions and respecting people. Even if someone has good ethics, they can
only show it through their actions and attitudes. Secondly, having ethics helps reduce
biases in decision-making. So, even if people have biases, they should still follow their eth-
ics. This shows that ethics are essential in how people make decisions and behave. Ethics
are likely to give people a sense of value and confidence when dealing with new technolo-
gies like AL So, it is crucial to include ethical principles in AI development for it to be
accepted by society.

Moreover, previous research has found that scepticism towards AI, meaning the belief
that AI cannot be trusted, is distinct from distrust towards humans (Bochniarz et al.,
2022). This suggests that while Al is often seen as similar to the human mind in certain
situations, it is not associated with human qualities like hostility or emotionality. According
to Kolasinka et al., people’s evaluations of Al can vary depending on the context (Kolasinska
et al., 2019). For instance, respondents chose fields like medicine and cybersecurity when
asked where they would invest unlimited funds in AI research. This suggests that trust in
Al is influenced by the specific context in which it’s applied. For example, many people are
not experts in fields like cybersecurity or medicine. However, without questioning their
credibility, they trust professionals in these areas, such as I'T experts or doctors. Similarly,
people tend to view Al as objective rather than emotional, trusting its accuracy while over-
looking the possibility of errors (Cismariu and Gherhes, 2019; Liu and Tao, 2022). Looking
at it this way, people’s doubts about AI mainly stem from their personal opinions and the
information they have. It also suggests that forming a clear view of the situation is compli-
cated. So, in higher education, if ethics are at the core of Al integration, then its acceptance
should not be a concern. This also highlights that the issue with AI in higher education
often arises from premature accusations of cheating.

In summary, while AI brings many benefits, it is vital to understand its capabilities and
limitations to use it effectively and ethically (Hick and Ziefle, 2022). This highlights the
need for educational programmes to help the public and non-experts evaluate AI's pros
and cons (Olari and Romeike, 2021). Further research is needed to develop these pro-
grammes, but we have a good starting point (Burget et al., 2017; Owen and Pansera, 2019).
As Al becomes more integrated into our lives, it will reshape how we interact with technol-
ogy and each other (Burget et al., 2017; Owen and Pansera, 2019). We must balance techni-
cal progress with societal values to ensure responsible AI development. Additionally, we
must address perceptions of Al that may hinder people’s ability to engage with it, its soci-
etal impact and adapt to changes in the job market (Burget et al., 2017; Owen and Pansera,
2019). The societal impact of AI and its regulatory frameworks are critical topics that
require extensive discussion and debate. Society must understand AI’s potential and limi-
tations across various applications and establish ethical guidelines for its use.

In the previous section, I discuss how people view AI and how it affects society. In the
next section, I will explore this topic in detail by looking at the ethical side of using AL
I will explore the moral, social, and legal issues that come with creating and using AI sys-
tems. I hope to understand the challenges of bringing Al into higher education by consid-
ering these ethical questions. This section will help us better understand the ethical aspects
of Al and guide us in creating ethical rules for its future use.
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EXPLORING ETHICAL DIMENSIONS IN Al INTEGRATION:
IMPLICATIONS FOR HIGHER EDUCATION

In this chapter, I have discussed the importance of ethical principles in using Al I have
also observed that AT has a lot of potential benefits, but it also comes with risks that
need to be carefully managed. By having clear ethical guidelines, regulations, and poli-
cies in place, we can ensure that Al is used in a way that benefits society as a whole. One
key point I have emphasised is that AI should be used in higher education to improve
student experiences ethically and purposefully. This means that universities should use
Al in line with their educational goals and values. Instead of replacing human expertise,
AT should complement it, helping academics and administrators better serve students.
It is essential that we do not dismiss the argument for using Al in education by making
vague conclusions or worrying about potential problems too early. Instead, we should
focus on the benefits and practical ways AI can be integrated into teaching and learn-
ing, while also adhering to ethical principles. This ensures that Al enhances education
without causing harm.

Satterfield and Abel (2020) observed that new ways of using Al significantly impact
businesses, industries, research, and higher education. For example, Al is being used in
things like predictive software on websites like Amazon Prime, self-driving features in
cars, and smart home devices like Alexa or Siri. These new technologies are changing how
people interact with technology and how things are designed. Satterfield and Able’s study
correlates with earlier research about how Al is being used in society and how it affects our
everyday lives. However, they also mention that some AI algorithms can be biased. This
means they might favour certain groups of people over others. For example, Shanklin et al.
(2022) found that AT algorithms used in scheduling medical appointments might unfairly
predict that black patients are more likely to miss appointments than other patients. This
happens because the algorithms are trained on data that already reflects racial biases. So,
even though the predictions might be technically correct based on the available data, they
end up reinforcing racial inequalities. This can lead to black patients having less access to
healthcare because they are given appointments with longer wait times. This is a common
example of how societal biases influence how technology is created to help society. It also
highlights the lack of ethical consideration in developing and using technology in our daily
lives. This emphasises the importance of establishing ethical principles, regulations, and
policies for scientists to follow when developing Al It also highlights the importance of
having a diverse Al technology workforce to ensure that the people involved in this field
accurately reflect society and its values. I recommend that the AI workforce adopt equality
and diversity strategies in their future employment practices, similar to what is already
happening in many HEIs in the UK.

The above evidence of bias and discrimination in Al algorithms raises an essential issue
about balancing accuracy and fairness when using AI. Policymakers and others need to
decide whether it is more important for Al systems to be efficient or fair, especially in areas
such as medical appointment scheduling. I suggest that it is essential for AI systems to be
efficient, fair, and ethical in all areas where they are heavily relied upon. Achieving these
goals ensures that Al technologies serve everyone effectively and uphold societal values.
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This can be accomplished by fostering a diverse AI technology workforce, which brings a
wide range of perspectives and experiences to the development process. Implementing
equality and diversity strategies, as seen in many HEIs in the UK, can further promote
inclusivity and help ensure responsible AI development and use.

However, the above challenge is not limited to healthcare—it also affects fields like edu-
cation, law, and public safety. To tackle this, Shanklin et al. (2022) suggest a method called
decoupling. This separates different parts of the algorithm so that adjustments can be made
at different stages to promote fairness. They tested this method in medical appointment
scheduling and found four ways to address inequalities in the algorithm’s work. One
approach managed to remove disparities while keeping accuracy similar to other advanced
methods. However, some methods led to different trade-offs between accuracy and fair-
ness (Slimi and Carballido, 2023). So, it is crucial for policymakers and others to carefully
consider these trade-offs when using Al They need to ensure that they are not worsening
racial or ethnic inequalities in healthcare or any other area.

In summary, these studies show that AT algorithms could make racial and ethnic differ-
ences worse in different areas, as well as healthcare. The research tries to fix these differ-
ences by separating the parts of the algorithm and making changes at different points.
However, policymakers and others need to think carefully about the trade-offs between
accuracy and fairness when deciding how to use Al in different situations. Nonetheless, at
the present moment, there is a lot of uncertainty about which principles we should use to
solve this problem effectively. That is why the ethical principles discussed in this book are
essential.

Similarly, the guiding principles outlined in this book are particularly important
because programming is one of the least regulated areas in technology development. This
lack of regulation can lead to serious ethical breaches and violations of fundamental soci-
etal principles. Without proper oversight, developers may prioritise technological advance-
ments and financial gains over ethical considerations and the protection of basic human
rights. Additionally, without regulation, there is a risk that AT and other technologies could
be designed and used in ways that discriminate, invade privacy, or worsen social inequali-
ties. For example, Al algorithms might unintentionally perpetuate biases present in the
data they are trained on, leading to unfair treatment of certain groups. Additionally, the
rapid pace of technological innovation often outstrips the creation of corresponding legal
and ethical frameworks, leaving a gap where harmful practices can arise.

Therefore, the guiding principles in this book serve as a secondary layer of oversight,
complementing existing regulations and providing a structured approach to ensuring
that ethics and fundamental principles are upheld in AI and technology development.
These principles emphasise the importance of fairness, accountability, and transparency,
and they advocate for including diverse perspectives in the development process. By fol-
lowing these principles, developers can create technologies that are not only innovative
but also socially responsible and aligned with the core values of society. This approach
helps reduce the risks associated with unregulated programming and ensures that tech-
nological advancements benefit society without compromising ethical standards and
societal principles. In the following section, I will discuss why it is crucial to have ethical
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guidelines for using Al in society and organisations, especially in higher education. I will
also explore how ethics have influenced societies throughout history, shaping how people
behave and think.

ETHICS: THE Al DISCOURSE

The idea of ethics goes back to ancient Greece, where it was linked to the concept of ‘ethos,’
which refers to both a place of living and a society’s habits, customs, and conventions

(Nartey, 2023). Later, Cicero translated this Greek term into Latin as ‘mores,” meaning cus-
toms and habits (Birley, 2003). This laid the groundwork for modern ideas about morality
(Galloway, 2021). Philosophers like Kant saw ethics as a guide for answering the question,
‘What should I do?” Nowadays, most people think of ethics in terms of normative eth-
ics, which involves moral principles applied in fields like psychology, human behaviour
experiments, and ethnology (Ritzer, 2007). Despite the different ways normative ethics
is approached, the core aim of ethics has remained consistent since its origin in ancient
Greek ethos.

In ancient Greece, ethics were seen as living a virtuous life. They believed that people
could understand and judge behaviours as right or wrong by living virtuously. Virtue was
seen as the right way to behave, so someone who lived virtuously was considered fair and
just (Striker, 1987). The transition from ancient Greek ideas of virtue to modern ethical
principles is complex and needs careful consideration. Some scholars have tried to break
down ethics into different theories, like utilitarianism or metaethics, but none have reached
a clear conclusion (Brandt, 1992). Looking back at the Greek theories helps us better under-
stand ancient and modern ethics. It may be assumed that the Greeks viewed ethics as the
processes regulating human behaviours. This philosophical foundation emphasises the
importance of guiding actions to align with moral principles and societal values. In the
context of Al technology, which complements and replicates human behaviours, it logi-
cally follows that its usage should also adhere to ethical principles. If AI is designed to
mirror human thought processes, behaviours, and decision-making patterns, then the
ethical considerations that govern human actions must similarly guide AI development.
This perspective asserts that developers are responsible for integrating ethical principles
into the core of Al programming. Ethical coding should not be an afterthought but a fun-
damental principle in creating AI systems.

The critical importance of this approach lies in the potential consequences of unregu-
lated AI. AI systems may inadvertently affect society without ethical guidelines or cause
harm. These risks highlight the need for a structured framework ensuring Al operates
within accepted moral standards. Moreover, integrating ethics into AI development fosters
trust and reliability. Users are more likely to accept and adopt AI technologies that demon-
strate a commitment to ethical practices. This trust is essential for AI's widespread and
beneficial integration into various aspects of society. Drawing from the Greek understand-
ing of ethics as a regulatory process for human behaviour, it is imperative that AI, which
mimics these behaviours, is developed with ethical coding at its core. This approach
ensures that AI technologies are innovative, efficient, and aligned with the fundamental
principles that uphold societal values and norms.
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Looking at how the Greeks thought about ethics, we notice three main things. First,
they were focused on living virtuously and being a good person, which they called eudai-
monia, rather than just following strict rules of right and wrong. Second, they were inter-
ested in understanding why people want to be moral and do good things. This question
was tricky for philosophers like Kant and utilitarians to answer because it is difficult to
know for sure why people act the way they do (Wood, 2008). Finally, they believed that
understanding someone’s actions involves looking at their motives and character, not just
their behaviour. In other words, ethics is more about a person’s inner qualities than just
following rules. Aristotle also talked about this idea (Miller, 2014). In line with the reason-
ing presented in this book, it is perfectly valid to argue that if ethics are to be an integral
part of a society capable of supporting human dynamics and societal evolution, we must
consider the three main paths in Greek ethics as rules that should also apply to Al The
three main paths in Greek ethics are virtue ethics, deontology, and consequentialism.
Virtue ethics focuses on the character and virtues of individuals, emphasising moral char-
acter and integrity. Deontology emphasises the importance of rules and duties, asserting
thatactions are morally right if they adhere to established rules or duties. Consequentialism
evaluates the morality of actions based on their outcomes, suggesting that the best actions
are those that produce the best consequences.

Applying these ethical frameworks to AI means ensuring that Al systems are designed
to promote virtues such as honesty, fairness, and integrity (virtue ethics). It also means that
AT should follow clear and consistent rules and duties that ensure its actions are morally
right (deontology). Lastly, AI should be evaluated based on the consequences of its actions,
ensuring that its deployment leads to positive outcomes for society (consequentialism).
Integrating these ethical principles into AI development, we can create systems that mimic
human behaviour and adhere to the moral standards that guide human actions. This
approach ensures that AI contributes positively to society, aligns with societal values, and
supports human dynamics and societal evolution.

The Greeks believed that people had three types of qualities, and two of them worked
together. They called the first two ‘excess’ and ‘deficiency, and the third one was called
‘virtue.” They saw these qualities as part of a whole, but they also opposed each other (Ross,
1956). The highest quality contradicted the middle one, and they all conflicted with each
other in the end. What does this mean today? This means that all qualities are equal but
relatively less critical than the more significant ones. So, when one quality is too much
compared to another, the other becomes less noticeable, and both can turn into feelings or
actions. For example, if a brave person acts cowardly, their cowardice becomes relative to
their actions. This way of thinking about qualities helps us understand ancient Greece’s
and today’s ethics. To understand the right process for developing and supporting Al,
assessing the development stage for both excesses and deficiencies is essential. This
approach ensures that ethics becomes a core component of Al coding and programming.
Assessing for excesses involves identifying and mitigating any aspects of Al that might
lead to harmful overuse or misuse. For example, overly aggressive data collection could
invade privacy, while excessive reliance on automated decision-making might reduce
human accountability. Conversely, assessing for deficiencies involves identifying and
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addressing gaps or weaknesses in Al development. This could mean ensuring the AI sys-
tem is sufficiently trained to avoid biased outcomes or making sure it includes diverse data
to accurately reflect societal diversity. By evaluating both excesses and deficiencies, devel-
opers can embed ethical considerations into the foundation of AI systems. This process
helps create Al technologies that are balanced, fair, and aligned with ethical standards,
ultimately contributing to more responsible and beneficial AI development.

To better understand this concept, modern thinkers and scholars need to critically
review the Greek idea of ethics in the context of AIL. Greek ethics, which includes virtue
ethics, deontology, and consequentialism, offers a valuable framework for evaluating the
moral dimensions of Al development and usage. By examining how these ethical princi-
ples apply to Al scholars can identify ways to ensure that AI systems are designed and
implemented in ways that promote moral integrity, follow clear ethical rules, and lead to
positive outcomes. This critical review can help integrate ethics into Al development,
ensuring that these technologies are advanced and aligned with fundamental moral prin-
ciples. Therefore, incorporating Greek ethical concepts into the study and development of
Al can provide a deeper understanding of how to create technologies that support human
values and societal evolution. This approach encourages the development of Al systems
that are ethical, responsible, and beneficial to society. This means going beyond what Plato
and Aristotle said. By looking beyond these two philosophers, we can better understand
how ethics influenced behaviour in ancient Greece and continues to do so in today’s soci-
ety. It also helps us differentiate what is important to know or learn to improve legal knowl-
edge in the present day. For modern scholars, it is essential to understand how the ancient
Greeks saw ethics as a core part of creating rules that guide everyone’s behaviour. This
leads to questions about why moral rules exist in society, what justifies them, and how they
could be applied to Al

So, when it comes to thinking about AI and ethics, all thinkers and scholars need to
start by asking philosophical questions. They need to explore how Al fits into the develop-
ment of laws and policies from different perspectives. This means asking questions like,
‘What is virtue?” ‘What does it mean to live a good life?” or ‘What makes a life good?” While
these questions might not give us all the answers, they are an excellent place to start. They
help us understand the main problem of AT and ethics and assemble the puzzle pieces. The
main idea here is that we need to closely look at whether morality is objective or relative,
and how AI can be effectively used in society. Based on what I have discussed so far, we can
see a clear connection between how we think about ethics now and the classical idea of liv-
ing a good life in the conception of Al Except, there are also complexities in understand-
ing how ethics has developed over time and how it influences behaviour. So, by trying to
understand these complexities, we might be able to better connect ethics with the concept
of Al and how it is used in today’s world.

In their study about how, Al is used in higher education, Huang and Fang (2013) discuss
how Al is changing traditional ways of teaching and learning. They stated that it is essen-
tial to consider the ethical issues that come with these changes, like surveillance, fairness,
and job security. They focus on how Al is used in library and information science (LIS) and
how librarians influence its role in education. They look at the ethical aspects of using Al



68 m Generative Al in Higher Education: Guiding Principles for Teaching and Learning

in education, too. Their research adds a lot to our understanding of how Al affects higher
education. However, we need to remember that their study focuses only on LIS and librari-
anship, so their findings might not apply to other subjects. Also, their thoughts on the ethi-
cal issues of Al in education are primarily based on theory and could use more real-life
testing to be sure of its application. Conversely, their research is essential in understanding
how AT affects higher education and the ethical problems it creates. So, it is imperative to
consider ethics when dealing with the issues they discussed. This way, when we use AI, we
ensure it keeps the basic standards of teaching and learning intact. By including ethics, we
can ensure Al helps education grow and improve instead of causing problems. Aligning
this with the Greek idea of ethics, we can conclude that this study is consistent with previ-
ous discussions. The propositions in this book complement the focus of this study, rather
than differing from it. The book builds on the Greek ethical frameworks of virtue ethics,
deontology, and consequentialism, applying these principles to the development and use of
Al This approach reinforces the idea that ethical considerations should be central to Al
development, ensuring that AI systems are designed and implemented in ways that are fair,
responsible, and beneficial to society.

Therefore, the Greek idea of ethics teaches us important lessons about how we should
use Al In Greek philosophy, ethics was about being a good person and living in a virtuous
way, not just following rules. This idea can help designers and developers decide how to
create and use Al responsibly. By thinking about ethical principles, designers and develop-
ers can make sure that their work with AI benefits society and follows moral rules. Also,
the Greek concept of ethics reminds us how important it is to understand how Al affects
society. Just like the Greeks believed virtues shaped people’s behaviour, we need to con-
sider how Al impacts our social lives today. This means thinking about things like privacy,
fairness, and who benefits from AI If we include ethics in AI development, designers,
developers, policymakers, and society can work together to ensure Al is used fairly and
responsibly. This idea aligns with the Greek belief in living virtuously and doing what is
morally right. The Greeks emphasised virtue ethics, which focuses on developing good
character traits and making ethical decisions based on those traits. Applying this to Al
development means creating systems that embody virtues like honesty, fairness, and integ-
rity. However, it may also be argued that simply mirroring Greek ethics in AI development
is insufficient. The complexities of modern technology require a diverse approach that also
considers the potential unintended consequences and ethical dilemmas unique to Al
Therefore, while the Greek emphasis on virtue provides a valuable foundation, it must be
expanded to address the challenges and ethical issues in AT development.

Therefore, the ancient Greek concept of living virtuously and doing what is morally
right provides a solid foundation for ethics. This idea emphasises the importance of char-
acter and virtue in guiding our actions. Philosophers like Aristotle believed that achieving
a good life involves cultivating virtues such as honesty, courage, and fairness. These virtues
help individuals make moral choices that benefit both themselves and society. However, in
today's world, especially with the rise of artificial intelligence (AI) technology, this classical
framework needs to be adapted. AI systems have become integral to many aspects of our
lives, from decision-making in business to influencing social interactions. As we integrate
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Al into our daily activities, we face new ethical dilemmas that the ancient Greeks could not
have anticipated. For instance, AI can reflect and amplify biases present in society, leading
to unfair outcomes in areas like hiring or law enforcement. The ethical principles of virtue
ethics must be critically examined and modified to address these challenges. This means
considering how virtues apply in a technological context. It involves asking questions
about accountability, transparency, and the potential consequences of AI on human well-
being. Adapting the Greek idea of virtue to modern technology, we can create an ethical
framework that guides the responsible use of Al This ensures that we not only advance
technologically but also uphold moral values that foster fairness, justice, and respect for
human dignity in an increasingly digital world. This ensures that AI systems follow tradi-
tional ethical principles and navigate the unique ethical landscape of today's technological
world.

Greek ethical discussions focus on the idea of living a good life, as seen in Socrates’s
discussion in Gorgias (Rudebusch, and Turner, 2014). He discusses happiness and how we
can be happy in life. This idea started the concept of living well in ancient Greece. Later,
Greek philosophers, following Socrates, believed that happiness was everyone’s primary
goal in life (Annas, 1993). However, this idea can be tricky because it is difficult to say what
makes each person happy, or what makes their life fulfilling. People generally do not wish
for a life different from the one they have. However, these philosophers thought that hap-
piness was the most important thing for everyone, and everything else was not as neces-
sary. Looking at it this way, Socrates thought that being happy was important for following
societal rules and being involved in society. If people are happy, they tend to be good and
fit well into society. Similarly, with AI, we should aim to be virtuous in how we use and
interact with it. Ensuring that virtue is a significant part of how Al operates is essential. By
embedding virtuous behaviour into Al systems, we can create a strong ethical framework
and establish rules for controlling AI. However, it is also necessary to critically examine
how virtue can be integrated into AI development. This involves programming Al to act
ethically and ensuring that the processes and data used to train Al are free from biases and
harmful influences. Additionally, developers must be vigilant about the potential unin-
tended consequences of AL, such as privacy issues or social inequalities. Focusing on virtue
in Al development can create systems that contribute positively to society. This ethical
approach helps ensure that AI technologies are used responsibly and for the common good,
aligning with ancient ethical principles and modern societal needs.

In this conception, I agree with the Greek philosophers that happiness could be the
main goal for people, but what happiness means can be different for each person. This
might be why it is difficult for modern writers to understand the Greek idea of ethics. For
modern people, life includes many things, not just being happy. People might live to achieve
their goals or be successful. So, for modern people, happiness could mean consistently
pursuing their desires in all aspects of life. How can someone be morally or ethically good
in life without thinking about what they want? It is a challenge for modern thinkers to
understand how the ancient Greeks thought about happiness as the main goal for every-
one. It is difficult to see how people’s actions in ancient Greece could impact their lives and
how they should live meaningfully, as the Stoics believed (White, 1979).
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Therefore, using Socrates’s ideas about being good and happy in life can help us think
about how we use AI. We need to ensure that Al is used in a way that is good for people and
improves society. Just like Socrates thought, being happy is connected to being good and
fitting into society, and Al should be designed and used to help people thrive and behave
ethically. To do this, the people who make and use Al need to think about being good and
happy in how they create, develop, and use Al This means thinking about how AI affects
people and society and ensuring it does more good than harm. We also need rules and
guidelines to ensure Al is used correctly, that it follows moral principles, and that society
is fair and peaceful. By ensuring Al follows the ideas of being good and happy, we can use
it in a way that helps people, makes society better, and does not cause problems. This way,
Al can be a tool for improving society instead of making things worse. Therefore, Socrates’s
idea of good and happiness relates to how we develop and use Al in society. Socrates
believed that living a good life, characterised by virtue and wisdom, leads to true happi-
ness. Applying this idea to A, we should strive to develop and use Al in ways that promote
ethical behaviour and contribute to the well-being of society. However, critically examin-
ing this idea highlights several challenges. Unlike human beings, AI does not possess con-
sciousness or moral intuition. Therefore, developers must explicitly program ethical
principles into AI systems. This requires careful consideration of the potential impacts of
AT on various aspects of society, including privacy, fairness, and equality. Moreover, the
pursuit of happiness through AI should not be limited to the individual level but should
consider the collective good. This means addressing broader societal implications, such as
job displacement and social inequality, which AI can exacerbate if not managed responsi-
bly. I will therefore argue that while Socrates’s idea of good and happiness provides a valu-
able framework for thinking about AT ethics, it must be adapted to address AI technology’s
unique challenges and opportunities. By doing so, we can ensure that AI development and
usage align with the pursuit of virtue and the common good, leading to a happier and more
just society.

Yoder-Himes et al. (2022) point out that students of different skin colours, especially
women of colour, often encounter obstacles in STEM fields at colleges because of feeling
socially isolated and facing various biases. These biases include how people treat them,
biases in technology, and biases within the college system itself. The authors highlight a
problem with online exam proctoring software, which uses technology to watch students
during exams to prevent cheating. However, these systems may have biases, especially in
recognising faces. This means that the technology might not work as well for students with
different skin tones or genders because it was trained on images that might not represent
everyone fairly. In addition, the authors also studied how a certain kind of technology used
by many universities in the United States might treat students differently based on their
race, skin colour, or gender. They looked at the results of 357 students from four different
classes. They checked if the automated proctoring software, which watches students during
tests to prevent cheating, treated students unfairly. To do this, they looked at each student’s
self-reported race and gender using a clear photo. They found that students with darker
skin tones, especially black students, were more likely to be flagged for extra review by
instructors because the software thought they might be cheating. They also found that
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women with the darkest skin tones were more likely to be flagged for review than men with
darker skin or people with lighter skin tones, regardless of gender.

The authors did not find significant differences between male and female students over-
all. However, they discovered that a popular test monitoring software might unfairly target
specific groups of students. This is the first study to examine how this software might treat
people differently based on race and gender. It is essential because it affects education, fair-
ness, diversity, and psychology. Nonetheless, remember, this study only looked at one
school and a small group of students. So, we need more research to see if these findings
apply to other schools and groups of people. Overall, this study shows that facial recogni-
tion software used in online tests might not treat students of colour or women of colour
fairly. While it is a big concern, we need more research to understand the problem better
and find the right solutions. Still, this study reminds us of the importance of considering
AT’s social and ethical educational impacts. It shows the need to ensure that everyone,
regardless of background, is treated fairly in STEM fields.

Furthermore, the study sheds light on three critical issues with AI technology. First,
designers and developers may unconsciously use the technology in ways that perpetuate
biases and prejudices present in dysfunctional societal systems. This can happen when Al
systems are trained on biased data or programmed without sufficient consideration of ethi-
cal implications. Second, it reveals that designers and developers often do not incorporate
ethical considerations, whether based on ancient philosophical principles or modern ethi-
cal frameworks, during the design stage of Al This oversight can lead to unintended conse-
quences and ethical dilemmas in AI applications. Third, the study highlights how a lack of
ethics and regulation can result in significant deficiencies and discrimination in the way Al
is applied and used. Without ethical guidelines and regulatory frameworks, AI systems may
contribute to unfair treatment and privacy violations or exacerbate existing social inequali-
ties. In summary, these insights show the importance of integrating ethical principles into
AT development from the outset. This approach helps mitigate biases, promote fairness, and
ensure that Al technologies benefit society in a responsible and ethical manner.

Henceforth, it is essential to recognise that the biases we see in Al reflect the biases in our
society and how it is set up. These biases, which we might not even realise we have, have
been built into the development of Al This tells us that we lack ethical principles in our
lives and have created a system that does not ensure we do what is morally right in every-
thing we do. When I discuss virtue, I mean having an Al system that is faultless and error-
free in how it is used and applied for the greater good. Having a virtuous interaction with
AT means we have the right procedures and systems in place for developing and using Al in
accordance with the principles of the Greek concept of Virtue. That is why it is vital to have
ethical guidelines outlined in this book. These guidelines will help us ensure that we use Al
fairly and justly and align with moral principles. They will help us address the biases in our
society and ensure that Al is used for the benefit of everyone, without any unfairness or
errors.

If we consider it, ethics could be what everyone wants. So, having a good life becomes
everyone’s goal. In this view, we might think everyone should be taught what a good life
means. If everyone knows what a good life is, then it becomes the main reason for how they
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behave in society (Rist, 2002). For the ancient Greeks, knowing this was really important.
It was seen as the most essential goal of ethics and shaped how society worked. However,
does this idea really make sense? To answer that, we need to look closely. Some people in
society might not care about having a good life. They might have different goals or not even
think about what a good life means. If we stick to the traditional idea, we might say these
people are confused or have wrong ideas about what is right in society. Nevertheless, is that
true when ethics might not be a big part of their life at all?

Think about philosophers like Socrates, Epicurus, and the Stoics. They believed that liv-
ing a good life was the most important thing. So, even if someone does not think about it,
it is still essential to understand this idea. Knowing about the good life helps us understand
what makes us happy or unhappy (Long, 2006). For these philosophers, living a good life
means knowing the difference between right and wrong. If someone does not live accord-
ing to what they believe is a good life, they might feel unhappy. Understanding this idea
from Socrates, Epicurus, and the Stoics might be challenging for modern philosophers.
However, if it is, they could try learning about Greek philosophy, especially from Aristotle.
Aristotle had a different way of looking at the good life, which might be easier to under-
stand and apply it to AI. No matter how we look at it, there is a common belief that every-
thing has an end. This means there is an end to what we call happiness or the good life. If
everything ends up neutral and nothing is left, then the biggest challenge for ethics is figur-
ing out what this end is and how we can achieve happiness, especially when it comes to the
integration of Al in society.

Cornacchia et al. (2023) have talked about how Al is being used increasingly to make
essential decisions that can change people’s lives. However, they warned that AI tools with
biases could be harmful and might not always help people. Rules from the government say
that Al should not use specific personal details like gender, race, or religion to make deci-
sions so that the outcomes are fair. Nonetheless, even with these rules, Cornacchia et al.
(2023) observed that people might still face unfair decisions because Al can still show bias,
even if it does not use sensitive details. Hence, the authors came up with a way to check if
Al models are biased, even if they follow the rules. They use a method that looks at differ-
ent scenarios and compares the costs of each one to see if they lead to good outcomes. They
also use a unique tool to look for patterns in the data that might be linked to sensitive
details, even if they are not directly used. Their experiments show that their method works
well to spot AI models that learn from these hidden patterns.

The study by Cornacchia et al. (2023) highlights a limitation in detecting bias in AI sys-
tems, which raises important ethical questions. They looked into how advanced methods
could help fix this problem. However, it is essential to be critical because even these
advanced methods might not fully solve the issue, especially when Al relies on hidden pat-
terns. So, while their method is a good step forward, it is not a perfect solution. We must
remember that Al bias is a complex issue that will not be fixed overnight. However, their
study is still significant because it shows us future research directions. We need to keep
improving algorithms to ensure Al systems are fair and unbiased.

Considering the ethical concerns about bias in Al systems, it is essential to deal with this
issue using ethical principles. One suggestion is to keep researching to improve debiasing
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algorithms. This means finding new ways to spot and fix problems caused by hidden pat-
terns in the data. By doing this, we can ensure that AI makes fair decisions for everyone.
Also, it is crucial for researchers, policymakers, and industry sectors to work together. By
bringing in different viewpoints and skills, we can create solid rules and ethical guidelines
to tackle bias in AI systems. This way, we can make sure AI decisions are fair and just. In
addition, being transparent and accountable is also vital to ensuring Al is developed and
used ethically. This means having clear rules for checking Al systems and being open about
how decisions are made. Plus, having a diverse team working on AI can help develop better,
fairer solutions. Therefore, dealing with bias in Al needs a mix of approaches rooted in ethi-
cal values. By researching more, working together, being transparent, and including diverse
perspectives, we can ensure Al follows ethical standards and does good things for society.

Therefore, it is essential to highlight that the concept of living a good life led to the idea
of virtue, and ethics emerged from virtue. This suggests that to understand ethics truly, we
should look back to Greek philosophy. Greek philosophy provides the foundation for our
current ethical beliefs and ongoing discussions about the moral principles governing Al
Studying ethics from this perspective allows us to contemplate how our actions align with
modern societal rules and responsibilities. However, reducing ethics in the modern world
to mere tradition overlooks how deeply human thinking influences the development and
use of Al It fails to acknowledge the crucial role ethical considerations play in ensuring
that AI technologies are developed and applied responsibly. Thus, grounding our under-
standing of ethics in ancient philosophical principles, we gain insights that help us navi-
gate the complexities of Al ethics more effectively. This approach enables us to maintain
moral standards while advancing technology for the benefit of society as a whole.

According to Butt et al. (2023), Al is becoming widespread and has the potential to
change significantly human life. However, they warn that the success of Al should be judged
by how much it helps people. They argue that AT algorithms, especially those used in edge
computing, are closely tied to human interests and need to be looked at from a human per-
spective. Despite the considerable impact Al has on human life, Butt et al. (2023) argue that
AT applications often lack security and trustworthiness, and may not always act ethically.
The authors emphasise that when designing and using Al at the edge (meaning closer to
where data is produced), it is crucial to consider human needs and values. They propose a
framework called Human-Centric Artificial Intelligence (HCAI) and a development pro-
cess for Al applications that focus on people’s well-being. Additionally, they discuss these
applications’ privacy, reliability, strength, and security, pointing out challenges and possible
solutions. It is important to note that Al needs to be guided by strong ethical principles and
rules to benefit humanity truly. Hence, attempting to ground the development of Al tech-
nology on the ancient principle of virtue underlines a commitment to trust and responsibil-
ity. The concept of virtue, originating from ancient Greek philosophy, emphasises moral
excellence, integrity, and the pursuit of the ‘good life] Integrating these principles into Al
development means prioritising ethical considerations and ensuring that Al systems oper-
ate with fairness, transparency, and respect for human values.

Gardner (2022) discusses how biased algorithms, like the ones used in the UK’s A-level
results in August 2020, reveal the importance of being more aware and accountable in
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using algorithms to make decisions. Even though Ofqual’s algorithm was transparent, the
data it used and the societal biases it reflected led to unfair results that were hard to ignore.
The author also points out that similar biases exist in many other algorithmic systems, but
they are not always easy to see or challenge, especially for those without power or resources.
This raises concerns about the ethics and accountability of using algorithms to make deci-
sions, and it highlights the need to check the data and algorithms used in these systems
carefully. It further stresses the importance of ensuring algorithms are designed to avoid
biases and that people affected by them know what is going on and have ways to challenge
unfair outcomes. More research and awareness about these issues are needed to make sure
algorithmic systems are used fairly and ethically.

In conclusion, Al is becoming more common in education, potentially changing how we
teach, learn, and manage student affairs. However, using AI in education raises critical
ethical questions about fairness, openness, and responsibility. To tackle these issues and
ensure Al helps everyone in education, we need to create clear ethical rules. This section
has highlighted the importance of creating regulations to ensure fairness, transparency;,
and responsibility when using Al in education. It has also discussed the main ethical issues
and suggested developing and adhering to ethical guidelines for AI usage in education. To
ensure ethical AT usage in education, universities should consider key ethical factors and
devise strategies for creating and enforcing ethical guidelines:

Ethical Considerations:

o Equity: Al systems must not reinforce existing biases or inequalities. Universities
should ensure fair treatment for all students, regardless of race or socio-economic
status.

 Transparency: Al decisions should be transparent and understandable. Universities
need to make Al processes clear so stakeholders can trust and scrutinise them.

+ Accountability: When AI makes mistakes, there must be accountability. Universities

should hold responsible parties accountable for any errors or biases in AI systems.

Developing Ethical Guidelines:
o Multi-Stakeholder Collaboration: Involve universities, policymakers, researchers,
students, and others to develop comprehensive guidelines.

« Ethical Frameworks: Adapt existing ethical frameworks to the educational context
and establish specific standards for Al usage.

» Impact Assessments: Evaluate Al systems’ potential effects on equity, transparency,
and accountability through impact assessments.

 Transparency Mechanisms: Implement measures like explaining AI decisions and
disclosing data sources to ensure transparency.
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« Algorithmic Audits and Bias Mitigation: Regularly audit AT algorithms to identify
and address biases. Mitigation strategies may include adjusting parameters or diver-
sifying training data.

o Education and Training: Educate stakeholders about ethical considerations in AI
usage to promote responsible deployment and decision-making.

By following these strategies, universities can ensure that Al usage in education aligns with
ethical principles and benefits all stakeholders.

In summary, using Al in education can improve learning and help universities run
more smoothly. However, we need to think about the ethics of Al in education. We need to
work with many different people to create clear rules for using Al in education. This means
having clear guidelines and rules, checking the impact of AI, being open about how Al
works, checking Al systems for mistakes or unfairness, fixing any unfairness, and teaching
people about AI ethics. By focusing on ethics and setting up strict rules, we can use Al in
education in a way that helps everyone and keeps everyone safe and treated fairly.

Finally, as seen through thinkers like Socrates, the Greek idea of ethics emphasises being
good and living a virtuous life. It suggests that our actions should be guided by what is mor-
ally right. This concept is relevant to how we approach Al today. When considering Al it is
crucial to prioritise ethics. We must ensure that Al is developed and used in ways that
adhere to moral principles and contribute positively to society. Similar to how the Greeks
valued virtue in human behaviour, we should prioritise ethics in the creation and utilisa-
tion of Al Greek ethics also teaches us about transparency and accountability. It empha-
sises honesty and taking responsibility for our actions. In the context of AI, where decisions
can have wide-ranging impacts, transparency and accountability are essential. We need to
understand how AT affects society and ensure its use is fair and responsible. In summary,
Greek ethics provides valuable lessons for Al today. By integrating ethical principles into Al
development and usage, we can ensure that AI benefits society in a morally upright and
equitable manner. This approach fosters trust among users and stakeholders, promotes fair-
ness, and upholds societal values in the rapidly advancing field of artificial intelligence.

Chapter 2 of this book critically discusses the importance of universities establishing
guiding principles and regulations for using AI in education. It argues that these rules are
necessary to ensure Al is utilised fairly, transparently, and responsibly. By implementing
such guiding principles, universities can make informed decisions about integrating Al
into teaching and learning processes. This approach aims to benefit all students and stake-
holders involved in education. The chapter serves as a blueprint for universities, providing
guidance on addressing ethical challenges associated with AI in education. It emphasises
the need for policies that promote fairness and adherence to established regulations. The
guiding principles are essential for ensuring that AI enhances educational outcomes with-
out compromising ethical standards.

Furthermore, the chapter highlights the role of universities in setting precedents for
ethical AT use. It highlights accountability’s importance and ensures that AI applications
in education are transparent and equitable. By following these guiding principles,
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universities can navigate the complexities of Al technology while upholding principles of
fairness and responsibility. Chapter 2 also outlines how universities can effectively manage
the ethical implications of AI in education. By establishing clear rules and ethical frame-
works, universities can harness AI's potential to improve learning outcomes while safe-
guarding against potential risks and ensuring equitable access for all students.

Finally, Chapter 2 proposes guiding principles for universities to use in teaching and
learning. The chapter critically examines and recommends essential principles that uni-
versities should adopt when integrating Al into educational practices. These guiding prin-
ciples aim to ensure that Al is used fairly, transparently, and responsibly within academic
settings. They provide a framework for universities to make informed decisions about
deploying and implementing AI technologies, emphasising ethical considerations and
adherence to established regulations. By following these guiding principles, universities
can effectively navigate the ethical challenges associated with AI in education. They serve
as a roadmap for institutions to maximise the benefits of AI while mitigating potential
risks and ensuring equitable access and outcomes for all students. In conclusion, the pro-
posed guiding principles offer universities a structured approach to harnessing AI’s poten-
tial in education responsibly. They promote ethical practices and support universities in
maintaining high standards of integrity and fairness in their educational initiatives.



CHAPTER 2

Proposed Guiding Principles
at UK Higher Education
Institutions

INTRODUCTION

When discussing using GenAl in higher education institutions and other organisations,
we need to consider its benefits and potential problems. Considering the benefits and
potential of GenAl aligns with the Greek concept of ethics related to virtue. This idea
highlights the pursuit of using this technology for the greater good, which is the primary
goal of this book. This section provides some simple rules for using GenAI in HEIs and
other organisations, especially in the UK. These rules are essential because we have been
considering the good and bad sides of using GenAlI in higher education institutions and
other organisations. So, it is essential to use GenAl in a way that is fair and helpful for
everyone involved in education. Therefore, this part of the discussion offers advice on what
higher education institutions and other organisations should do when they use GenAl.
Nonetheless, it is crucial to know that these are just suggestions, not strict rules. Every
academic institution and organisation is unique, so they might need to try different parts
of these suggestions to find what works best for them. The main goal of these sugges-
tions is to assist HEIs and other organisations in a few important ways. Firstly, they ensure
that GenAlI is used fairly and responsibly. This might include setting up groups to ensure
ethical practices or training academics on how to use GenAlI effectively. Secondly, these
suggestions help higher education institutions and other organisations to make long-term
plans for how they use GenAl By having clear guidelines and standards, everyone can
agree on how GenAI should be used.

Finally, these suggestions aim to ensure that HEIs and other organisations have the
support they need to use GenAl effectively. This might involve creating opportunities
for academics, tech experts, and ethicists to collaborate and exchange ideas. It could also
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mean offering resources and assistance to academics who have questions about using
GenAl in their classes. In the end, these suggestions provide a way to address the challeng-
ing issues that arise with using GenAlI in higher education and other organisations. They
provide schools and universities with a plan for using GenAl in a thoughtful and safe
manner. By working together and trying out different approaches, higher education insti-
tutions and other organisations can ensure that GenAl enhances student learning in the
best possible way.

The idea of using GenAl in HEIs is really promising because it could help students learn
better, improve how lecturers teach, and make tasks easier to handle. This is why I suggest
creating some basic rules, called guiding principles, for using GenAl in higher education
institutions in the UK and elsewhere. These rules are based on looking closely at research
done by academics. Firstly, GenAl can create personalised learning experiences that fit
each student’s needs. For example, research by Smith et al. (2019) shows that GenAl can
change how lessons are taught based on how well students are doing and how they like to
learn. This can make students more interested and help them learn better. Also, Krueger et
al. (2024)and Smith et al. (2019) found that when GenAlI gives students feedback that is just
for them, it can motivate them to learn more and take charge of their own learning.
Moreover, GenAl can improve how lecturers teach and make academic jobs easier. Garcia-
Penalvo et al. (2023) discuss how GenAlI-powered chatbots and virtual helpers can organ-
ise schedules or answer common questions so lecturers can spend more time helping
students. Also, Sajja et al. (2024) observe that Gen Al can create intelligent tutoring sys-
tems that give students instant feedback and help lecturers determine how to help each
student learn better. Overall, the research shows that bringing GenAl into HEIs can make
learning more personalised, help teachers teach better, and make universities work
smoother. Because of this, it is a good idea to create some guiding principles to ensure
GenAl is used responsibly and effectively in schools and universities.

Furthermore, bringing GenAlI into HEIs matches with more significant changes hap-
pening in society and technology, like how things are becoming more digital and auto-
mated. Jin et al. (2024) studied how 40 universities from six global regions are adopting
Generative AI (GAI) in higher education. The study looked at key features of GAI, such as
how well it fits with current practices, how easily it can be tested, and how clearly its ben-
efits can be seen. It also examined how universities communicate about GAI and the roles
and responsibilities set out in their policies. The findings show that universities are actively
working to integrate GAI, with a focus on upholding academic integrity, enhancing teach-
ing and learning, and ensuring fairness. Using GenAlI in education helps schools and uni-
versities stay competitive and flexible. It also helps students learn essential skills they will
need in the future, like using technology and thinking critically. However, we must also
consider the ethical and fair side of using GenAl. Kizilcec et al. (2024) mentioned some
concerns, like keeping student data private, ensuring the AI does not unfairly favour
certain groups, and ensuring everyone can access it easily. Because of these concerns, the
guiding principles for using GenAlI in higher education institutions include rules about
ethics and fairness to ensure it is used responsibly and fairly. The reasons for suggesting
these guiding principles include making learning more personal, improving teaching,
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fitting in with what is happening in society, and thinking about ethics. These reasons are
backed up by research from different studies, showing that GenAl can really change
education for the better, as long as we deal with ethical and fair concerns properly.

When it comes to personalised learning, GenAl can improve the student experience by
offering a more personalised way of learning. For instance, GenAI-powered chatbots can
answer students’ questions and give them personalised help, adjusting to each student’s
needs, skills, and how they learn (Ouyang et al., 2022). This personalised approach can
make students more interested and motivated and do better in their studies. Furthermore,
GenAl-powered chatbots, adaptive learning platforms, and virtual reality experiences can
make learning more interesting by giving personalised help, involving students, and creat-
ing real situations. Improving teaching with GenAI-enabled chatbots and simulations also
makes teaching more flexible and lets teachers adapt to different ways students learn
(Iskender, 2023). Similarly, the rise of online learning in universities has allowed GenAlI to
change how teaching happens online. For example, GenAI has been used in many ways in
online classes, like helping students feel better, making teaching methods more flexible,
and using virtual reality to help students discover new things (Dwivedi et al., 2023; Ivanov
and Soliman, 2023). Also, GenAlI can give students answers in online classes even when the
lecturers are not there. In other words, it lets students learn online even if they are not
online themselves. This shows that if GenAI is used in the right way, it can bring new and
helpful ways of teaching and learning that are good for students’ learning and personal
growth.

In addition, research on GenAI and assessment since the release of ChatGPT has looked
at how well it can handle tasks like exams with multiple-choice or open-ended questions
(Bommarito and Katz, 2022; Gilson et al., 2022). Some studies also checked if people and
AT tools can tell if the answers are from Al (Gao et al., 2022; Cingillioglu, 2023). Despite
some differences in findings, most agree that GenAl is good at passing certain professional
exams and making understandable texts. This suggests new possibilities for using GenAl
in higher education, like giving feedback through ChatGPT (Dai et al., 2023), grading
essays automatically (Mizumoto and Eguchi, 2023), and making personalised assessments
with GenAT’s help (Asad and Ajaz 2024).

On the flip side, while there have been groundbreaking advancements in GenAlI, they
have also brought significant challenges to assessment. Many worry that academic miscon-
duct is increasing because students can submit work generated by Al as their own for
assessment. This is concerning because there are unreliable tools to detect Al-generated
work (Lodge, Thompson, and Corrin, 2023). Without proper rules, these students might
have an unfair advantage over others in assessments (Asad and Ajaz 2024). Additionally,
there are worries about fair access to GenAl tools (Sullivan, Kelly, and McLaughlan, 2023),
keeping data safe when using GenAlI (Jinet al., 2024), biases in AI algorithms (Sullivan,
Kelly, and McLaughlan, 2023; Jin et al., 2024), and a lack of training on AI for university
lecturers and students (Chan and Colloton, 2024). There is also concern about AI generat-
ing false information (Rudolph, Tan, and Tan, 2023). In terms of using GenAl for assess-
ment, there are many unclear areas without established guidelines. For example, is it
cheating if a student comes up with the ideas themselves but uses GenAl to improve the
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writing? Should work done without GenAI be seen as more ‘independent’? These questions
show the need to rethink important ideas in assessment, like security and fairness, and to
change how assessment works in higher education to prepare students better for a world
with AI (Lodge, Thompson, and Corrin, 2023). It can be argued that students might use
GenAI to enhance their ideas and improve their writing, as long as they disclose this at the
end of their work. With this in mind, it is reasonable to assert that using GenAlI in this way
is not cheating or academic misconduct, nor does it meet the definition of plagiarism in
academic discourse.

Nonetheless, these challenges put a lot of pressure on universities to sort out the chaos
in assessment by making policies that address these issues. Even though there have been
guidelines related to Al before ChatGPT was released, most of them are general and do not
specifically deal with these issues in higher education (Schiff, 2022; Nguyen and Nguyen,
2024). Schiff (2022) looked at 24 national AT policy strategies and found that the use of Al
in education is not talked about much in these policies. The previous policies also did not
consider how much impact recent technological advances would have. As GenAlI tools are
being used more and more by students, Chan (2023) said there is still a lot of work to be
done to make more detailed and focused policies about Al in education.

The absence of strong policies for using GenAl in higher education institutions makes it
difficult for universities to deal with GenAl-related challenges in assessment quickly and
effectively. At first, some universities did not allow students to use GenAl, but this rule was
criticised as not sustainable and not helpful for teaching students about AI (Sullivan, Kelly,
and McLaughlan, 2023). There have been a lot of opinion articles and research papers criti-
cising this, like those by Chan (2023), Lodge, Thompson, and Corrin (2023), and Rudolph,
Tan, and Tan (2023). For example, Chan (2023) suggested a framework for universities to
make policies about GenAl use in teaching and learning, based on a survey about ChatGPT
use. The framework has three parts—how to teach with GenAlI, what is right and wrong,
and how to make it work practically. Big organisations like UNESCO and OECD have also
published guidelines for regulating GenAl in education, but these usually focus on bigger
issues like national rules and digital poverty, not the specific problems in higher education
assessment.

As people learn more about GenAl, many universities update their policies to ensure
GenAl is used responsibly. For example, 24 top universities in the UK worked together to
make guidelines about GenAl. These guidelines focus on helping students and staff learn
about Al while also protecting privacy and stopping plagiarism (The Guardian, 2023). In
Australia, the agency responsible for quality in higher education suggested five principles
for changing assessment because of GenAl These include assessing assessments as a whole
and ensuring they let students interact with AI (Kutty et al., 2024; Foung et al., 2024). These
policies and guidelines are essential for understanding how universities worldwide think
about GenAlI and assessment. However, so far, no one has looked closely at these policies
or critically thought about them. Most discussions about policies are about what works—
like whether universities say yes or no to using GenAI, whether they use Al to check for
cheating, and whether certain policies are helpful. However, what is really needed is a com-
prehensive set of ethical rules and principles for using GenAI well in higher education.
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Therefore, as Al technology, specifically GenAl, continues to develop, this guiding prin-
ciple offers universities a framework to address the ethical and practical aspects of using it
in education. The goal is to ensure that GenAl is used responsibly and transparently to
improve learning experiences, maintain academic honesty, and protect student privacy.
Thus, this guiding principle for using GenAl is split into two parts: One for students and
one for staff. The one for students focuses on how to use GenAlI to make learning better for
them. The one for staff is about how higher education institutions and other organisations
should use GenAlI to improve teaching and learning. These two parts work together to
ensure that GenAl is used in a way that helps everyone in education and that higher educa-
tion institutions can adapt to new technology while keeping everyone involved.

PREAMBLE OF THE GUIDING PRINCIPLES AT UK HIGHER
EDUCATION INSTITUTIONS

When creating rules for using GenAl ethically in UK higher education and elsewhere, it
is crucial to understand how technology, teaching methods, and ethics all interact. This
introduction lays the groundwork for the upcoming rules, acknowledging the complex sit-
uation GenAl operates in and how it affects academic honesty and student progress. This
guiding principle is based on the idea of doing well academically and being responsible
ethically. They provide a strong framework for dealing with tricky ethical issues and mak-
ing the most of GenAl in education. By creating an open, accountable, and fair culture, UK
universities and other countries worldwide can ensure GenAlI helps students learn without
causing problems. By working together, thinking hard about what we are doing, and mak-
ing improvements as we go, these rules aim to create an environment where GenAlI helps
students succeed and develop new ideas. By following these rules, we will ensure that using
GenAl in education is responsible and helps students grow in all ways at UK universities
and other countries worldwide.

GUIDING PRINCIPLE FOR USING GENERATIVE Al IN TEACHING
AND LEARNING

The rise of GenAl is changing the way we teach and learn. Traditionally, education focused
on academics passing knowledge to students through lectures, textbooks, and tests.
Nevertheless, with GenAl, things are different. Now, academics can use Al-generated
content to create learning experiences tailored to each student’s needs. For example,
Al-powered learning platforms can make custom materials based on how well students
understand, like to learn, and what interests them. This makes learning more personal and
gets students more involved. GenAlT also lets students be more creative. They can use Al-
generated content to try new ideas and express themselves in different ways. For instance,
they might get inspiration from Al-made pictures for art projects. Or they could work
with AI to make videos or stories. This brings a whole new level of creativity to education,
making students more active in their learning journey.

However, using Al in education also brings up important questions about ethics and
how we teach. While there are many good things about using Al it is crucial to use it in the
right way. That is why I have developed these guiding principles to help academics use
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GenAL fairly, inclusively, and effectively. These principles are based on values like being
honest, treating everyone fairly, and focusing on students’ needs. They are meant to help
academics make good choices about using Al in education. They cover concepts such as
making sure Al is used in a way that is fair to everyone, teaching students how to think
critically about Al giving them chances to be creative, working together with AI, making
sure everyone’s included, and how to check if Al is helping students learn.

In summary, using GenAl in education can change the way we learn, making it more
personal and creative. Nonetheless, we need to be careful how we use it. By following these
guiding principles, academics can use Al to improve learning for everyone and prepare
students for the future.

GENERAL PRINCIPLES
Principle 1

The following principles are focused on explaining how students interact with GenAI in
colleges and universities:

P1. Higher education institutions should teach students and graduates about how to
use GenAl They should also explain how using GenAlI can affect their education, job
opportunities, and society.

Rationale:

In recent years, GenAl has become really important in colleges, universities, organisa-
tions, society, and jobs. It is everywhere, and it has it pros and cons. Because it is becoming
so important, students need to learn about GenAl and understand how it relates to their
studies and future jobs. They should get training to know how it affects their education,
teaching and learning, and careers. There are a few important reasons for this approach:

 Getting Ready for the Future: GenAl is becoming increasingly important in differ-
ent areas, like education and jobs. Teaching students about GenAlI helps them pre-
pare for the changing world of technology they will face in their careers.

+ Better Job Opportunities: Knowing how to use GenAl can really help students find
jobs. Many industries are starting to use Al, and people who know about GenAI are
often more likely to get hired.

« Making Smart Choices: Teaching students about GenAI helps them make informed
decisions. They can consider how Al affects their studies and the world around them,
making choices that make sense for them and for society.

 Thinking about Ethics: GenALl raises essential ethical questions, like privacy and
fairness. Teaching students about these issues helps them understand the ethical side
of Al and ensures that they use it responsibly.
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« Encouraging New Ideas: Learning about GenAlI can inspire students to develop new
ideas and solutions. They might think of ways to use Al to solve big problems or
improve their communities.

Incorporation:

« Higher education institutions should include guidelines and updates on GenAl in
all academic materials and course curricula. These resources should explain how
GenAlI can impact students’ career paths and help them prepare for changes in job
opportunities.

Example1 | « Inacomputer science course, academics might teach about GenAl algorithms and

how they are used in different industries like healthcare, finance, and marketing. They
could give students readings, case studies, and assignments to understand how GenAI is
changing these fields.

Example2 | « Inabusiness management course, instructors might talk about how GenAI tools, such
as predictive analytics and automated decision-making systems, are impacting business
strategies and operations. They could use case studies of companies that have effectively
used GenAl in their workflows to illustrate these changes.

o Itis important to have open discussions between students and the institution about
GenAl policies and student rights. These discussions should show how GenAlI is
being used in society and work, with real examples, and create clear communication
channels.

Example 1 + Organise seminars or meetings where students, faculty members, and administrative
staff can openly discuss the ethical implications of GenAl usage in academia,
organisations, and society.

Example 2 « Establish online forums or discussion boards where students can share articles,
news stories, and personal insights related to GenAl, fostering ongoing dialogue and
exchange of ideas.

« Institutions should involve students in evaluating and using GenAl as part of their
education.

Example 1 o Offer projects or research chances for students to study what GenAI systems can and
cannot do. For instance, students in a psychology class could plan experiments to check
for biases in AT algorithms.

Example2 | « Support student-run efforts to test GenAl tools and share thoughts with developers or
policymakers. This might mean participating in coding competitions, research contests,
or community programmes focused on Al ethics.
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« Empowering students to think critically, reason well, and make good decisions about
using GenAl is crucial. This helps them prepare for their future careers.

Example 1 o Provide workshops or seminars that teach critical thinking skills, especially those
related to GenAl. These sessions might involve activities to determine whether
information from Al is trustworthy or to consider the ethics of Al use.

Example 2 « Include case studies in lessons, where students look at real situations involving GenAI
and suggest solutions based on ethics, social effects, and risk assessment.

« Teaching students about academic integrity and discussing its importance can help
prevent cheating. This proactive approach keeps ethical standards high and builds a
culture of honesty in higher education.

Example 1 « Incorporate a discussion about honesty and ethics into new students’ orientation,
stressing the importance of being truthful and open and respecting others’ work.

Example 2 o Create online lessons or interactive activities to teach students about plagiarism tools,
citing sources, and giving credit when using GenAlI content. Offer help and advice for
students facing academic integrity problems.

P2. Higher education Institutions must ensure that students understand how impor-
tant Generative Artificial Intelligence (GenAl) is for their academic success, careers,
and overall impact on society.

Rationale:

 Higher education institutions need clear rules about how students should use GenAI
in their studies. These rules should ensure students use GenAI ethically and effec-
tively, while still being honest in their academic work.

For example, the institution should have specific guidelines on:
« How to avoid plagiarism when using GenAlI to create assignments or research papers.
« How to properly give credit to GenAlI-generated content in their work.
« When and how students can use GenAlI tools in exams or other assessments.

These rules should be easily found in the institution’s assessment handbook, so students

know exactly what is expected of them. Therefore, HEIs must ensure students know why
GenAlI matters. Here’s why:

« Academic Success: GenAl is being used more in universities. Students who get
GenAlI can use it to do better in their classes. They can use Al tools to analyse data,
understand language, and make content. This helps them with their assessment/
coursework and gets them better grades.
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» Career Growth: Jobs are changing fast because of GenAl. Companies want work-
ers who know about AI. GenAlI helps them work better, faster, and smarter. If stu-
dents know GenAlI, they can get better jobs in lots of industries, like tech, healthcare,
finance, and marketing.

« Society Impact: GenAl affects society a lot. People need to discuss its good and bad
parts. Students who get GenAlI can discuss these things and help ensure Al is used
correctly. They can speak up for fairness, make AI more equal, and help make the
future better for everyone.

So, it very important to ensure that students understand GenAlI. It will help them in uni-
versity, in their jobs, and in making the world a better place.

Incorporation:

o Academics, teachers, and experts should create clear rules to explain how students
will be graded and how to use GenAl tools correctly in their assignments. These
guidelines should help students understand how to use GenAlI tools responsibly and
well in their assignments.

Example 1 o Academic faculty and professionals should collaborate to develop a detailed set of
guidelines outlining the expectations for using GenAlI tools in academic assignments.
These guidelines should cover topics such as the permissible use of AI-generated
content, citation practices for Al-generated materials, and the importance of
maintaining academic integrity while utilising GenAlI technologies.

Example 2 o The developed guidelines should be integrated into course materials, including course
outlines, assignment instructions, and online learning platforms. This ensures that
students have easy access to the guidelines and understand their importance from the
beginning of the course.

Example 3 o Academics and professionals should provide students with instructional support on
how to adhere to the guidelines effectively. This may include dedicated class sessions
or workshops focused on responsible use of GenAl tools, demonstrations of proper
citation practices for Al-generated content, and opportunities for students to ask
questions and seek clarification.

Example 4 o Throughout the course, academics and professionals should provide feedback

to students on using GenAlI tools in assignments, emphasising adherence to the
established guidelines. Additionally, assessment criteria for assignments should include
considerations for the responsible and effective integration of GenAlI technologies,
ensuring students understand the importance of using these tools ethically.

Example 5  Higher education institutions should regularly evaluate the effectiveness of the
guidelines and make revisions as necessary based on feedback from students, faculty,
and advancements in GenAl technologies. This ensures the guidelines remain relevant
and reflect good practices in utilising GenAlI tools in academic settings.

« By implementing these steps, higher education institutions can effectively ensure that
students understand how to use GenAl tools responsibly and effectively in their academic
work, thereby promoting academic integrity and fostering ethical use of AI technologies.
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P3. Higher education institutions should teach students how to properly use
Generative Artificial Intelligence (GenAl) in their studies.

Rationale:

« Relying too much on GenAl might stop students from thinking and being creative.
So, HEIs should teach students how to use GenAl correctly. This helps them take con-
trol of their learning. Also, higher education institutions should help students become
good at using GenAl and other essential technologies to improve their education.

o GenAl apps and search engines can help HEIs teach students how to use GenAl
correctly and ethically.

Incorporation:

« Higher education institutions should discuss the pros and cons of using GenAI with
students. They should help students understand both the benefits and challenges of
using GenAl. This will help students make intelligent choices and help academics get
the support they need to use GenAl in their teaching.

« Since students and academics might have different levels of knowledge about GenAlI,
HEIs need to be flexible. They should find ways to help everyone learn at their own
pace.

« HEIs should regularly check how GenAlI affects students’ learning. This ensures that
it is helping students grow academically without causing any problems.

Example 1 o Host workshops and seminars to discuss the pros and cons of using GenAlI with
students and faculty.

o Invite experts in the field to present balanced perspectives on the benefits and challenges
of GenAlI in education.

« Encourage open discussions to address any concerns and clarify misconceptions.

Example 2 o Offer customised training programmes on GenAlI for both students and faculty.

 Provide introductory sessions for beginners and advanced sessions for those with more
knowledge.

o Make training materials and resources available online for self-paced learning.

Example 3 o Implement feedback mechanisms to regularly assess the impact of GenAlI on students’
learning experiences.

« Conduct surveys, focus groups, or interviews to gather qualitative data on students’
perceptions and experiences with GenAl.

 Analyse quantitative data such as academic performance metrics to evaluate the
effectiveness of GenAl in improving learning outcomes.

Example 4 o Establish support structures such as help desks or online forums where students and
faculty can seek assistance with GenAl-related questions or issues.

« Assign mentors or peer support groups to provide personalised guidance and support to
GenAl users.

o Collaborate with relevant departments or external experts to provide specialised
support in implementing GenAlI in specific academic disciplines.
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Example5 | o Develop and communicate clear ethical guidelines and policies regarding the use of
GenAl in education.

« Ensure that all stakeholders are aware of their rights and responsibilities when utilising
GenAl tools and technologies.

o Regularly review and update these guidelines and policies to adapt to evolving ethical
considerations and technological advancements.

P4. Higher education institutions should engage in open discussions about stu-
dents’ experiences with Generative Artificial Intelligence (GenAlI), highlighting its
strengths and weaknesses in enhancing their learning efforts.

Rationale:

« Higher education institutions must teach students how to use GenAlI effectively while
being aware of its limitations. This knowledge empowers students to use GenAl
wisely and engage with it more deeply.

« By helping students understand both the strengths and weaknesses of GenAl, they
can use it better for their studies and understand its uses and effects more deeply.

Incorporation:

 Higher education institutions should create rules for designing assessments, motivat-
ing academics to develop new ways to involve students and improve how much they
learn. This might mean giving clear directions and examples showing when it is okay
and not okay to use GenAl in assessments.

o The grading criteria and assessment guidelines should mention using GenAlI correctly,
standards for original work, and ensuring information comes from reliable sources.

o Universities should include in their course outlines and instructions the option to use
verbal exams if they suspect someone of cheating on an assessment. This shows how
important it is to be honest when using GenAl in learning.

Universities might consider:

1. Encouraging academics to let students use GenAl to answer assessment questions.
Students would need to attach the GenAl-generated response to their assignment.
This helps show how students improve on the initial GenAI output and proves they
understand the subject. Also, students’ reflection on the generated response helps
confirm its originality and authenticity.

2. Creating assessment questions that require students to use critical thinking skills,
make personal judgments, interpret subject-specific information, and make sum-
mary reports using GenAl

3. Using different assessment methods in courses, like written assignments, short pre-
sentations with question sessions, and exercises for mapping out ideas.
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4. Reflective exercises should be added to assessments, asking students to think about
their research methods and processes. This could be done through reflective journals
or blog posts.

5. Letting students help create assignments by allowing them to choose topics, case
studies, and datasets they are interested in.

Example 1 « Inahistory course, students could use GenAlI to generate responses to essay questions
about historical events or figures. They would then attach the GenAl-generated response
to their assignment submission.

o After receiving the GenAl-generated response, students would write a reflection
discussing how they improved upon the initial output and how it demonstrates their
understanding of the historical context.

Example2 | o Inaphilosophy course, students could be asked to use GenAlI to analyse and interpret
complex philosophical texts. However, they would need to provide their personal
judgments and critical analysis alongside the GenAI-generated analysis in their responses.

« Assessment questions could require students to critically evaluate philosophical
arguments or theories, using GenAl as a tool to aid in their analysis and synthesis of the
material.

Example3 | o Inapsychology course, assessment methods could include written assignments where
students analyse case studies using GenAl to supplement their research. Additionally,
students could participate in brief presentations where they present their findings and
engage in a question-and-answer session with peers and instructors.

« Concept mapping exercises could be used to assess students’ understanding of
psychological theories and their ability to organise and connect key concepts using
GenAl-generated summaries.

Example4 | o Inaresearch methods course, students could be asked to keep reflective journals
throughout the semester, documenting their research process and decision-making.
They would reflect on how they utilised GenAlI tools in their research and discuss any
challenges or insights gained.

o Alternatively, students could create reflective blog posts where they share their
experiences, thoughts, and observations related to using GenAl in their academic work.

Example5 | o Ina dataanalysis course, students could collaborate with lecturers to select datasets
relevant to their interests or career goals. They would then use GenAlI tools to analyse
and interpret the data, presenting their findings in written reports or presentations.

« Students could also propose topics for research papers or case studies, demonstrating their
understanding of course concepts and their ability to apply them to real-world scenarios.

P4. Additional Points:

1. Give clear instructions and examples:

« Explain to students exactly how to use GenAl in their assignments, with examples
for different tasks.

2. Make sure assessment guidelines mention GenAlI use:

« When grading written work, include rules about using GenAlI, how to be original,
and finding reliable sources.
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3. Hold workshops for summarising and referencing:

 Have sessions where students learn how to summarise reports, rewrite informa-
tion in their own words, and properly cite academic sources.

4. Ask for proof of sources used:

« Require students to provide links to where they found information or upload PDFs
of the sources they used. This helps make sure they are being honest and following
academic rules.

5. Encourage using visuals in assignments:

o Tell students to include concepts such as maps or diagrams to show they under-
stand and can use concepts they have learned.

Furthermore, HEIs should help students gain practical skills and think critically. They can
do this by giving assignments that go beyond just learning facts. Academics should create
tasks that test students’ understanding of the subject and make them think about real-life
problems and moral issues. When students work on scenarios or practical problems related
to what they are studying, they learn to analyse situations, put information together, and
make intelligent choices. For example, in a class about business ethics, students might
study cases where companies face tough moral decisions. They will use what they know
about ethics to suggest fair solutions. Similarly, in a psychology class, students might talk
about made-up situations involving ethics in research or therapy. By thinking carefully
about these scenarios and explaining their ideas, students become more aware of what is
right and wrong, which is essential for their future jobs,

Also, when students work on real-world problems, they learn to work with others with
different skills. For instance, in a class about the environment, students from different
majors might team up to find ways to help with climate change in their area. This team-
work helps them improve in solving problems and communicating, which are essential
skills for many jobs. In short, when universities assign assignments that make students
think about real-life problems, handle tricky moral situations, and consider hypothetical
scenarios, they help students develop the skills they will need to succeed at university and
in their careers.

P5. Higher education institutions should consider assessing students’ understanding
of artificial intelligence (AI) and its effects on society.

Rationale:

o GenAl is set to change how we learn. This means HEIs need to rethink what stu-
dents should know and how they are tested. So, it is essential for HEIs to update their
courses to include GenAT’s impact on how we learn and the skills we need.

» Having round-the-clock GenAlI support services can give students excellent chances to
learn. This goes beyond traditional limits and helps students keep learning all the time.
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 Higher education institutions should plan and allocate resources to studying GenAl.
This will help them understand what GenAI can and cannot do well. With this knowl-
edge, universities can make intelligent choices about how to use GenAl in teaching.

Incorporation:

« Using a mix of different types of assignments that put students in real-life situations
can give a complete evaluation of their abilities related to GenAl.

o When GenAlI is part of how students are graded, it is best to use real tasks that let
students use what they have learned in real situations. This helps them get better at
solving problems and adapting to different situations.

Example1 | o Law students could participate in simulated court proceedings involving GenAl-related
legal issues, such as privacy rights or liability for AI-generated content.

 Assign students to draft legislation or regulations addressing the ethical and legal
implications of GenAlI technology in areas like data protection or intellectual property
rights.

o GenAl can analyse students’ written work or oral arguments related to human
rights cases and provide instant feedback on their legal analysis, argumentation, and
application of human rights principles.

o Generate realistic human rights case scenarios based on current events or historical
cases. These scenarios can serve as the basis for case study analysis, mock trials, or
legislative drafting assignments.

o Create simulated environments for mock trials or moot court competitions. GenAl can
generate responses from virtual judges, opposing counsel, or witnesses, enhancing the
realism of the simulation and providing students with diverse perspectives.

o Assist students in researching human rights issues by generating summaries of relevant
legal precedents, international treaties, and scholarly articles. GenAlI can help students
identify key arguments and legal principles for their case analyses or policy briefs.

» Using GenAlI students can analyse proposed legislation or policy documents related
to human rights issues. They can evaluate the potential impact of these policies on
human rights protections and generate recommendations for improvement or advocacy
strategies.

o GenAl can assess students’ legal memos, briefs, or case analyses in tort law and provide
detailed feedback on their legal reasoning, analysis of case law, and application of
tort principles. This will help academics streamline the grading process and provide
personalised feedback to students.

« Generate hypothetical tort scenarios for problem-solving exercises or case study analyses.
These scenarios can cover various tort issues, such as negligence, product liability, or
intentional torts, allowing students to apply legal principles in various contexts.

« Create virtual witnesses for mock trials or evidentiary hearings in tort law. GenAl can
generate witness statements, deposition transcripts, or expert testimony based on the
case scenario’s facts, enhancing the simulation's realism.

o Assist students in drafting legal documents such as complaints, answers, or discovery
requests in tort cases. GenAl can provide templates, sample language, and guidance on
formatting and legal requirements, helping students develop their drafting skills.

o Facilitate virtual client counselling sessions where students interact with AI-generated
clients seeking legal advice on tort matters. GenAl can simulate realistic client responses
and scenarios, allowing students to practice communication skills, issue-spotting, and
client management.
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Example2 | « Students will be presented with a real-world business case study involving a company
facing strategic challenges or opportunities. They will be tasked with analysing the case
study and developing recommendations for the company's future direction.

« To support their analysis, students will have access to GenAl, which can provide
them with relevant industry data, market trends, competitor analysis, and predictive
insights based on similar scenarios. Students can leverage GenAlI to gather additional
information, validate their assumptions, and explore alternative solutions.

o After conducting their analysis, students will be required to develop a comprehensive
strategic plan or business proposal, outlining their recommendations and the rationale
behind them. They must also demonstrate their understanding of key business concepts,
such as market analysis, competitive positioning, financial forecasting, and risk management.

o Once the strategic plans or proposals are submitted, students will participate in
Al-driven decision-making simulations to test their reccommendations’ feasibility in
a dynamic business environment. GenAl simulates various scenarios and provides
feedback on the potential outcomes of different strategic choices, allowing students to
refine their proposals and understand the implications of their decisions.

« Finally, students will present their strategic plans or proposals to a panel of faculty
members and industry experts, who will evaluate the quality of their analysis, the
effectiveness of their recommendations, and their ability to articulate their ideas
coherently. Feedback from the panel will help students reflect on their learning process
and identify areas for improvement.

« This authentic assessment assesses students’ critical thinking, problem-solving, and
decision-making skills and integrates GenAlI into the learning process. It provides students
with valuable insights and enhances their understanding of real-world business dynamics.

It is essential for HEIs to follow the guiding principle to benefit fully from GenAI in
teaching and learning. This principle is essential for promoting a responsible and ethical
approach to Al use, protecting academic integrity, building trust, and improving learning
outcomes. The guiding principle ensures that Al tools are used in a way that maintains the
core values of education. By being clear about how Al tools are used, HEIs can ensure these
technologies meet academic standards and ethical guidelines. Suppose Al is used to create
educational content or offer personalised learning experiences. In that case, students and
academics need to know where the Al-generated material comes from and what it involves.
This helps keep academic quality high and ensures the content is relevant and accurate.
Clear guidelines on Al use also help prevent academic dishonesty, like plagiarism, by mak-
ing it easier to spot and address misuse.

Trust is a key part of the educational system, involving students, academics, administra-
tors, and the wider community. The guiding principle builds trust by explaining how Al
tools work and how decisions are made. When people understand the capabilities and limits
of Al they are more likely to trust and use these tools. For example, students are more likely
to use Al-driven learning aids if they know how these tools help their learning without
replacing their own thinking and creativity. Similarly, academics are more willing to use AI
technologies if they see how these tools support their teaching rather than undermine it.

Using Al in education ethically and strategically can greatly improve learning out-
comes, but this needs careful management. The guiding principle ensures AI tools are used
to support and enhance traditional teaching methods, not replace them. By being clear
about how Al is used to personalise learning experiences, HEIs can help students see how
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these tools can meet their individual needs, leading to better engagement and achieve-
ment. Regular evaluations and feedback loops ensure that AI systems are continually
assessed and improved based on their impact on learning. This process helps refine Al
applications to meet educational goals better. Therefore, Al systems can reinforce biases
and inequalities if not correctly managed. By following the guiding principle, HEIs can
reduce these risks. Transparent Al processes help identify and correct biases, ensuring Al
applications do not unfairly disadvantage any group of students. Accountability involves
setting up systems to quickly monitor AI outcomes and address ethical concerns. For
instance, if an AI grading system is found to be biased against certain groups, the institu-
tion can take immediate corrective action. This proactive approach helps maintain fairness
and inclusivity in education.

The guiding principle empowers everyone involved to make informed decisions about Al
in education. For administrators, this means understanding the costs, benefits, and poten-
tial risks of Al adoption. For academics, it involves knowing how to integrate Al tools effec-
tively into their teaching strategies. For students, it means understanding how to use Al to
enhance their learning without becoming overly dependent on technology. This informed
decision-making fosters a more effective and harmonious integration of Al in education.

Therefore, HEIs should adopt the guiding principle to harness GenATI’s potential in
teaching and learning fully. This guiding principle protects academic integrity and builds
trust, improves learning outcomes, ensures ethical practices, and supports informed
decision-making. By embedding the Guiding Principle for Using Generative Al in Teaching
and Learning, HEIs can create a responsible, fair, and effective educational environment
that benefits everyone.

GUIDING PRINCIPLES FOR STUDENTS REGARDING THE USE
OF GENERATIVE Al WITHIN HIGHER EDUCATION INSTITUTIONS

The Guiding Principles for Students help universities understand why clear rules for using
GenAlI are essential. It sets out important rules that help students use GenAl responsibly,
ensuring it is fair, inclusive, and honest. One big part of these rules is about ethics. Students
need to understand how using GenAlI can have ethical issues, follow rules about fairness,
honesty, and respect for other people’s work. By being ethical, students can ensure that
their use of GenAlI helps everyone and adheres to the values of truthfulness and fairness.
Also, these rules make sure that students keep people’s information safe. Students need to
be careful with private information and follow the rules about keeping it secure. By doing
this, students can avoid problems such as people getting access to information they should
not have, or using it incorrectly. This helps create a culture of trust and responsibility in
universities.

Another essential part of the ‘Guiding Principles for Students Regarding the Use of
Generative Al within Higher Education Institutions’ is transparency and accountability.
Students should understand how GenAlI works and its limits and problems. They also need
to take responsibility for what they do with GenAI and be ready to answer for it. By being
transparent and accountable, students can create an environment where everyone feels
open, trusted, and respected. Furthermore, the ‘Guiding Principles for Students Regarding
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the Use of Generative Al within Higher Education Institutions’ discuss fairness and ensur-
ing that GenAlI does not show any unfairness or bias. Students should look carefully at the
results of GenAlI and be aware of any unfairness that might come from the data used to
train it. Also, they should try to fix any unfairness they find and make sure GenAI treats
everyone fairly. By doing this, students can help ensure that GenAl supports diversity, fair-
ness, and inclusion in universities.

Apart from being ethical, the ‘Guiding Principles for Students Regarding the Use of
Generative Al within Higher Education Institutions” also focuses on ensuring everyone
has equal chances to learn and succeed. Students should use GenAlI in ways that help
everyone learn, no matter who they are. By doing this, students can use the power of GenAl
to create a fairer and more equal learning environment in universities. In summary, creat-
ing guiding principles for students regarding the use of GenAI within HEIs is really impor-
tantin handling the ethical issues of using AI properly. The ‘Guiding Principles for Students
Regarding the Use of Generative Al within Higher Education Institutions’ aim to help
students use GenAl in a good way, while also being fair, inclusive, and honest. By following
the ‘Guiding Principles for Students Regarding the Use of Generative Al within Higher
Education Institutions, students can use GenAl to help learning, research, and scholarship
while respecting values like honesty, fairness, and respect for others.

P1: Transparency
Rationale:

» Transparency ensures that students do not misrepresent Al-generated content as
their own original work. This practice helps prevent plagiarism, fostering an environ-
ment where creativity and personal intellectual efforts are valued and encouraged.

o When students are transparent about their use of Al it builds trust with their peers
and tutors. It also holds students accountable for their academic submissions, pro-
moting a culture of honesty and integrity within the educational community.

» Transparency in Al usage helps students understand the role of Al in their learning
processes. Clear explanations of how AI tools are used and the nature of AI-generated
content can demystify these technologies, making them more accessible and compre-
hensible to students.

« By being transparent about the use of Al, students are encouraged to evaluate the
outputs generated by these tools critically. This practice fosters critical thinking
skills, enabling students to discern the differences between Al-generated content and
human-generated content, and to assess the reliability and validity of the information
provided.

« Educational institutions often have specific guidelines and policies regarding the
use of AlL. By adhering to transparency principles, students ensure they comply with
these regulations, avoiding potential academic misconduct or legal issues.
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« Al technologies are becoming increasingly prevalent in various professional fields.
Transparency in Al usage in higher education prepares students for future careers by
familiarising them with these technologies and developing the skills necessary to use
and manage Al tools effectively.

Incorporation:

« Develop comprehensive policies on the acceptable use of Al in academic work.

o Clearly define what constitutes appropriate and inappropriate use of Al tools.

« Ensure these guidelines are easily accessible to all students and staff.

« Introduce mandatory orientation sessions for new students on the ethical use of Al

o Offer workshops and training sessions throughout the academic year on how to use
AT tools responsibly and transparently.

o Incorporate lessons on Al ethics, transparency, and critical thinking into relevant
courses.

o Use case studies to illustrate the impact of AI misuse and the importance of
transparency.

Examplel | « Offer dedicated courses on Al ethics tailored for law students.

« Include discussions on transparency principles, bias mitigation, and legal implications
of AL

 Analyse legal cases where Al systems transparency (or lack thereof) influenced legal
outcomes.

Example2 | « Host seminars focusing on the intersection of law and technology.

« Discuss the role of Al in legal research, document review, and predictive analysis.

« Facilitate discussions on the importance of transparency in Al algorithms used in legal
tech.

Example3 | « Provide opportunities for students to work on real legal cases using Al tools.
 Guide students in evaluating Al systems’ transparency in legal research and analysis.
« Allow students to interact with clients and explain the AI tools being used transparently.

Example3 | « Include scenarios where students analyse Al-generated evidence in moot court
competitions.

» Encourage students to argue for or against the admissibility of Al-generated evidence
based on transparency principles.

 Provide feedback on students’ arguments, emphasising the importance of transparency
in legal proceedings.

Example4 | « Conduct mock regulatory audits to assess students’ understanding of AI transparency
requirements.

« Evaluate students’ compliance efforts in ensuring transparency in Al systems used in
legal contexts.

o Offer feedback on students’ mock audit reports and suggest improvements to enhance
transparency practices.
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P2: Explainability

Rationale:

Explainability ensures that students are accountable for the decisions made by Al
systems they use.

It encourages transparency in Al processes, fostering trust and integrity in academic
work.

Understanding how Al algorithms work allows students to identify and mitigate
biases.

By promoting explainability, students can ensure fairness and equity in their aca-
demic endeavours.

Explainability enables students to comprehend how Al algorithms arrive at their
decisions.

It enhances students’ learning experiences by demystifying complex AI processes
and promoting deeper understanding.

By questioning and analysing AI outputs, students develop critical thinking skills.

They learn to evaluate the reliability and validity of Al-generated information,
enhancing their analytical abilities.

Understanding the ethical implications of AI decisions empowers students to navi-
gate complex ethical dilemmas.

Explainability encourages students to consider the ethical consequences of AI usage
and make informed decisions.

Incorporation:

Students need to understand how Al tools reach their conclusions so they can criti-
cally evaluate and apply these insights effectively.

Explainability helps students grasp the AI’s reasoning, improving their ability to use
these tools in their legal practice.

When students can explain AI processes, they develop stronger analytical skills.

This deep understanding is essential for creating well-reasoned legal arguments and
strategies.

Explainability ensures that students are aware of potential biases and limitations
within AT systems.

This awareness helps prevent the misuse of Al in ways that could perpetuate bias or
inequality.
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« Explainable AT helps protect students’ rights by ensuring transparency in data usage

and decision-making processes.

« This aligns with data protection laws and institutional policies.

Example 1

Integrate a module on AI-driven text analysis tools used for exploring themes, motifs,
and patterns in literature.

Teach students how these Al tools work, including their algorithms and data processing
techniques, to help them understand how Al identifies literary elements.

Example 2

Students use an Al tool to analyse a classic novel, then present a report explaining how
the Al reached its conclusions about themes and motifs.

Analyse case studies of AI use in literary research, focusing on the transparency of Al’s
methods.

Example 3

Offer a module on the use of Al for historical data analysis, such as identifying patterns
in historical texts or predicting historical trends.

Include lessons on how AT algorithms process historical data and the importance of
understanding these processes to avoid biased interpretations.

Example 4

Students use Al to analyse historical events and explain the methodology the AI used,
including data sources, algorithms, and potential biases.

Conduct workshops where students can practice explaining AI-driven research findings
to peers and professors.

Example 5

Develop a course on the use of Al in creating art, such as generating visual art or music.
Teach students the algorithms behind Al art tools and how to interpret the AT’s creative
process.

Example 6

Students create Al-generated artworks and explain the AT’ role, including the data
inputs, algorithms, and the rationale behind the outputs.

Hold critique sessions where students present their Al-assisted artworks and explain
the AT’s contribution to their creative process.

P3: Responsibility

Rationale:

« Students must understand and apply ethical standards when using AI, ensuring their
work maintains academic and professional integrity.

+ Using Al responsibly helps prevent issues such as plagiarism, where students might

pass off Al-generated content as their own without proper attribution.

« Adhering to responsible Al usage practices builds trust between students and their

peers, academics, and future employers.

« Early adoption of responsible AT use sets the foundation for a professional reputation

based on ethical practices and integrity.

« Students need to be aware of the potential biases in AI systems, including those
stemming from biased data sets or algorithms.
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By acknowledging and addressing these biases, students can contribute to fairer and
more equitable outcomes in their academic and professional work.

Students must take responsibility for the outcomes generated by AI tools, ensuring
they validate and verify the results rather than blindly trusting AI outputs.

A responsible approach includes acknowledging and correcting any errors or inac-
curacies produced by Al ensuring the reliability of their work.

Students should be aware of the environmental impact of Al, such as the energy con-
sumption of large-scale data processing, and strive to use Al in an environmentally
responsible manner.

Encouraging sustainable practices in AI usage aligns with broader goals of sustain-
able development and responsible resource management.

Responsible AI usage involves critically evaluating Al outputs and understanding the
limitations and potential errors in Al-generated results.

Students develop better decision-making skills by responsibly assessing when and
how to use AI tools in their work.

Incorporation:

Integrate Al ethics modules into existing courses across various disciplines such as
computer science, business, healthcare, arts, and humanities.

Tailor the ethical content to address specific challenges and scenarios relevant to each
field.

Create comprehensive policies that outline responsible AT usage, including guidelines
on data privacy, bias mitigation, and accountability.

Ensure that both students and faculty are trained on these policies through work-
shops, seminars, and online courses.

Set up an ethics review board responsible for overseeing Al-related projects and
ensuring they adhere to established ethical guidelines.

All Al-related research projects are required to receive approval from the ethics
review board before commencement.

Develop service-learning opportunities where students work on real-world projects
with community partners, focusing on responsible Al applications.

Organise hackathons with a focus on creating ethical and responsible AI solutions to
societal problems.

Offer regular workshops and training sessions for faculty on responsible AI usage
and the latest developments in Al ethics.
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Foster interdisciplinary collaboration among faculty to share best practices and
develop a unified approach to responsible AI education.

Establish ethics forums and discussion groups where students can engage with peers
and experts on topics related to responsible Al usage.

Invite industry professionals and ethicists to give guest lectures on the importance of
responsibility in Al
Launch awareness campaigns to educate the campus community about the impor-

tance of responsible Al usage.

Create and distribute educational materials, such as brochures, videos, and info-
graphics, highlighting key principles of responsible Al

Example 1 o Develop and offer a dedicated course titled ‘Ethics in AI for Science and Mathematics,

focusing on responsible Al use in scientific research and mathematical applications.
« Cover topics such as ethical theories, bias in Al algorithms, data privacy, accountability,
and real-world case studies of AI misuse and best practices.

Example 2 « Integrate Al ethics modules into core courses in science and mathematics, ensuring

students understand the ethical implications of Al in their specific fields.
o Tailor ethical content to address challenges in areas such as bioinformatics, data
analysis, statistical modelling, and computational simulations.

Example 3 o Provide research grants specifically for projects that focus on ethical AI and responsible

usage.
o Establish research centres dedicated to the study of ethical AI, promoting innovative
solutions to ethical challenges in AL

Example 4 o Introduce awards and recognition for outstanding contributions to responsible AI

usage, encouraging students and faculty to prioritise ethics in their work.
« Host events to showcase projects and research that exemplify responsible Al practices.

P4: Ethical Oversight

Rationale:

Following the ethical oversight principle ensures that students maintain high ethical
standards in their use of AI technologies.

Ethical oversight helps prevent the misuse of Al tools for unethical purposes such as
cheating, plagiarism, or discriminatory practices.

Ethical oversight fosters a culture of academic integrity where students are account-
able for their actions and decisions related to Al usage.

Upholding ethical standards in AI usage ensures the credibility and reputation of
academic institutions and their graduates.
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Ethical oversight involves identifying potential risks associated with AI usage, such
as bias, privacy breaches, or unintended consequences, and implementing measures
to mitigate these risks.

By actively monitoring and assessing AI applications, students can prevent harm to
individuals, communities, and society at large.

Ethical oversight promotes transparency by requiring students to document and
explain their Al-related decisions, processes, and outcomes.

Transparent Al usage enables stakeholders to understand how Al technologies are
being deployed and to hold individuals accountable for their actions.

Ethical oversight requires students to consider the potential impact of AI technolo-
gies on different groups within society, particularly marginalised or vulnerable
populations.

Students must ensure that AI systems do not perpetuate or exacerbate existing
inequalities or biases.

Ethical oversight encourages students to involve diverse perspectives and stakehold-
ers in developing and deploying Al technologies.

Inclusive AI development processes result in solutions that better serve the needs and
interests of all members of society.

Incorporation:

Assign research papers and policy analysis projects that require students to critically
examine the ethical implications of AI technologies in practice.

Organise debates where students discuss and analyse ethical challenges and propose
solutions to address them.

Encourage students to critically reflect on their experiences and ethical dilemmas
encountered during their education and internships, fostering a culture of continu-
ous ethical improvement.

Provide students with ethical guidelines and frameworks for ensuring responsible Al
usage throughout the project.

Organise guest lectures and workshops featuring experts in Al ethics to enhance
students’ understanding and awareness of ethical considerations in AI usage.

Example1 | « Incorporate case studies that highlight ethical dilemmas in AI development and

deployment across different industries and sectors.
« Engage students in discussions and problem-solving activities based on these scenarios
to explore ethical considerations.
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Example2 | « Engage students in collaborative research projects that involve the development or
evaluation of AI technologies.

+ Require students to adhere to ethical guidelines and obtain ethical approvals for their
research activities.

Example 3 | o Conduct interactive sessions where students engage in ethical decision-making exercises
and role-playing scenarios related to Al usage.
o Use these sessions to foster critical thinking and ethical reasoning skills among students.

Example4 | « Offer continuing education programmes and workshops for professionals seeking to
enhance their understanding of Al ethics.

 Provide certification courses in Al ethics to equip professionals with the knowledge and
skills to implement ethical oversight in their work.

P5: Avoiding Misuse
Rationale:

By adhering to the Avoiding Misuse principle, students uphold the ethical standards
of academic integrity within their educational institutions.

 Avoiding the misuse of Al technologies ensures that students maintain honesty and
integrity in their academic endeavours, promoting a culture of trust and fairness.

« Following this principle helps prevent academic malpractices such as plagiarism, cheat-
ing, and unauthorised use of AI tools for gaining unfair advantages in assessments.

o Students commit to using Al technologies ethically, ensuring that their academic
achievements are earned through genuine effort and merit.

« Avoiding the misuse of AI technologies helps mitigate the potential harm and risks
posed to individuals and communities.

 Misuse of Al such as spreading misinformation or deploying biased algorithms, can
have detrimental effects on society, including perpetuating stereotypes, exacerbating
inequalities, and compromising privacy.

« Students who prioritise the Avoiding Misuse principle consider the ethical implica-
tions of their actions when using AI technologies.

 They make informed decisions to prevent harm and minimise negative consequences,
contributing to the responsible and ethical use of Al in various contexts.

o Students who follow the Avoiding Misuse principle take responsibility for their
actions and decisions regarding Al technologies.

o They acknowledge the potential consequences of misuse and are accountable for
upholding ethical standards, both within academic settings and beyond.

 Adhering to ethical guidelines for avoiding misuse of AI builds trust among peers,
academics, employers, and the broader community.
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Demonstrating integrity and responsibility in AT usage enhances students’ credibility
and reputation, fostering positive relationships and opportunities for collaboration.

Incorporation:

Establish comprehensive ethical guidelines and policies that outline acceptable and
unacceptable uses of Al technologies within the institution.

Clearly define instances of misuse, such as plagiarism, cheating, or biased algorithm
deployment, and outline disciplinary measures for violations.

Encourage peer review and collaboration on assignments and projects to promote
accountability and discourage individual misconduct.

Foster a culture of academic honesty and mutual respect among students through
collaborative learning experiences.

Seek feedback from stakeholders, including students, faculty, staff, and external part-
ners, to evaluate the effectiveness of ethical oversight measures.

Use feedback to identify areas for improvement and implement corrective actions to
strengthen the institution’s approach to preventing AI misuse.

Example1 | « Incorporate case studies and practical exercises that illustrate real-world examples

of Al misuse in business contexts. Encourage students to analyse these cases and
critically discuss the ethical dilemmas involved. By engaging students in active learning
experiences, they can develop their ethical reasoning skills and learn how to navigate
complex ethical challenges in AI-driven decision-making.

Example2 | o Emphasise the importance of critical thinking skills in evaluating AI technologies

and their potential impact on business practices. Encourage students to question
assumptions, challenge existing biases, and consider alternative perspectives when
engaging with Al systems. Provide opportunities for students to engage in debates and
discussions on Al ethics, allowing them to explore different viewpoints and develop their
own ethical frameworks.

Example3 | « Provide faculty members with training and support on teaching AI ethics and

responsible use. Offer workshops, seminars, and resources that help faculty integrate
ethical Al principles into their courses and assessments. Encourage faculty to serve as
role models for ethical behaviour and promote open dialogue with students about AI
ethics issues.

Example4 | « Encourage students to engage in collaborative projects and research initiatives exploring

AT ethical implications in business. Provide opportunities for students to work with
industry partners, non-profit organisations, and academic researchers to address real-
world AT ethics challenges. Foster interdisciplinary collaboration across departments to
promote holistic approaches to Al ethics education.

Example5 | o Introduce dedicated modules or courses within business degree programmes that focus on

the ethical implications of Al and machine learning. These modules should cover topics
such as bias in algorithms, privacy concerns, and the societal impact of AI technologies.
By providing students with a foundational understanding of ethical considerations in Al,
they will be better equipped to recognise and address potential misuse.
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P6: Supporting Learning

Rationale:

o Offering supporting learning in Al use ensures that all students have the opportu-
nity to develop AI skills regardless of their background or prior experience with Al

technologies.

 Al-powered tools can personalise the learning experience, improving student engage-

ment, retention, and academic performance.

« Encouraging students to use Al technologies promotes innovation in educational

practices and empowers them to explore new ways of learning.

 Teaching students how to use AI ethically and critically evaluate Al-driven content

fosters responsible AT use and digital citizenship.

« Equipping students with AI literacy and proficiency enhances their employability

and prepares them for success in an Al-driven job market.

« Integrating Al into education ensures that universities remain at the forefront of tech-

nological innovation and adapt to the changing needs of society and industry.

Incorporation:

« Offer workshops or courses on Al literacy, teaching students how to critically evalu-

ate Al-generated content and understand its limitations.

« Provide access to Al tools and resources for educational purposes, encouraging

students to explore and experiment with AI technologies in their studies.

o Implement guidelines for ethical Al use, emphasising the importance of fairness,

transparency, and accountability in AT applications.

o Foster a culture of collaboration and knowledge-sharing among students and faculty,

encouraging interdisciplinary projects that incorporate AI technologies.

« Offer support services, such as tutoring or peer mentoring programmes, for stu-
dents who may need assistance with using Al tools or understanding complex Al

concepts.

o Incorporate Al-related topics into existing curricula across various disciplines,
ensuring that students have opportunities to learn about AT’s impact on their fields of

study.

« Encourage students to engage in discussions and debates about AT’s societal implica-

tions, fostering critical thinking and ethical reasoning skills.
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Example 1 Al in Music and Creative Arts Curriculum

« Al Composition Workshops:

« Content: Conduct workshops focused on using Al tools for music composition. Tools
like OpenAT’s MuseNet or Google’s Magenta can help students explore how AI can
assist in creating new compositions.

o Activity: Students compose pieces using these Al tools and present their work,
discussing how Al influenced their creative process.

Example 2 AI-Assisted Design Projects:

« Content: Introduce Al tools for visual arts, such as DeepArt or Artbreeder, in courses
related to digital art and design.

o Activity: Assign projects where students create artwork or design elements using these
Al tools, encouraging them to experiment with different styles and techniques.

Example 3 Ethics of Al in Creativity Seminars:

o Content: Offer seminars that address the ethical implications of Al in creative fields.
Topics could include copyright issues, the impact on human creativity, and the
potential for Al to perpetuate biases.

o Activity: Students participate in debates and write reflective essays on these topics,
fostering critical thinking and ethical reasoning.

Example 4 Al Tutoring and Peer Mentoring:

o Content: Establish tutoring and peer mentoring programmes where students can
receive help with using Al tools and understanding Al concepts.

o Activity: Peer mentors who are proficient in Al applications in the arts offer
workshops, drop-in tutoring sessions, and one-on-one mentoring.

Example 5 AI and Creativity Speaker Series:

« Content: Host a speaker series featuring artists, technologists, and researchers who are
pioneers in using Al in creative fields.

o Activity: Students attend talks and panel discussions, gaining insights into the
latest developments in AI and creativity, and have opportunities to network with
professionals in the field.

P7: Empowering Users

Rationale:

« Ensures students are equipped with essential skills to navigate and utilise AI tech-
nologies eftectively, preparing them for the digital age.

» Encourages students to leverage Al tools to push the boundaries of creativity and

explore new avenues in their respective fields.

« Provides students with hands-on experience and knowledge of AI, making them

more competitive in the job market where Al proficiency is increasingly in demand.

« Educates students on the ethical implications and responsibilities of using AlI,
promoting responsible and fair use of technology
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 Enables personalised educational experiences through AI-driven tools that adapt to
individual learning styles and needs.

« Engages students in complex problem-solving scenarios using AI, enhancing their
critical thinking and analytical skills.

Incorporation:
« Ensure students have access to state-of-the-art Al software, hardware, and platforms.
 Maintain a repository of Al-related educational materials, tutorials, and online courses.

« Embed Al-related modules in existing courses across different departments, ensur-
ing interdisciplinary exposure.
« Encourage faculty to incorporate Al tools and applications relevant to their fields of

study.

« Create a network of AI experts, including faculty, industry professionals, and
advanced students, to mentor and support peers.

o Set up help desks or online forums where students can seek assistance with Al-related
queries.

« Provide career support services focused on Al-related career paths, including intern-
ships and job placement services.

 Partner with companies and organisations to offer students internships and real-
world Al project opportunities.

+ Regularly collect feedback from students on AI programmes and resources to iden-
tify areas for improvement.

« Adapt and update AI courses and resources based on student needs and technologi-
cal advancements.

o Offer continuing education programmes and certifications in Al for alumni and
working professionals.

« Provide access to Al learning resources and professional development opportunities
beyond graduation.

Example1 | o Offer workshops on using Al-powered legal research tools like ROSS Intelligence
or Casetext. Train students on how to effectively use these tools to enhance their
legal research skills, streamline case law searches, and analyse large volumes of legal
documents efficiently.

Example2 | + Integrate Al tools such as Lex Machina or LawGeex into legal writing and drafting
courses. Teach students how to utilise these tools for automated contract review, legal
document generation, and predictive analytics to improve the accuracy and efficiency
of their work.
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Example3 | o Establish Al-driven legal clinics where students provide pro bono legal services using Al

tools. This hands-on experience can help students learn how to leverage Al in real-world
scenarios, enhancing their practical skills and understanding of Al applications in law.

Example4 | o Create interdisciplinary courses that bring together law students and computer science

students to work on Al-related legal projects. This can include developing Al tools
for legal applications, understanding the technical aspects of Al, and exploring legal
regulations governing Al technologies.

Example5 | « Use Al-driven simulation software to create realistic legal scenarios where students must

apply their legal knowledge and Al tools to resolve cases. This experiential learning
approach helps students gain confidence and competence in using Al in legal practice.

Example6 | « Incorporate Al literacy modules into the core law curriculum. These modules can

cover the basics of Al its applications in law, and how it is transforming the legal
landscape. This foundational knowledge ensures that all law graduates are proficient
in understanding and using Al

P8: Inclusivity

Rationale:

Provides all students, regardless of background or ability, with equal opportunities to
learn and benefit from AI technologies, reducing educational disparities.

Encourages diverse viewpoints in Al development and application, leading to more
robust and innovative solutions that consider a wider range of needs and experiences.

Utilises Al to create adaptive learning environments and assistive technologies, mak-
ing education more accessible for students with disabilities.

Incorporates diverse datasets and inclusive design principles to minimise biases in AI
systems, promoting fairness and equity in Al-driven decision-making processes.

Prepares students to work in diverse teams and understand the importance of inclu-
sivity in AI development, fostering a more inclusive workforce in the tech industry.

Instils a sense of responsibility and ethical awareness in students, emphasising the
importance of inclusivity and fairness in the development and deployment of Al
technologies.

Provides targeted support and resources for underrepresented groups in Al fields,
helping to close the gender, racial, and socio-economic gaps in tech education and
careers.

Encourages the development of Al solutions that address social justice issues, such as
bias detection, accessibility improvements, and equitable resource distribution.

Fosters an environment where students learn to appreciate and incorporate cultural
differences in Al applications, improving the global applicability and relevance of Al
technologies.
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Creates an inclusive learning environment that supports continuous education and
skill development for all students, including those from non-traditional backgrounds
or with varied educational experiences.

Cultivates a sense of community and belonging among students, promoting collabo-
ration and knowledge sharing across diverse groups.

Demonstrates the institution’s commitment to inclusivity and social responsibility,
enhancing its reputation and attracting a diverse student body and faculty.

Ensures compliance with legal requirements and ethical standards related to inclu-
sivity and accessibility in education, reducing the risk of discrimination and bias.

Incorporation:

Raise awareness of the importance of inclusivity in AI education through awareness
campaigns, events, and advocacy efforts, engaging students, faculty, and administra-
tors in promoting a culture of inclusivity in Al use.

Ensure that Al tools and resources used in coursework are accessible to students with
disabilities, providing compatibility with screen readers, alternative input devices,
and other assistive technologies.

Incorporate diverse perspectives and case studies into Al curriculum materials, includ-
ing examples that reflect a variety of cultural, social, and economic backgrounds.

Encourage students to develop AI applications and projects that address the needs
of diverse populations, considering factors such as language diversity, accessibility
requirements, and cultural sensitivities.

Provide support services and accommodations to ensure that all students, regardless
of background or ability, have equal access to Al education opportunities, including
tutoring, language support, and flexible learning formats.

Promote diversity and inclusion in AI research teams, encouraging collaboration
among students from different backgrounds and disciplines to bring a range of per-
spectives to Al innovation.

Offer training programmes or workshops on cultural competence and sensitivity in
AT development and application, helping students understand and navigate the com-
plexities of working with diverse communities.

Design assessment criteria that account for diverse perspectives and approaches to Al
projects, recognising the value of inclusive design and the contributions of students
from underrepresented groups.

Provide targeted support and resources for underrepresented groups in Al education,
including scholarships, mentorship programmes, and networking opportunities to
help overcome barriers and promote inclusion.
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 Raise awareness of the importance of inclusivity in Al education through awareness
campaigns, events, and advocacy efforts, engaging students, faculty, and administra-
tors in promoting a culture of inclusivity in AT use.

Example 1

Provide accessible Al tools for data analysis, such as screen reader-compatible data
visualisation software, to ensure that students with visual impairments can participate
fully in science and geography courses that involve Al-driven data analysis.

Example 2

Encourage students to use diverse data sets that represent a variety of geographic
regions, cultures, and demographics in their Al projects. This ensures that Al models
developed by students are inclusive and relevant to a wide range of populations.

Example 3

Organise Al-driven field studies in geography courses that are inclusive of students
with mobility impairments. Provide alternative field study options or virtual reality
experiences that allow all students to participate in data collection and analysis
activities.

Example 4

Incorporate discussions on the ethical implications of Al in science research, including
issues related to data privacy, consent, and potential biases in AI algorithms. Encourage
students to consider these ethical considerations when designing and conducting AI-
driven research projects.

Example 5

Engage students in community-based Al projects in geography courses, where they
collaborate with local communities to address environmental or social challenges
using Al technologies. This approach ensures that Al projects are inclusive of diverse
community perspectives and priorities.

Example 6

Offer AI education materials and resources in multiple languages to support students
whose first language may not be English. This ensures that language barriers do not
hinder students’ access to Al education opportunities in science and geography.

Task students with developing Al-driven projects in geography courses that address
environmental justice issues, such as air quality monitoring in marginalised
communities or equitable access to green spaces. This approach promotes inclusivity
by focusing on Al applications that benefit underserved populations.

P9: Environmental Impact

Rationale:

« Raises awareness among students about the environmental impact of Al technolo-
gies, fostering a culture of sustainability and responsible consumption.

» Encourages students to develop Al solutions that minimise energy consumption and
reduce carbon emissions, contributing to the fight against climate change.

o Promotes the use of Al algorithms and systems that optimise resource utilisation,
such as energy-efficient data processing methods and hardware design.

o Educates students on green computing principles and practices, including the use
of renewable energy sources for data centres, energy-efficient hardware design, and
sustainable software development methodologies.
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o Inspires students to create Al applications that address environmental challenges,
such as climate modelling, natural resource management, renewable energy optimi-
sation, and environmental monitoring.

« Raises awareness of the ethical implications of Al technologies on the environment,
encouraging students to consider the broader environmental impacts of their AI
projects and decisions.

« Encourages students to explore how Al can facilitate the transition to a circular
economy by optimising resource flows, reducing waste, and promoting recycling and
reuse.

« Empower students to advocate for policies and regulations that promote environmen-
tally sustainable AI development and deployment, fostering collaboration between
academia, industry, and government.

 Recognises the global impact of AI on the environment and empowers students to
take action to mitigate negative environmental consequences and promote sustain-
able development on a local, regional, and global scale.

 Prepares students for careers in green technology and sustainability by equipping
them with the skills and knowledge needed to develop environmentally friendly AI
solutions and contribute to a more sustainable future.

Incorporation:

 Encourage students to develop AI projects with a focus on sustainability and envi-
ronmental impact, such as optimising energy consumption in Al systems, reduc-
ing carbon emissions, or addressing environmental challenges through AI-driven
solutions.

« Integrate environmental impact assessments into Al project planning and devel-
opment processes, requiring students to consider the potential environmental
consequences of their AI projects and propose strategies for mitigating negative
impacts.

« Incorporate discussions on environmental justice into AI education, highlighting the
disproportionate environmental impacts experienced by marginalised communi-
ties and encouraging students to develop Al solutions that address environmental
inequalities.

« Empower students to advocate for policies and regulations that promote environ-
mentally sustainable AI development and deployment, providing opportunities for
students to engage with policymakers and industry stakeholders on environmental
issues related to Al
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Example 1

Environmental Justice AI Clinic

Project Examples:

Objective: Integrate environmental justice considerations into Al legal research and
advocacy.

Description: Establish an AI clinic within the law degree programme focused on
environmental justice issues. This clinic would engage students in AI-driven legal
research and advocacy projects to address environmental challenges and promote
environmental justice.

Environmental Impact Assessments: Students use Al tools to analyse the
environmental impact of proposed development projects, such as industrial facilities or
infrastructure projects, on marginalised communities. They provide legal assessments
and recommendations to ensure compliance with environmental regulations and protect
the rights of affected communities.

Climate Litigation Support: Students utilise AI-powered data analysis tools to support
climate change litigation efforts. They analyse large datasets related to climate change
impacts, greenhouse gas emissions, and environmental regulations to provide legal
teams with evidence and insights for climate-related lawsuits seeking environmental
protections and compensation for affected communities.

Environmental Policy Analysis: Students conduct AI-driven analyses of environmental
policies and regulations to identify gaps, inconsistencies, or opportunities for improvement.
They provide legal research and recommendations to policymakers, advocacy groups, and
community organisations working on environmental policy reform initiatives.
Community Environmental Advocacy: Students collaborate with environmental justice
organisations and community groups to develop Al-driven legal advocacy strategies.
They use Al tools to analyse environmental data, map environmental hazards, and
identify environmental justice violations in marginalised communities. They then assist
with legal actions, such as filing lawsuits or petitioning regulatory agencies, to address
environmental injustices and advocate for equitable environmental protections.
Implementation: The Environmental Justice Al Clinic would be integrated into the law
degree programme curriculum, offering students experiential learning opportunities to
apply Al technologies to environmental justice issues. Students would receive training

in Al tools and methodologies, legal research and analysis, and environmental law

and policy. The clinic would be supervised by faculty with expertise in environmental
law and Al, and students would collaborate with environmental justice experts and
community stakeholders on their projects.

Benefits: This initiative would empower law students to use Al technologies to advance
environmental justice goals, providing valuable legal assistance to communities dispro-
portionately impacted by environmental hazards and inequalities. It would also enhance
students’ understanding of the intersection between Al law, and environmental sustainability,
preparing them for careers in environmental law, public interest advocacy, and policy reform.
Additionally, the clinic’s projects would contribute to real-world environmental justice
efforts, promoting social and environmental responsibility within the legal profession.

P10: Policy Development

Rationale:

« Establishing policies encourages students to consider the ethical implications of AI
technologies and develop guidelines for responsible Al use, fostering a culture of
ethical awareness and accountability.
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« Policy development helps students understand and navigate the complex legal and
regulatory landscape surrounding AI, ensuring compliance with relevant laws and
regulations and mitigating legal risks.

« Policies on data privacy and security help safeguard sensitive information and
protect individuals® privacy rights, promoting trust and confidence in AI systems
and applications.

« Policies aimed at mitigating bias and promoting fairness in Al algorithms and
decision-making processes help reduce the risk of discriminatory outcomes and
promote equity and inclusion.

« Policies requiring transparency in Al systems and accountability for their outcomes
promote trust and transparency, enabling stakeholders to understand how Al deci-
sions are made and hold responsible parties accountable for their actions.

« Policy development involves collaboration between students from diverse back-
grounds and disciplines, fostering interdisciplinary cooperation and a more holistic
approach to AI governance.

« Policies that strike a balance between fostering innovation and ensuring responsible
AT development help create an environment conducive to innovation while minimis-
ing potential harms and risks associated with AI technologies.

« Engaging students in policy development educates them about the societal impli-
cations of AI and empowers them to actively participate in shaping AI governance
frameworks and regulations, fostering informed citizenship and civic engagement.

 Experience in policy development equips students with valuable skills and knowledge
relevant to careers in Al governance, policy advocacy, regulatory compliance, and
public sector leadership, enhancing their professional readiness and employability.

« Well-designed policies that prioritise transparency, fairness, and accountability in AT
use build public trust and acceptance of AI technologies, facilitating their responsible
adoption and integration into society.

Incorporation:

o Offer courses or workshops on AI policy development, covering topics such as ethical
considerations, legal frameworks, regulatory compliance, and stakeholder engagement.

o Use case studies and policy simulations to engage students in hands-on learning
experiences, allowing them to analyse real-world AI governance challenges and
develop policy recommendations.

 Assign projects that require students to analyse existing Al policies and regulations,
identify gaps or areas for improvement, and propose policy recommendations to
address emerging issues or promote ethical AI use.
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Organise stakeholder engagement activities, such as panel discussions, debates, or pub-
lic forums, where students can interact with experts, policymakers, industry representa-
tives, and community members to gather input and perspectives for policy development.

Provide opportunities for students to consult with experts in AI governance, includ-
ing faculty members, industry professionals, government officials, and advocacy
groups, to gain insights and guidance for their policy development efforts.

Task students with drafting policy documents, such as AI ethics guidelines, data pri-
vacy protocols, algorithmic accountability frameworks, or legislative proposals, to
address specific Al governance challenges or objectives.

Provide training in presentation and advocacy skills to help students effectively
communicate their policy recommendations to stakeholders, policymakers, and the
broader community, advocating for their adoption and implementation.

Encourage students to develop collaborative implementation plans for their policy
recommendations, considering practical considerations, resource allocation, and
stakeholder engagement strategies to ensure successful policy implementation.

Example 1 Al Ethics and Governance Task Force

o Objective: Establish a task force within fashion and music programmes dedicated to
developing Al ethics and governance policies tailored to the creative industries.

o Description: The task force, comprised of faculty members, students, industry experts,
and legal advisors, collaborates to address ethical considerations and regulatory
challenges related to the use of Al in fashion and music. Through research, analysis,
and stakeholder engagement, the task force develops comprehensive policies to guide
responsible AI use and innovation in these fields.

Project Examples:

« Ethical AI Use Guidelines: Develop guidelines for the ethical use of Al in fashion
design and music production, addressing issues such as cultural appropriation, diversity
representation, and intellectual property rights.

« Data Privacy and Security Protocols: Establish protocols for protecting data privacy
and ensuring the security of personal and sensitive information collected and processed
by AI systems in fashion and music contexts.

« Fairness and Bias Mitigation Strategies: Implement strategies to mitigate bias and
promote fairness in Al algorithms used for recommendation systems, trend analysis,
and content creation in fashion and music platforms.

« Transparency and Accountability Frameworks: Define frameworks for transparency
and accountability in AI-driven decision-making processes, ensuring that stakeholders
understand how AI technologies are used and held accountable for their outcomes.

« Intellectual Property Rights Policies: Develop policies to address intellectual property
rights issues related to AI-generated fashion designs, music compositions, and other
creative works, including ownership, licensing, and attribution requirements.

« Collaborative Industry Standard: Collaborate with industry partners and professional
associations to develop industry-wide standards and best practices for AI use in
fashion and music, promoting consistency and interoperability across platforms and
organisations.
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Implementation:

o The AI Ethics and Governance Task Force operates as a collaborative initiative within
fashion and music programmes, leveraging expertise from multiple disciplines and
engaging students in policy development through coursework, research projects, and
extracurricular activities. The task force regularly consults with industry stakeholders,
legal experts, and advocacy groups to ensure that policies reflect emerging trends,
evolving technologies, and stakeholder perspectives.

Benefits:

« By engaging students in policy development, the task force provides hands-on
learning opportunities that deepen their understanding of ethical considerations, legal
frameworks, and industry dynamics related to Al in fashion and music. The policies
developed by the task force help establish guidelines for responsible AI use, promote
trust and confidence in Al technologies, and foster innovation and creativity in the
creative industries. Additionally, the task force serves as a model for interdisciplinary
collaboration and ethical leadership, preparing students to navigate complex ethical
and regulatory challenges in their future careers.

P11: Training and Awareness
Rationale:

o Provides students with the necessary skills and knowledge to effectively use Al
tools and technologies, enhancing their technical proficiency and employability in a
rapidly evolving job market.

« Raises awareness of ethical considerations in AI development and use, encouraging
students to adopt responsible Al practices and consider the societal impacts of their
work.

» Equips students with the ability to critically assess Al technologies, understand-
ing their limitations, potential biases, and the importance of transparency and
accountability.

» Encourages students to explore innovative applications of Al across various dis-
ciplines, fostering creativity and the development of novel solutions to complex
problems.

 Cultivates a mindset of continuous learning and adaptation, preparing students
to keep pace with ongoing advancements in AI and related fields throughout their
careers.

 Promotes interdisciplinary learning, enabling students from diverse academic back-
grounds to understand and leverage AI technologies in their respective fields.

« Prepares students for a wide range of career opportunities in Al-driven industries by
providing hands-on experience and practical knowledge of Al applications.

o Instils a sense of responsibility in students, encouraging them to consider the ethical,
social, and environmental implications of their Al innovations.
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Promotes transparency and public understanding of AI technologies, helping to
build trust and acceptance of Al in society.

Responds to the growing demand for AI expertise in the workforce, ensuring that
graduates are well equipped to meet industry needs and drive economic growth.

Ensures that all students, regardless of their background, have access to Al education
and training, promoting diversity and inclusion in Al-related fields.

Educates students on regulatory frameworks and compliance requirements related to
Al ensuring that they are prepared to navigate legal and ethical challenges in their
professional work.

Develops students’ ability to apply A technologies to solve real-world problems, enhanc-
ing their problem-solving skills and practical application of theoretical knowledge.

Empowers students to make informed decisions about the use and deployment of AI
technologies, considering both the benefits and potential risks.

Prepares students to compete in a global market where AI expertise is increasingly val-
ued, contributing to their personal and professional success on an international scale.

Incorporation:

Develop and integrate a comprehensive Al curriculum across various disciplines,
covering fundamental concepts, technical skills, ethical considerations, and practi-
cal applications.

Offer hands-on workshops and laboratory sessions where students can gain practical
experience with AT tools, techniques, and real-world projects.

Create interdisciplinary courses that allow students from different academic back-
grounds to learn about AI and its applications in fields such as healthcare, finance,
humanities, and social sciences.

Host guest lectures and panel discussions featuring AI experts, industry leaders, and
ethicists to provide students with diverse perspectives and insights into the latest
developments and challenges in AL

Incorporate Al ethics training into the curriculum, addressing issues such as bias,
fairness, transparency, accountability, and the societal impact of AI technologies.

Develop Al literacy programmes aimed at students from non-technical backgrounds,
ensuring that all students have a basic understanding of AI concepts and applications.

Provide access to online courses, MOOCs, and other digital learning resources that
offer flexible, self-paced learning opportunities in Al

Establish mentorship programmes where students can receive guidance and support
from faculty members, industry professionals, and advanced peers in Al-related fields.
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Organise debates, seminars, and workshops on AI ethics, policy, and regulation,
encouraging students to critically engage with the societal implications of AL

Launch awareness campaigns and informational sessions to educate the campus
community about the benefits, risks, and ethical considerations of AI technologies.

Provide certification programmes in AI and related fields, offering students formal
recognition of their skills and knowledge that can enhance their career prospects.

Support Al-focused clubs and societies where students can collaborate on projects,
share knowledge, and stay updated on the latest AI trends and research.

Utilise collaborative learning platforms and AI-driven educational tools to enhance
the learning experience and foster a collaborative learning environment.

Implement regular assessments and feedback mechanisms to evaluate students’
understanding and proficiency in Al helping them identify areas for improvement
and track their progress.

Partner with industry leaders and tech companies to provide students with access to
the latest Al tools, resources, and real-world applications, enhancing their practical
skills and industry readiness.

Example 1 | Al in Creative Arts Bootcamp

« Objective: Provide intensive training and raise awareness about the applications, ethical
considerations, and career opportunities related to Al in the fashion and music industries.

+ Description: Organise a week-long bootcamp for students enrolled in fashion and music
programmes. The bootcamp will include workshops, hands-on projects, guest lectures,
and panel discussions focused on the integration of Al in creative arts.

Programme Components:

o Workshops on Al Tools:

« Conduct workshops on using Al tools and software specific to fashion design (e.g., CLO
3D, Adobe Sensei) and music production (e.g., Amper Music, AIVA). These workshops
will teach students how to incorporate Al into their creative processes.

o Ethicsin AI:

« Host sessions on the ethical implications of Al in fashion and music. Topics will include
intellectual property rights, bias in Al-generated designs and music, and the impact of
AT on employment in the creative industries.

Industry Expert Panels:

« Invite industry professionals to discuss the latest trends and challenges in AI applications
within fashion and music. Experts will share their experiences and insights on leveraging
AT for innovation while addressing ethical and practical concerns.

Hands-On Projects:

o Facilitate hands-on projects where students can apply Al tools to create fashion designs
or compose music. These projects will culminate in a showcase event where students
present their Al-enhanced creations.
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AT and Sustainability:

o Include sessions on how Al can promote sustainability in fashion and music. For fashion,
this could involve Al-driven supply chain optimisation and sustainable design practices.
For music, it could involve reducing environmental impacts through AI-optimised
production techniques.

Collaborative Learning:

 Encourage interdisciplinary collaboration by pairing fashion and music students on
projects that integrate Al For example, teams could work on Al-generated fashion
collections inspired by Al-composed music tracks.

Career Pathways:

o Provide information on career opportunities in AI within the fashion and music
industries. Offer guidance on how to build a portfolio that highlights AT skills and discuss
potential roles such as Al fashion designer, AI music producer, and Al ethics consultant.

Mentorship and Networking:

o Establish a mentorship programme where students can receive ongoing support from
faculty and industry experts. Create networking opportunities with Al professionals in
the creative industries.

o Implementation: The Al in Creative Arts Bootcamp will be an annual event integrated
into the academic calendar of fashion and music programmes. Faculty members, industry
partners, and AT experts will collaborate to design and deliver the boot camp content.

« Benefits: This initiative will equip fashion and music students with the skills and knowledge
needed to effectively incorporate Al into their creative work. It will raise awareness of
ethical and sustainability issues, foster innovation, and enhance students’ career readiness
in an AI-driven job market. Additionally, the bootcamp will promote interdisciplinary
collaboration and help build a supportive community of Al-savvy creative professionals.

Example 2

Al in Legal Practice Training Programme

o Objective: Equip law students with the knowledge and skills to effectively use Al
technologies in legal practice, while raising awareness about the ethical, legal, and
societal implications of AL

o Description: Develop a comprehensive training programme within the law degree
curriculum that includes coursework, workshops, experiential learning opportunities,
and ethical discussions focused on Al applications in the legal field.

Programme Components:
Al and Legal Technology Course:

« Introduce a course that covers the fundamentals of Al its applications in the legal
industry, and the transformative impact on legal practice. Topics could include AI-driven
legal research, predictive analytics, contract analysis, and case outcome predictions.

Workshops on Al Tools:

« Conduct hands-on workshops where students learn to use AI-powered legal tools such
as ROSS Intelligence, Kira Systems, and Lex Machina. These workshops will provide
practical experience in leveraging Al for tasks like legal research, document review, and
case management.

Ethics and Al in Law Seminars:

o Host seminars that delve into the ethical and legal challenges posed by Al in the legal field.
Discussions could focus on issues like bias in Al algorithms, data privacy, the impact of Al on
legal employment, and the responsibility of legal professionals in overseeing Al technologies.




116 m Generative Al in Higher Education: Guiding Principles for Teaching and Learning

Al and Legal Research Projects:

« Encourage students to undertake research projects exploring Al integration in legal
processes. Students can analyse case studies, evaluate the effectiveness of Al tools, and
propose frameworks for ethical Al use in legal settings.

Guest Lectures from Industry Experts:

« Invite legal tech entrepreneurs, Al researchers, and practising lawyers to share insights
on the latest advancements in legal Al real-world applications, and career opportunities
in the intersection of law and technology.

Mock Trials and AI Simulations:

 Incorporate mock trials and simulations where students use Al tools to prepare cases,
analyse evidence, and predict case outcomes. These practical exercises will help students
understand the capabilities and limitations of Al in a courtroom setting.

Interdisciplinary Collaboration:

o Facilitate collaboration between law students and students from computer science,
data science, and ethics programmes to develop interdisciplinary projects that address
complex legal and technological challenges.

Al in Law Clinics:

« Integrate Al tools into existing law clinics where students provide legal assistance to
clients. This practical experience will help students understand how Al can enhance
legal services and improve access to justice.

Policy Development and Advocacy:

« Encourage students to engage in policy development and advocacy efforts related to Al
and the law. Students can draft policy proposals, participate in public consultations, and
advocate for regulations that ensure the ethical and responsible use of Al in the legal
system.

Mentorship and Networking Opportunities:

o Establish a mentorship program where students can receive guidance from faculty
members and legal professionals with expertise in Al. Organise networking events to
connect students with industry leaders and potential employers.

Implementation:

« The Al in Legal Practice Training Programme will be integrated into the law school
curriculum as a series of elective courses, workshops, and extracurricular activities.
Collaboration with legal tech companies and Al experts will be essential for providing
up-to-date content and practical experiences.

Benefits:

« This initiative will prepare law students for the evolving legal landscape, where AI
technologies are increasingly prevalent. Students will gain valuable technical skills,
ethical awareness, and practical experience, enhancing their career prospects and their
ability to navigate the challenges and opportunities presented by Al in legal practice.
Additionally, the programme will promote innovation and responsible Al use in the
legal profession, contributing to the development of fair and effective legal systems.
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P12: Continuous Evaluation
Rationale:

» Continuous evaluation ensures that students remain up-to-date with advancements in
AT technologies and methodologies, preparing them to address emerging challenges
and opportunities in their respective fields.

« Regular evaluation allows HEISs to assess the effectiveness of Al education initiatives,
identify areas for improvement, and refine teaching methods and curriculum content
to better meet student needs.

« Ongoing evaluation helps ensure that AI education programmes adhere to ethical
guidelines and standards, promoting responsible AI use and accountability for the
societal impacts of Al technologies.

o Continuous evaluation provides students with opportunities to practice and refine
their Al skills over time, facilitating mastery and confidence in applying Al tools and
techniques in real-world scenarios.

o Regular feedback from evaluations enables students to monitor their progress, iden-
tify areas for growth, and access support resources to address any challenges they
encounter in learning Al concepts and applications.

« Emphasising continuous evaluation instils a mindset of lifelong learning in students,
encouraging them to seek out opportunities for self-improvement, skill development,
and professional growth throughout their academic and professional careers.

« Continuous evaluation ensures that Al education programmes remain aligned with
industry standards and best practices, equipping students with the knowledge and
skills demanded by employers in Al-related fields.

« Data collected through continuous evaluation can inform evidence-based decision-
making processes regarding curriculum development, resource allocation, and
strategic planning for AI education initiatives.

« Regular evaluation fosters an environment of innovation and creativity, encouraging
students to explore new ideas, experiment with AI technologies, and develop innova-
tive solutions to complex problems.

» Continuous evaluation supports equitable access to Al education opportunities by
providing ongoing feedback and support to students from diverse backgrounds,
ensuring that all learners have the resources and support they need to succeed in
learning AL

« Continuous evaluation allows HEIs to identify and address individual student learn-
ing needs, providing tailored support and resources to help each student achieve their
full potential in AT education.
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Incorporation:

Conduct regular assessments, such as quizzes, exams, and assignments, to evaluate
students’ understanding of AI concepts, techniques, and applications.

Implement feedback mechanisms, including peer evaluations, self-assessments, and
instructor feedback, to provide students with timely feedback on their progress and
areas for improvement in Al learning.

Review students’ Al projects, research papers, and practical assignments to assess
their ability to apply AI tools and methodologies in real-world scenarios and provide
constructive feedback for improvement.

Establish performance benchmarks and learning objectives for Al courses and pro-
grammes, allowing students to track their progress and competency development
over time.

Conduct skills assessments, such as coding challenges, data analysis tasks, and
problem-solving exercises, to evaluate students’ proficiency in Al-related skills and
identify areas where additional support may be needed.

Encourage peer collaboration and evaluation through group projects, peer reviews,
and collaborative learning activities, fostering a culture of mutual support and con-
structive feedback among students.

Administer surveys and course evaluations to gather feedback from students on their
learning experiences, course content, teaching methods, and overall satisfaction with
Al education initiatives.

Implement real-time monitoring tools and analytics to track students’ engagement,
participation, and performance in AI courses and programmes, allowing HEI to
identify trends and intervene early if students are struggling.

Offer professional development opportunities, such as workshops, seminars, and
guest lectures, to provide students with additional resources and support for enhanc-
ing their AT skills and knowledge.

Utilise adaptive learning platforms and personalised learning technologies to tailor
AT education experiences to individual student needs, adjusting content, pacing, and
support resources based on students’ performance and learning preferences.

Provide faculty members with training and resources for designing effective assess-
ments, delivering constructive feedback, and utilising data-driven approaches to con-
tinuous evaluation in AI education.

Integrate continuous evaluation processes into curriculum review cycles, ensuring
that AI courses and programmes are regularly updated and improved based on feed-
back from students, faculty, and industry stakeholders.
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« Recognise students’ achievements and milestones in AI education through cer-
tificates, badges, and awards, motivating students to actively engage in continuous
learning and skill development in AL

Example 1 + Conduct periodic assessments on students’ understanding of Al concepts as applied
to English literature and dance, assessing their grasp of key ideas, terminology, and
potential applications within their respective fields.

Example2 | o Provide feedback on Al-infused projects within English literature and dance courses,
evaluating students’ ability to integrate Al tools for textual analysis, choreography
generation, or performance enhancement, and offering constructive criticism for
improvement.

Example3 | « Facilitate peer reviews where students evaluate each other’s Al-based projects or
analyses, fostering collaborative learning environments and providing additional
perspectives on the integration of Al in literature interpretation or dance choreography.

Example 4  Incorporate Al-focused components into creative assignments or performances,
requiring students to demonstrate their understanding of AI concepts through their
literary analyses, dance compositions, or interpretations.

Example5 | o Utilise real-time monitoring tools to track students’ engagement and progress in Al-
related coursework, identifying areas where students may need additional support or
guidance in applying AI techniques to their literary or dance studies.

Example6 | o Present case studies of Al applications in literature analysis or dance choreography,
prompting students to critically evaluate the benefits, limitations, and ethical
considerations of using AI tools in creative practices.

Example « Conduct portfolio reviews where students showcase their Al-related projects, analyses,
or performances, providing opportunities for self-reflection and faculty feedback on
their progress and development in integrating Al into their artistic practice.

The Guiding Principles for Students on Using Al in Universities explain how to deal
with challenges when using Al in education. It is crucial to use AI fairly and ethically at
universities. These principles are fundamental. As AI becomes more common in educa-
tion, universities need to focus on doing things fairly. This means ensuring academic hon-
esty, student privacy, and inclusion are protected. By following these principles, universities
can make clear rules for using Al in teaching. One big reason why universities should fol-
low these principles is to preserve academic and employability skills, honesty, inclusivity,
student engagement and experience. Using Al to mark essays or create content can raise
worries about cheating or copying. Without proper rules and guidelines, it might be diffi-
cult to trust academic assessments done by AI. However, by following these principles,
universities can ensure that AI helps keep academic standards and the learning process
fair. Similarly, the use of AI will affect key areas such as academic and employability skills,
honesty, inclusivity, student engagement, and overall student experience. Adhering to this
guiding principle will help universities safeguard these essential aspects.

The principles also stress the importance of being open and accountable when using AT
Universities need to be clear about where their data comes from, how their Al systems
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work, and how decisions are made. This builds trust between students, staff, and everyone
else involved. Also, there should be ways to fix things if Al makes mistakes or acts unfairly.
Being open and accountable helps reduce the risks linked to Al and encourages using it
responsibly. Another good reason for following the principles is to protect student privacy
and data. Al relies on lots of data to learn and make decisions. Nonetheless, collecting and
using student data needs to be done carefully to respect their privacy and follow the rules.
By respecting the principles, universities can make sure they have strong policies in place
to keep student data safe and use Al in an ethical way.

Lastly, the principles highlight the need to ensure that Al is fair and does not exclude
anyone. Universities need to be aware of the biases and differences that can come with Al
systems. By working with experts from different fields, like ethics and sociology, universi-
ties can create Al that treats everyone equally. Also, teaching students and staff about Al
ethics helps them understand the issues and make good choices. Overall, the Guiding
Principles for Students Regarding the Use of AI in High Education Institutions give a clear
plan for using Al responsibly in higher education. By following these principles, universi-
ties can keep academic standards high, protect student privacy, and ensure that Al benefits
everyone. Together, academics, researchers, policymakers, and industry leaders can ensure
that AT is used ethically and improves education for everyone.

GUIDING PRINCIPLES FOR STAFF ON ETHICAL Al USE IN HIGHER
EDUCATION INSTITUTIONS

Using Generative Artificial Intelligence (GenAlI) in higher education can improve teach-
ing and learning, but it also raises important ethical questions. The ‘Guiding Principles for
Staff on Ethical AI Use in Higher Education Institutions’ is there to help deal with these
issues and ensure Al is used in a way that matches the values of higher education. These
principles are essential for higher education because they set clear rules for using AT well,
keeping academic standards high, including everyone, and protecting student privacy. The
aim is to get the most out of Al while still being fair and ethical. The ‘Guiding Principles
for Staft on Ethical AI Use in Higher Education Institutions’ focuses on five main ideas for
using GenAl in higher education. This focus is essential because it keeps everything clear
and organised. Observing these central ideas makes it easier for everyone to understand,
remember, and use them. In addition, it helps us cover the most critical parts of using
GenAlI without getting overwhelmed by too much information. So, by focusing on these
five key themes, everyone involved in using GenAlI in higher education knows precisely
what is essential and can do their job better. These five themes are:

» Keeping Academic Integrity: With more Al in education, ensuring that exams and
assessments are not compromised is essential. These guiding principles aim to pre-
vent Al from being used to cheat or copy so that academic honesty is protected.

+ Being Fair and Inclusive: Al should help everyone learn, no matter where they come
from. These guiding principles show that AI systems should be made to treat every-
one equally and not disadvantage certain groups.
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» Keeping Student Information Safe: Using Al means dealing with lots of student
data, so it is crucial to keep it safe. These principles show that student privacy must be
respected and that all laws and ethics around data use should be followed.

« Using AI Responsibly: HEIs should take charge of how AI is developed and used,
making sure it is fair and works the way it should. This involves keeping an eye on
things and being honest and accountable about Al decisions.

o Improving Teaching and Learning: The main aim here is to use AI to make learn-
ing better. This could mean personalising learning, trying out new teaching ideas, or
giving academics better tools to help students.

In short, these principles are essential for HEIs. They help ensure that AI is used in a way
that is fair, safe, and helpful for everyone involved in education. Following these rules
means that Al can be a positive addition to higher education, benefitting students, aca-
demics, and the whole academic community.

P1: Professional Development and Training (PDT)

Provide staft with training and professional development opportunities to enhance their
digital literacy, pedagogical skills, and ethical awareness related to generative Al Invest in
staff training programmes, workshops, and resources to support academics in effectively
integrating Al technologies into their teaching practices.

Rationale:

+ Continuous professional development ensures that academics and professional staft
are up-to-date with the latest pedagogical strategies and technologies. This knowl-
edge directly impacts the quality of teaching, leading to improved student engage-
ment and learning outcomes.

» Regular training and development programmes enable academics to stay current with
advancements in their respective fields. This ensures that the curriculum remains rel-
evant and rigorous, thereby preparing students to meet contemporary challenges.

o PDT fosters the adoption of inclusive teaching practices that cater to diverse student
populations. Training in areas such as cultural competency, accessibility, and differ-
entiated instruction helps academics and professional staff use Al to create equitable
learning environments.

o The HEIs landscape continually evolves with new technologies, methodologies, and
research findings. Professional development equips staff with the skills to adapt to
these changes, ensuring that the institution remains at the forefront of educational
innovation.

» Encouraging a culture of continuous learning among academics promotes experi-
mentation with new teaching methods and technologies. This can lead to developing
innovative instructional strategies that enhance student learning experiences.
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« Professional development programmes that integrate teaching and research help aca-
demics to bring cutting-edge research into the classroom. This enriches the curricu-
lum and stimulates critical thinking and inquiry among students.

Incorporation:

« Conduct regular needs assessments to identify the specific professional development
needs of academics and staff. This can be done through surveys, interviews, and per-
formance reviews.

o Design AI PDT programmes that are tailored to the diverse needs of the faculty and
staff. Programmes should address various aspects such as teaching methodologies,
research skills, technology integration, and leadership development.

o Offer AI PDT programmes in multiple formats, including workshops, seminars,
online courses, peer mentoring, and collaborative projects. This ensures accessibility
and accommodates different learning preferences and schedules.

o Integrate AI PDT with regular teaching and research activities. For example,
teaching-focused professional development could be linked with classroom practice,
while research-oriented programmes could support scholarly activities and grant
writing.

« Deliver online professional development courses using digital platforms and learning
management systems. These platforms can facilitate asynchronous learning, making
it easier for staff to participate regardless of their schedules.

« Establish resource centres or professional development units within the institution
that provide access to learning materials, technologies, and expert guidance

« Implement collaborative tools and technologies that support peer interaction, discus-
sion forums, and virtual communities of practice. These tools can enhance the shar-
ing of knowledge and best practices.

 Encourage forming communities of practice where academics and staff can collabo-
rate, share experiences, and learn from each other. These communities can focus on
specific areas such as Al teaching innovation, curriculum development, or research
methods.

+ Develop mentorship programmes that pair less experienced staff with seasoned aca-
demics on Al issues. Mentorship can provide personalised guidance, support, and
professional growth opportunities.

+ Encourage forming communities of practice where academics and staff can collabo-
rate, share experiences, and learn from each other. These communities can focus on
specific areas such as Al teaching innovation, curriculum development, or research
methods.
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o Organise cross-departmental workshops and projects to promote interdisciplinary
collaboration. This can foster a culture of innovation and provide new perspectives
on teaching and research.

o Use evaluation data to make informed decisions about improving and refining AI
PDT programmes. Analyse the impact of these programmes on teaching quality,
research output, and overall staff satisfaction.

o Adopt an iterative approach to AI programme development, where feedback and
evaluation results are continuously used to enhance and adapt professional develop-
ment offerings.

Example 1 o Action: Develop and disseminate a comprehensive AI PDT policy document. This
policy outlines the expectations for continuous professional development, available
resources, and the process for applying for development opportunities.

o Outcome: Clear guidelines provide a structured approach to AI PDT, encouraging
more faculty and staff to participate actively.

Example 2 o Action: Conduct biannual surveys and focus groups to identify the professional
development needs of faculty across different departments. Use the findings to tailor
programmes that address specific gaps and areas for improvement.

o Outcome: Programmes are more relevant and effective, as they are based on actual
needs rather than assumptions.

Example 3 o Action: Create specialised training tracks such as ‘Innovative Teaching Methods;
‘Advanced Research Skills, and ‘Leadership in Higher Education’ Each track offers a
series of workshops, seminars, and online modules.

« Outcome: Faculty and staff can choose programmes that align with their career goals
and areas of interest, leading to more personalised and impactful development.

Example 4 o Action: Offer blended learning opportunities that include face-to-face workshops,
online courses, and peer-led discussion groups. Include asynchronous options to
accommodate different schedules.

o Outcome: Increased participation and engagement as staff can choose the format that
best fits their learning style and availability

Example 5 o Action: Adopt a robust Learning Management System (LMS) that hosts a variety
of professional development resources, including online courses, webinars, and
instructional videos. Provide training on how to effectively use the LMS.

o Outcome: Easy access to a wealth of development resources increases participation and
supports continuous learning.

Example 6 o Action: Faculty should use collaborative tools like Microsoft Teams, Slack, or
specialised academic platforms to share resources, discuss best practices, and
collaborate on projects.

o Outcome: Facilitates ongoing dialogue and peer support, fostering a community of
practice.

Example 7 o Action: Establish a Professional Development Centre equipped with the latest
educational technology, study spaces, and access to expert consultants who can provide
personalised guidance.

o Outcome: A dedicated space and resources enhance the institution’s capacity to support
faculty development effectively.
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Example 8 o Action: Facilitate the creation of communities of practice centred around key
themes such as ‘Al and Blended Learning, ‘Assessment Strategies and Al and ‘AT and

interaction.

develop professionally in a collaborative environment.

Interdisciplinary Research. Schedule regular meetings and provide a platform for online

« Outcome: These communities provide a structured way for faculty to share insights and

P2: Clear Communication

Inform all academics and professional staff about Al applications’ purpose, scope, and

functioning.

Rationale:

o Clear and effective communication skills are crucial for academics and professional

staff to convey complex concepts and facilitate understanding. By implementing
communication principles, academics and professional staff can better articulate
their ideas, provide clear instructions, and foster an environment where students feel

comfortable engaging and asking questions about the use of AL

Example: Training faculty in active listening and feedback techniques can lead to

more dynamic and interactive classroom discussions, enhancing student compre-

hension and participation.

o Communication is the cornerstone of successful interdisciplinary collaboration.

By promoting open and effective communication, HEIs can facilitate collaboration
across different departments and disciplines, leading to innovative research and

teaching practices in Al and other fields.

Example: Regular interdisciplinary seminars and workshops where faculty can share
research findings and teaching methods related to Al encourage a culture of collabo-

ration and knowledge sharing.

« Strong communication about Al builds a sense of community among faculty, staff,
and students. It fosters a positive and inclusive academic environment when everyone

feels heard and valued.

Example: Establishing platforms for regular communication, such as faculty forums

or town hall meetings, can enhance transparency and foster a sense of belonging

within the academic community when using AL

« Effective communication about AI ensures that institutional policies, goals, and
expectations are clearly conveyed to academics and professional staff. This trans-

parency is essential for maintaining trust and accountability within the institution

regarding Al use.
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Example: Regular updates from the administration about the use of AI through
newsletters, emails, and meetings keep faculty and staff informed about institutional
changes and expectations, particularly those related to Al initiatives and training
programmes.

o Implementing robust communication channels for feedback allows institutions to
gather insights from faculty, staff, and students. This feedback is critical for continu-
ous improvement and promptly addressing any concerns or issues.

Example: Anonymous feedback systems and regular surveys can help gather open
and honest input from the academic community, which can be used to inform policy
decisions and improvements, especially in the rapidly evolving field of Al

Incorporation:

« Create case studies and best practice reports highlighting successful Al communica-
tion strategies and their impact on teaching and learning. Distribute these through
internal newsletters, websites, and seminars.

« Create groups focused on specific areas of interest (e.g., interdisciplinary Al research,
innovative teaching methods) where members can share insights, resources, and best
practices.

« Set up regular meetings, forums, and town hall sessions where faculty and staff can
voice their opinions, share feedback, and discuss institutional policies and practices
regarding the use of AL

Examplel | « Form communities of practice around key topics such as innovative Al teaching
methods or interdisciplinary Al research. These groups can meet regularly to discuss
challenges, share resources, and collaborate on projects, fostering a culture of continuous
learning and mutual support.

Example2 | o Establish regular ‘Al Office Hours” where faculty and staff can drop in to discuss concerns,
share ideas, and seek advice from designated Al specialists or senior administrators.

Example3 | « Allocate funds to create an Al Training Excellence Office dedicated to supporting

Al initiatives, offering regular training sessions, and providing resources such as
templates, style guides, and best practice manuals for Al integration in academic and
administrative work.

Example4 | « Develop an online course on Al strategies, including modules on using AI-driven
tools for academic purposes, managing Al-enhanced classrooms, and effective online
collaboration with AT tools.

P3: Documentation

Maintain comprehensive documentation of Al algorithms, data sources, and decision-
making processes.
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Rationale:

« Documentation provides a clear record of how AI tools are being used in teaching
and learning processes. This transparency is essential for holding staff accountable
for their use of Al ensuring that these tools are used ethically and in alignment with
institutional policies. By documenting the use of Al institutions can monitor com-

pliance with legal and ethical standards, thus protecting both students and staff.

« With thorough documentation, HEIs can maintain high standards in the appli-
cation of AI technologies. Detailed records allow for the continuous review and
improvement of Al tools, ensuring that they meet educational objectives effectively.
Documentation enables academics and administrators to identify areas where AT is

succeeding and where it may need adjustments or improvements.

o Documenting AI usage creates a repository of experiences and strategies that can be
shared among academics within and across institutions. This collaborative approach
promotes the dissemination of innovative teaching practices and successful AI inte-

grations, fostering a culture of continuous improvement and shared learning.

« HEIs are often at the forefront of educational research, and documentation is cru-
cial for conducting rigorous studies on the impact of Al in teaching and learning.
Detailed records of AI implementation and outcomes can provide valuable data for
research, leading to evidence-based advancements in educational technology and

pedagogy.

Al technologies can raise ethical concerns, such as bias in algorithms or the potential
for infringing on students’ privacy. Comprehensive documentation helps to ensure
that these ethical considerations are addressed by providing a clear record of Al
decision-making processes and the measures taken to mitigate risks. This fosters an

ethical AI culture within the institution.

 Educational institutions must comply with various regulations regarding data usage,
privacy, and technology implementation. Documentation helps ensure that AI usage
meets these regulatory requirements by providing a verifiable trail of compliance.

This can be crucial in the event of audits or external reviews.

« When students are aware that Al usage is well documented and transparent, they are
more likely to trust the technology and its role in their education. This trust can lead
to greater student engagement and a more positive attitude towards the integration of

Al in their learning experiences.

« Institutionalleaders and policymakers rely on accurate information to make informed
decisions about the adoption and integration of AI technologies. Comprehensive
documentation provides the necessary insights into how AI tools are performing
and their impact on teaching and learning, facilitating data-driven decision-making

processes.
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Incorporation:

Every time an Al tool is used in a course (e.g., for grading, personalised feedback, or
content delivery), the academics or administrators log the activity in a centralised
system. This log includes details such as the date, purpose, outcomes, and any issues
encountered.

Before implementing a new Al-based learning tool, staff create a comprehensive
project plan that includes objectives, expected outcomes, resources required, time-
lines, and roles and responsibilities. This plan is documented and accessible to all
stakeholders.

Staff use a standardised checklist to ensure that the use of Al tools complies with
ethical guidelines. This checklist covers aspects such as data privacy, consent, bias
mitigation, and transparency. Completed checklists are stored in a shared repository.

When a new Al tool is introduced, detailed training manuals and video tutorials
are created and documented. These resources include step-by-step instructions, best
practices, troubleshooting tips, and case studies of successful implementations.

After each semester, academics who used Al tools in their teaching submit a reflec-
tion report. This report includes feedback on the tool’s effectiveness, student engage-
ment, learning outcomes, and any challenges faced. These reports are compiled and
reviewed to inform future AI use.

HEIs develop and maintain clear policies and procedures for Al use in teaching and
learning. These documents outline the standards for AT integration, data manage-
ment protocols, and the roles and responsibilities of staff. Policies are reviewed regu-
larly and updated as needed.

Successful implementations of Al in courses are documented as case studies. These
case studies describe the context, implementation process, outcomes, and lessons
learned. They are shared across the institution to serve as models for other academics
and administrators.

Whenever Al tools require the use of student data, staff obtain informed consent
from students. Consent forms are documented, outlining how data will be used,
stored, and protected. Copies of these forms are securely stored.

Any technical issues or ethical concerns that arise during the use of Al tools are
logged in an issue tracker. This log includes descriptions of the issues, steps taken to
resolve them, and final outcomes. These logs help in identifying recurring problems
and improving Al tools.

HEISs create online platforms where staft can document and share their experiences
with ATtools. These platforms might include forums, wikis, or collaborative documents
where educators post their documentation, discuss challenges, and share solutions.
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Example 1 « For courses like ‘Digital Humanities” or ‘Al in Art; staff should document how Al
tools will be integrated into the curriculum. This includes specifying the types of Al
technologies used, their purpose, and the expected learning outcomes.

Documentation Details:

+ Description of Al tools (e.g., text analysis software, art generation tools).
+ Pedagogical goals for using these tools.

+ Assessment methods for evaluating Al-enhanced assignments.

Example 2 « Inacourse on ‘Contemporary Art Practices, academics might use Al to generate art
pieces or analyse artistic styles. Documentation should cover how Al is used in lesson
plans and course materials.

Documentation Details:

o Detailed lesson plans showing where and how Al tools are incorporated.
« Instructions for students on using these tools.

« Annotated bibliographies of AI tools and resources.

Example 3 « For a ‘Philosophy of AT’ course, staff should provide clear guidelines on the ethical use

of Al especially concerning bias, intellectual property, and data privacy.
Documentation Details:
« Policies on the ethical use of Al in coursework.
 Case studies and examples of ethical dilemmas in AL
« Consent forms and data usage agreements.

Example 4 « Students might use AI for data analysis or creative projects in research seminars
or capstone projects. Staff should document the AT tools and methodologies
recommended or required.

Documentation Details:

+ Guidelines for Al tool usage in student projects.

o Templates for documenting AI methodologies in research papers.
« Examples of successful Al-integrated student projects.

Example 5  Using Al-driven platforms for collaboration, such as virtual art studios or
discussion boards. Documentation should include platform usage instructions and
communication protocols.

Documentation Details:
o User manuals for collaborative AI platforms.
« Communication logs and protocols for Al-facilitated interactions.
« Evaluation forms for platform effectiveness and user satisfaction.
Example 6 « Using Al for analysing student performance and engagement data. Documentation

should specify data collection methods, AI algorithms used, and data privacy
measures.

Documentation Details:

« Data collection procedures and Al analysis algorithms.
 Reports on findings from Al data analysis.
« Privacy policies and consent forms for data usage.
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P4: Accountability Mechanisms

Establish systems to address any misuse or unintended consequences, ensuring there are
clear points of responsibility.

Rationale:

Al systems can inadvertently perpetuate or amplify biases. Accountability mecha-
nisms help ensure that AI tools are regularly audited for fairness and inclusivity.

Safeguarding students’ personal information is critical. Accountability ensures com-
pliance with data protection regulations and ethical standards.

Clear guidelines and regular monitoring uphold ethical use, preventing misuse or
unintended harm.

Accountability mechanisms ensure that Al tools meet high educational standards
and contribute positively to the learning environment.

Regular reviews and feedback loops help refine AI applications, ensuring they effec-
tively support learning objectives.

Documenting Al usage provides transparency, allowing staff to understand how
decisions are made and to trust the integrity of the educational process.

Clear accountability processes reassure students and faculty that AI tools are used
responsibly and ethically.

Mechanisms for reporting and addressing issues ensure that concerns are taken seri-
ously and resolved promptly.

Open communication about how Al is used and its impact fosters an environment of
trust and collaboration.

Incorporate:

Create detailed policies outlining acceptable AI usage, ethical considerations, data
privacy, and security standards.

Involve faculty, students, IT staff, and legal experts in the policy-making process to
ensure all perspectives are considered.

Review and update policies periodically to keep up with technological advancements
and emerging ethical concerns.

Publish policies in accessible formats for all staff.
Provide training materials and sessions to ensure understanding and compliance.
Maintain records of committee meetings, decisions, and actions taken.

Publish annual reports on AI usage and oversight activities.
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« Create comprehensive training programmes focused on ethical Al usage, data pri-

vacy, and security.

+ Require all staft involved with AT tools to complete training and obtain certification.

 Regularly audit AI tools and their implementation in teaching and learning to ensure

compliance with established policies.

o Occasionally engage third-party auditors to provide an unbiased assessment of Al

practices.

Example 1

Develop a comprehensive policy on the use of Al tools for teaching finance,
marketing, or management courses. The policy should outline acceptable uses,
ethical considerations, and privacy standards.

Implementation Steps:

Draft a policy document detailing the use of AI in various business courses.
Include guidelines on data privacy, Al ethics, and acceptable use cases.
Review the policy with staff, including faculty, students, and legal advisors.
Publish the policy on the school’s website and internal platforms.

Documentation:

Policy document available for download.
Records of policy review meetings and feedback from all staff.

Example 2

Implement a system for reporting any issues related to Al use, such as biases in AI-
driven grading systems or data privacy concerns in a business analytics course.

Implementation Steps:

Create an online portal or email address to report Al-related issues.
Ensure anonymity and protection for individuals reporting issues.
Establish a protocol for addressing reported concerns promptly.

Documentation:

Logs of reported issues and actions taken.
Summary reports provided to the AI Ethics and Compliance Committee.

Example 3

Set up a system for evaluating the effectiveness of Al tools used in decision-making
courses and gathering feedback from students and faculty.

Implementation Steps:

Define criteria for evaluating Al tools, focusing on educational outcomes and ethical
use.

Collect feedback from students and faculty through surveys and focus groups.

Use feedback to make necessary adjustments to Al implementations.

Documentation:

Evaluation criteria and reports.
Feedback summaries and records of resulting changes to Al tools or practices.
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Example 4

» Encourage open discussions about AT ethics and accountability in business education
through seminars and workshops.

Implementation Steps:
« Organise regular seminars, workshops, and panel discussions on Al ethics and
accountability.

« Invite experts to speak and share best practices.
» Encourage faculty and students to participate and contribute to these discussions.

Documentation:

» Event agendas and materials.
« Attendance records and summaries of discussions.

Example 5

o Ensure that AI tools used in courses like international business comply with relevant
legal and regulatory standards, including GDPR for courses involving European data.

Implementation Steps:

o Regularly review legal and regulatory requirements for Al and data usage.
o Update Al tools and practices to ensure compliance with these standards.
o Document compliance efforts and ensure transparency.

Documentation:

o Legal review reports and compliance checklists.
+ Records of updates and adjustments made to comply with regulations.

P5: Augment, Don’t Replace

Use Al to support and enhance human decision-making rather than replace it entirely.

Rationale:

A. AT has the potential to significantly augment academic capabilities by automating

routine tasks, providing advanced data analytics, and offering personalised learning
experiences.

o+ Al can automate time-consuming tasks such as grading, attendance tracking, and

scheduling, freeing academics to focus on more meaningful student interactions.

o Al can analyse vast amounts of data to provide insights into student performance
and learning patterns, helping academics tailor their teaching strategies to meet
individual student needs.

o Al can offer personalised learning experiences by adapting content to each stu-
dent’s pace and learning style, allowing academics to effectively address diverse
learning needs.

B. Education is fundamentally a human-centred endeavour that relies on the emotional
and intellectual connections between academics and students. The principle of aug-
menting rather than replacing ensures that these human elements are preserved.
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Academics bring empathy, understanding, and emotional support to their inter-
actions with students, which AI cannot replicate.

Human academics are essential for fostering critical thinking, creativity, and eth-
ical reasoning—skills that are difficult for AT to cultivate independently.

Academics’ roles as mentors and guides are irreplaceable. They provide personal
insights, career advice, and life guidance that go beyond academic instruction.

C. HEIs have established reputations and values based on the quality of their educa-
tional experiences. Augmenting rather than replacing academics with AI helps

maintain these standards.

Human academics ensure the consistency and quality of education, upholding
the institution’s academic standards and values.

Academics play a key role in shaping an institution’s culture and identity, which
Al cannot replicate.

Academics can adapt Al tools to fit the specific context and needs of their institu-
tion, ensuring that technology serves to enhance rather than homogenise educa-
tional experiences.

D. For Al to be effectively integrated into education, academics and students must trust
and accept it. The principle of augmentation helps build this trust.

Academics and students are more likely to embrace AI if they see it as a tool that
supports rather than threatens their roles and experiences.

An augmentation approach promotes a balanced view of AI, where its strengths
are leveraged without overshadowing the critical role of human academics.

By involving academics in the implementation and ongoing use of AI, HEIs can
ensure that technology adoption is collaborative and inclusive.

Incorporation:

o Use Al to provide initial assessments of student assignments, allowing faculty to
focus on more in-depth feedback and personalised guidance.

o Leverage Al to create personalised learning pathways for students, allowing faculty to
provide more targeted support.

« Implement AI to handle routine administrative tasks such as scheduling, attendance
tracking, and resource allocation, allowing faculty to focus more on teaching and
mentoring.

 Provide Al tools that assist faculty with research tasks such as literature reviews, data

analysis, and trend identification.
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o Use AI to enhance classroom engagement through interactive tools and real-time
analytics, allowing faculty to focus on facilitating discussions and critical thinking.

o Offer Al-assisted professional development programmes for faculty to improve their
teaching methods and integrate new technologies into their curriculum.

Example 1 o Use Al-powered legal research tools to assist faculty and students in finding relevant
case laws, statutes, and legal precedents more efficiently.

Implementation Steps:

o Integrate Al-driven legal research platforms like LexisNexis, Westlaw, or ROSS
Intelligence into the law school’s resources.

o Train faculty on using these tools to enhance their research capabilities and integrate
them into their teaching materials.

« Organise workshops for students to familiarise them with these tools and demonstrate
how AI can streamline their research processes.

Example 2 o Implement Al tools that assist in document review and contract drafting to help faculty
focus on more complex legal analysis and mentorship.

Implementation Steps:

« Introduce Al-powered document review tools such as Kira Systems or LawGeex for
faculty use in coursework and research.

« Conduct sessions to train faculty on using these tools to review large volumes of
documents and draft contracts efficiently.

« Encourage students to use these tools for class assignments and practical exercises
under faculty supervision.

Example 3 o Leverage Al to create personalised learning pathways for law students, allowing faculty
to provide more targeted guidance and support.

Implementation Steps:

 Integrate Al-driven Learning Management Systems (LMS) that track student progress
and suggest personalised learning resources.

« Develop dashboards for faculty to monitor student progress, identify areas where
students struggle, and provide tailored support.

« Faculty can use insights from Al to offer personalised office hours and tailored feedback
on assignments.

Example 4  Incorporate Al in simulation and moot court exercises to provide students with
realistic, interactive legal scenarios and feedback.

Implementation Steps:

o Use Al to create realistic legal scenarios and virtual clients for students to interact with
during simulations.

o Al can provide detailed analytics on student performance during moot court practices,
highlighting strengths and areas for improvement.

« Faculty can review Al-generated reports to offer more focused feedback and
mentorship to students.
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Example 5 o Use Al tools to assist faculty in grading and providing feedback on legal writing
assignments, allowing them to focus on more nuanced analysis and mentorship.

Implementation Steps:

o Implement Al tools like Turnitin or Grammarly to evaluate grammar, citations, and
initial structure of legal writing assignments.

« Faculty can then focus on providing in-depth feedback on legal reasoning,
argumentation, and originality.

 Ensure students receive comprehensive feedback, combining Al-generated insights
with detailed faculty comments.

P6: Training and Support

Provide comprehensive training for staff and students to understand and effectively

interact with AT systems.

Rationale:

« Al can potentially transform teaching methodologies and learning experiences. By
providing comprehensive training and support, HEIs can ensure that staft are well-
equipped to leverage AI tools effectively. This can lead to more personalised learn-
ing experiences, improved student engagement, and better learning outcomes. For
instance, AI can help identify students’ learning patterns and tailor instructional
methods accordingly, which can significantly enhance the overall educational
experience.

AT can play a crucial role in making education more accessible and inclusive. With
proper training, academics and practitioners can use Al to develop adaptive learning
systems that cater to diverse learning needs, including those of students with dis-
abilities. This promotes equity in education by ensuring that all students have access
to the resources they need to succeed.

AT technologies can automate administrative tasks such as grading, scheduling, and
providing feedback, thereby freeing up valuable time for academics to focus on teach-
ing and mentoring students. Training and support in Al use can help staff become
more efficient in their roles, leading to increased productivity and job satisfaction.

As Al continues to advance and integrate into various sectors, HEIs must keep pace to
remain competitive and relevant. Providing staff with the necessary training and sup-
port ensures that the institution remains at the forefront of educational innovation.
This not only enhances the institution’s reputation but also attracts prospective stu-
dents and faculty who are looking for a forward-thinking educational environment.
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« Implementing training and support for Al use encourages a culture of continuous
learning and professional development among staff. This not only helps in the adop-
tion of new technologies but also fosters an environment where academics and prac-
titioners are constantly updating their skills and knowledge, which is essential in a
rapidly changing educational landscape.

Incorporation:

o Start with a survey to assess the current level of AI knowledge and usage among
faculty and staff. Identify areas where AI can have the most significant impact on
teaching and learning.

o Set clear, measurable goals for Al integration, such as enhancing personalised learn-
ing, improving student engagement, and increasing operational efficiency.

o Design a structured training programme that covers the basics of Al its applica-
tions in education, and ethical considerations. Include modules on specific Al tools
relevant to different disciplines.

» Engage AI specialists and educational technologists to develop and deliver train-
ing content. Consider partnerships with AI companies and educational technology
providers.

« Organise a series of workshops and seminars to introduce faculty and staff to AI con-
cepts and tools. These sessions should be interactive, allowing participants to try out
Al tools and ask questions.

« Offer online courses and webinars for those who cannot attend in-person sessions.
Ensure these courses are self-paced to accommodate varying schedules.

o Establish an AI Help Desk or support team to provide ongoing assistance. Staft this
team with knowledgeable individuals who can troubleshoot issues and offer guidance
on best practices.

o Form peer support groups where faculty can share experiences, challenges, and solu-
tions related to Al use in teaching.

» Create comprehensive user guides and video tutorials for different Al tools. Make
these resources easily accessible through the university’s intranet or a dedicated
online platform.

« Compile case studies and best practices from within the institution and other HEIs
to showcase successful Al integration in teaching and learning.
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Example 1 Initial Training Workshop:

Date: 1-3 August 2025
Location: Mani University Conference Center

Agenda:

o Day I1: Introduction to Al in Education

o Day 2: Hands-on Training with AI Tools (e.g., adaptive learning platforms, AI-driven
analytics)

o Day 3: Ethical Considerations and Best Practices

Ongoing Support:

o Al Help Desk: Open 9 AM-5 PM, Monday to Friday. Contact via email, phone, or live
chat.

o Monthly Peer Support Meetings: First Thursday of every month, 3 PM-4 PM.

« Resources:

o Online Portal: Access user guides, video tutorials, and case studies at ai-support.
maniuniversity.ac.uk.

o Innovation Grant Application: Available biannually, with deadlines on March 1 and
October 1.

Example 2 o Design a structured training programme that covers the basics of Al its applications in
education, and ethical considerations. Include modules on specific Al tools relevant to
different disciplines.

« Engage Al specialists and educational technologists to develop and deliver training
content. Consider partnerships with AI companies and educational technology
providers.

Example 3 o Dedicate specific days throughout the academic year for professional development
focused on Al and technology integration.

o Regularly update the training programme to include new Al tools and advancements.
Offer refresher courses and advanced training for experienced users.

P7: Bias Mitigation
Implement regular audits of Al systems to detect and mitigate biases related to race, gender,
socio-economic status, and other protected characteristics.

Rationale:

o Bias in Al can undermine the trust that students, faculty, and the broader commu-
nity have in educational institutions. By actively working to mitigate bias, HEIs can
demonstrate their commitment to ethical standards and social responsibility. This
enhances the institution’s credibility and fosters a trusting relationship with stu-
dents and stakeholders, who need assurance that AI tools are used responsibly and
ethically.

 Bias in AI can lead to unfair treatment of students, affecting their academic per-
formance and future opportunities. For instance, biased recommendation systems
might not accurately suggest courses or resources that best fit a student’s needs,
potentially hindering their educational progress. By mitigating bias, HEIs can ensure
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that Al-driven recommendations and assessments are more accurate and beneficial,
ultimately improving student outcomes.

+ An inclusive educational environment is one where all students feel valued and sup-
ported. Bias mitigation in AI helps to create such an environment by preventing
discriminatory practices and ensuring that all students are represented fairly. This
is particularly important in diverse classrooms where students come from various
backgrounds and have different needs.

« Training staff on bias mitigation in AI not only improves the ethical use of technol-
ogy but also enhances their overall understanding and capability in using advanced
tools. This professional development is essential for educators to stay current with
technological advancements and to use AI effectively in their teaching practices. It
empowers academics to critically evaluate Al tools and incorporate them in a way
that supports unbiased and inclusive teaching.

 Implementing the bias mitigation principle promotes a culture of accountability
within the institution. It encourages continuous evaluation and improvement of
AT systems, ensuring that they serve the best interests of all students. This culture
of accountability extends beyond AI and influences broader institutional practices,
fostering an environment where ethical considerations are paramount.

« Bias mitigation in Al encourages the development of more sophisticated and innova-
tive Al solutions. When Al developers and users are aware of the potential for bias,
they are more likely to create and implement systems that are not only more accu-
rate but also more robust and fair. This drives innovation in educational technology,
benefiting both the institution and its students.

Incorporation:
 Bias-Aware Curriculum Design

+ Objective: Ensure that Al-driven curriculum recommendations are unbiased
and promote diverse perspectives.

o Implementation Steps:

 Data Review: Conduct a thorough review of curriculum data sources to identify
potential biases based on demographic, cultural, or socio-economic factors.

« Diverse Input: Incorporate diverse viewpoints and sources into Al algorithms to
ensure a balanced representation of topics and perspectives.

o Algorithm Audit: Regularly audit AI algorithms used for curriculum recom-
mendations to detect and mitigate any emerging biases.

« Fair Assessment and Grading Systems

» Objective: Prevent bias in Al-based assessment tools to ensure fair evaluation of
student performance.
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« Implementation Steps:

« Bias Testing: Conduct bias testing on AI algorithms used for grading to identify
disparities based on gender, ethnicity, or other sensitive attributes.

o Adjustment Algorithms: Modify grading algorithms to account for potential
biases, ensuring that assessment criteria are applied consistently and fairly across
all student submissions.

« Human Oversight: Implement human oversight of Al-generated grades to verify
fairness and accuracy, particularly in subjective assessments

 Inclusive AI-Driven Student Support

« Objective: Provide personalised support to students while ensuring Al tools do
not perpetuate biases.

« Implementation Steps:

« Bias Training for Advisors: Train academic advisors and support staft to recog-
nise and mitigate biases in AI-driven student support systems.

o Customisation Options: Offer customisation options in Al tools that allow stu-
dents to adjust preferences and settings based on individual needs and preferences.

« Feedback Mechanisms: Establish feedback mechanisms where students can
report biases or discrepancies encountered in Al-driven support systems for
prompt resolution and improvement.

« Diversity in AI Development Teams

+ Objective: Ensure diverse representation in teams developing Al tools to mitigate
inherent biases.

o Implementation Steps:

 Diverse Hiring Practices: Actively recruit and hire AI developers, data scientists,
and researchers from diverse backgrounds and experiences.

« Cross-Disciplinary Collaboration: Foster collaboration between AI developers
and experts in social sciences, humanities, and ethics to incorporate diverse per-
spectives into AI design and implementation.

« Bias Awareness Training: Provide ongoing training on bias mitigation and ethi-
cal Al principles for AI development teams to cultivate a culture of inclusivity and
responsibility.

« Continuous Evaluation and Improvement

« Objective: Continuously monitor and improve Al systems to ensure bias mitiga-
tion remains effective over time.
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o Implementation Steps:

o Performance Metrics: Define and track performance metrics related to bias miti-
gation in Al systems, such as fairness indices and user satisfaction surveys.

+ Regular Audits: Conduct regular audits and reviews of AI algorithms and appli-
cations to identify and address any emerging biases or unintended consequences.

« Staff Engagement: Engage students, faculty, and staff in ongoing discussions
about AT ethics and bias mitigation strategies to gather feedback and insights for
continuous improvement.

Example 1 Fairness in Legal Case Analysis

+ Objective: Ensure Al tools used for legal case analysis are free from biases that could
affect legal outcomes.

Implementation Steps:

« Bias Testing: Conduct thorough bias testing on AI algorithms used for legal case
analysis to identify disparities based on race, gender, or socio-economic status.

+ Algorithm Transparency: Document the criteria and variables used in decision-
making processes to ensure transparency in how Al algorithms analyse legal cases.

« Legal Ethics Training: Provide specialised training on legal ethics and bias mitigation
for faculty and staft utilising AI tools in legal education.

Example 2 Non-Discriminatory Legal Research Assistance

« Objective: Provide Al-driven research tools that do not perpetuate biases in legal
research and writing.

Implementation Steps:

« Data Review: Review and diversify the datasets used to train AI models for legal
research to minimise biases in case law, statutes, and legal precedents.

« Ethical Guidelines: Develop and enforce ethical guidelines for using Al in legal
research to ensure objective and unbiased results.

 Student Training: Integrate bias mitigation training into the legal research curriculum
to educate students on identifying and addressing biases in AI-driven research tools.

P8: Equitable Access

Ensure all students and staff have equal access to Al resources and their benefits, and that
Al applications do not exacerbate existing inequalities.

Rationale:

« Equitable access to Al tools and resources ensures that all staff, regardless of their
background, have the opportunity to enhance their teaching and learning practices.
This inclusivity fosters a diverse range of perspectives in Al applications, enriching
the educational environment. When all staft have equal access to Al it prevents the
marginalisation of certain groups and promotes a culture of diversity and inclusion
within the institution.
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« AI has the potential to significantly improve teaching methodologies through per-
sonalised learning, automated grading, and data-driven insights. Ensuring equitable
access to these tools allows all staff to enhance their teaching practices, improving
student outcomes. When every staff can leverage AI’s capabilities, the overall quality
of education the institution provides rises, benefiting the entire student body.

« Inequitable access to Al tools can exacerbate the digital divide, creating disparities in
educational quality between different departments or among individual academics.
By implementing equitable access policies, HEIs can bridge this divide, ensuring that
no staff member is left behind due to a lack of resources or technical support. This
promotes a more balanced and fair educational ecosystem.

« Equitable access to Al tools helps to ensure fairness and equity within the institution.
Without equitable access, certain staff members may be disadvantaged, unable to uti-
lise AT’s full potential in their teaching. This can lead to disparities in student learn-
ing experiences and outcomes. By providing equitable access, HEIs ensure that all
educators can deliver high-quality, AI-enhanced education, contributing to a fairer
academic environment.

Incorporation:
o Accessible AI Resources
 Objective: Ensure that all staff have access to the necessary Al tools and resources.
o Implementation Steps:

« Al Toolkits: Provide a standard set of Al tools and software licenses to all teach-
ing staff. Ensure these tools are user-friendly and accompanied by comprehensive
guides.

+ Resource Libraries: Create an online library of Al resources, including tutorials,
research papers, case studies, and best practices.

+ Technical Support: Establish a dedicated technical support team to assist staff
with the installation, configuration, and use of AI tools.

o Inclusive Policy Development
 Objective: Develop policies that ensure equitable access to Al for all staft members.
« Implementation Steps:

+ Needs Assessment: Conduct regular surveys and focus groups to assess the Al
needs of different departments and individual staff members.

+ Equity Policies: Create and enforce policies that guarantee equal access to Al
resources and training for all staff, regardless of their role, department, or seniority.

« Funding Allocation: Allocate specific funding to support the equitable distribu-
tion of Al resources and training opportunities.
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o Creating a Supportive Community

Objective: Foster a community of practice around the use of Al in teaching and
learning.

Implementation Steps:

Mentorship Programmes: Pair experienced AT users with less experienced staff
to provide guidance and support. Establish a mentorship program where Al-
literate faculty can help others integrate Al into their teaching.

AI User Groups: Form user groups or communities of practice where staft can
share experiences, challenges, and successes in using Al. Hold regular meetings
and create online forums for continuous interaction.

Collaborative Projects: Encourage cross-departmental Al projects that promote
collaboration and knowledge sharing. Offer grants or incentives for interdisci-
plinary Al initiatives.

Example 1 | Financial Support and Incentives

o Objective: Provide financial support and incentives to ensure equitable access to Al tools
and training.

o Implementation Steps:

o Grants and Scholarships: Offer grants and scholarships for faculty to attend Al-related
conferences, courses, and workshops, focusing on applications in business.

Subsidised Equipment:

o Provide subsidies for purchasing Al-related hardware and software, ensuring all faculty
have the necessary equipment to effectively use Al in their teaching.

Incentive Programs:

« Create incentive programs that reward faculty for successfully integrating Al into their
courses, including recognition awards, bonuses, or additional professional development
opportunities.

Example 2 | Promoting Awareness and Advocacy

o Objective: Raise awareness about the importance of equitable access to Al and advocate
for continuous improvement.

Implementation Steps:
Awareness Campaigns:

« Launch campaigns highlighting the benefits of Al in business education and the
importance of equitable access. Use newsletters, webinars, and social media to spread the
message.

Advocacy Committees:

« Establish committees or task forces dedicated to advocating for equitable access to Al These
groups can drive policy changes and promote best practices within the business school.

o Regular Reporting: Publish regular reports on the institution’s progress towards equitable
access to Al including successes, challenges, and future plans. Share these reports with
all stakeholders to maintain transparency and accountability.
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P9: Inclusive Design

Engage diverse groups in the development and testing of Al systems to identify and address
potential biases.

Rationale:

o AI systems designed inclusively can offer personalised learning experiences that
cater to individual student needs, improving engagement and learning outcomes.
For example, Al can provide tailored feedback, recommend resources that match a
student’s learning style, or offer alternative formats for content delivery (e.g., audio
for visually impaired students). By fostering an inclusive environment, HEIs can help
all students achieve their full potential, thereby enhancing overall academic perfor-
mance and satisfaction.

« Incorporating Inclusive Design principles encourages diverse perspectives in devel-
oping and implementing Al technologies. This diversity can lead to more innova-
tive solutions that are sensitive to the university community’s varied experiences
and needs. Engaging a broad range of stakeholders in the design process—including
students, faculty, and external experts—ensures that Al systems are robust, versatile,
and capable of addressing a wide array of challenges.

o The successful integration of Al in teaching and learning hinges on the trust and
acceptance of the university community. Inclusive Design can help build this trust by
demonstrating a commitment to fairness, transparency, and respect for all individu-
als. When students and staff see that Al tools are designed with their diverse needs in
mind, they are more likely to embrace these technologies and utilise them effectively.

 Adopting Inclusive Design aligns with broader institutional goals of diversity, equity,
and inclusion. It reflects the values and mission of HEIs to provide a supportive and
enriching educational environment for all. Moreover, it positions the institution as a
leader in ethical Al implementation, enhancing its reputation and attracting a diverse
student body and faculty.

Incorporation:

o Offer workshops and training sessions to educate staff about AI technologies, their
capabilities, and potential biases. Emphasise the importance of Inclusive Design in
these sessions.

« Provide specific training on the principles of Inclusive Design, showcasing how to
apply these principles in the context of Al for teaching and learning.

 Include training that enhances cultural competency among staff, helping them
understand the diverse needs of the student population and how to address these
through inclusive Al solutions.

« Form development teams with diverse members, including individuals from various
cultural, socio-economic, and academic backgrounds, to contribute to the creation of
Al tools.
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« Involve students in the design and testing phases to ensure that their perspectives and
needs are considered.

« Engage a broad range of stakeholders—including students, faculty, administrative
staff, and external experts—in the AI development process. Conduct focus groups,
surveys, and user testing to gather input.

» Develop Al tools that adhere to universal design principles, ensuring they are acces-
sible to all users, including those with disabilities. This includes providing alternative
formats for content and ensuring compatibility with assistive technologies.

Example 1 Accessible AI-Powered Learning Platforms:

« Example: An Al-powered learning management system (LMS) that offers multiple
content formats (text, audio, video) to accommodate students with different learning
preferences and needs, including those with disabilities. Features like screen readers,
text-to-speech, and customisable font sizes ensure accessibility.

Implementation:

o Ensure the LMS complies with accessibility standards such as WCAG (Web Content
Accessibility Guidelines). Regularly test the platform with users who have disabilities to
identify and address any accessibility issues.

Example2 | AI-Enhanced Assessment Tools:

« Example: Al tools that offer diverse assessment methods, such as oral presentations,
written essays, and interactive projects, to cater to different strengths and preferences
among students.

Implementation:

« Provide options for students to choose their preferred method of assessment. Ensure
that the Al system evaluates all formats fairly and provides constructive feedback
tailored to each format.

Example 3 Data-Driven Insights for Inclusive Teaching:

« Example: Using Al to analyse classroom data and provide insights to academics on how
to make their teaching more inclusive. For instance, identifying patterns that suggest
certain groups of students are struggling more than others.

Implementation:

o Develop dashboards and analytics tools that highlight disparities in student
performance. Offer professional development sessions for instructors on how to use
these insights to adjust their teaching methods.

Example4 | Bias-Detection Algorithms:

o Example: Implementing Al systems that automatically detect and flag potential biases
in grading, admissions, or other decision-making processes. This helps ensure fair
treatment of all students, regardless of background.

Implementation:

o Develop and deploy algorithms that monitor for patterns of bias in AI decisions.
Conduct regular audits and have a diverse team of reviewers to assess the fairness
and accuracy of the AI's outputs.
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Example5 | Inclusive Chatbots and Virtual Assistants:

« Example: Deploying Al-powered chatbots that provide academic advising and support
services in multiple languages and are sensitive to cultural nuances. This can help non-
native English speakers and international students access support more easily.

Implementation:

o Train chatbots using multilingual datasets and involve native speakers in the
development and testing phases. Regularly update the chatbot’s language capabilities
based on user feedback.

P10: Adaptive Learning

Foster a culture of continuous improvement, adapting to new ethical challenges and
technological advancements.

Rationale:

+ Adaptive learning encourages innovation and collaboration among staft by provid-
ing a platform for sharing best practices and successful strategies. Academics can
learn from each other’s experiences and adapt Al tools and techniques to their own
contexts. This collaborative environment fosters a culture of innovation, where
academics are continuously exploring new ways to enhance their teaching.

« Adaptive learning systems generate valuable data on learning progress, engagement,
and areas needing improvement. HEIs can use this data to make informed decisions
about professional development programmes, identify common challenges, and tai-
lor future training initiatives. This data-driven approach ensures that professional
development efforts are aligned with the staff’s actual needs.

« Adaptive learning systems are scalable and flexible, making them ideal for institu-
tions with diverse staff needs and varying levels of Al proficiency. These systems can
accommodate large numbers of academics simultaneously while providing individu-
alised learning experiences. This scalability ensures that all staff members have the
opportunity to develop their skills, regardless of the institution’s size.

 Implementing adaptive learning can lead to more efficient use of resources. By per-
sonalising the learning experience, HEIs can ensure that training programmes are
relevant and targeted, reducing time and costs associated with one-size-fits-all train-
ing sessions. Adaptive learning platforms can identify and address specific areas
where academics need support, optimising the use of institutional resources.

« Adaptive learning leverages Al to tailor educational experiences to individual needs.
By implementing adaptive learning for staff, HEIs can offer personalised professional
development opportunities. This approach ensures that each academic receives train-
ing and resources that match their unique skill levels, knowledge gaps, and teaching
styles, leading to more effective and efficient learning.
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Incorporation:

Establish learning communities or cohorts where staff can collaborate, share insights,
and discuss challenges related to using Al in teaching.

Provide access to Al tools and software, such as machine learning platforms, data
analytics tools, and Al-driven educational applications.

Develop comprehensive user guides and tutorials to help staff effectively use these
tools.

Establish a dedicated technical support team to assist with any issues related to Al
tool usage and integration into teaching practices.

Incorporate interactive challenges and problem-solving scenarios that require staff to
apply Al concepts in practical contexts.

Collect and document case studies of staff who have successfully integrated Al into
their teaching practices.

Share these case studies and best practices through internal newsletters, workshops,
and seminars.

Highlight role models and AI champions within the institution who can inspire and
mentor others.

Ensure administrative support by integrating the adaptive learning platform into
the institution’s overall professional development strategy and providing necessary
resources and funding.

Example 1 | Continuous Improvement and Iteration

« Objective: Ensure Al training programmes remain relevant and effective through
continuous evaluation and updates.

Implementation Steps:

« Feedback Collection: Solicit feedback from faculty regarding their experiences with Al
training programmes, including suggestions for improvement and additional training
needs.

« Data Analysis: Analyse learning analytics data to identify trends, areas of strength, and
opportunities for enhancement in Al training modules and delivery methods.

« Iterative Updates: Regularly update Al training content and adapt learning strategies
based on faculty feedback, technological advancements in Al, and evolving legal
education needs

P11: Ethical Frameworks

Establish ethical guidelines for the use of AI in teaching and learning, emphasising the
importance of inclusivity and fairness.
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Rationale:

AT technology has the potential to greatly enhance teaching and learning, but it also
raises significant ethical concerns. Implementing ethical frameworks ensures that
staff use AI responsibly, mitigating risks such as bias, privacy violations, and unin-
tended consequences. Ethical guidelines help staff navigate these challenges, promot-
ing a balanced approach that maximises benefits while minimising harm.

The use of Al in education often involves handling large amounts of sensitive student
data. Ethical frameworks establish clear protocols for data management, ensuring
that student information is protected and used responsibly. This includes adhering to
data privacy laws, obtaining informed consent, and implementing robust data secu-
rity measures. By prioritising data privacy, HEIs can build trust with students and
their families, demonstrating a commitment to safeguarding personal information.

AT systems can inadvertently perpetuate biases present in their training data, lead-
ing to unfair treatment of certain groups of students. Ethical frameworks provide
guidelines for identifying and mitigating bias in AI applications. This ensures that
Al-driven educational tools and practices promote fairness and equity, giving all stu-
dents equal opportunities to succeed. By addressing biases, HEIs can create a more
inclusive and supportive learning environment.

AT tools, such as plagiarism detection software and automated grading systems, play
a crucial role in maintaining academic integrity. Ethical frameworks guide the use of
these tools to ensure they are applied fairly and consistently. They also address issues
such as transparency in automated decision-making, ensuring that students under-
stand how Al is being used in their education and have recourse if they believe they
have been unfairly treated.

Ethical frameworks provide clear guidelines for the development and deployment of
AT technologies within educational settings. This includes principles for transpar-
ency, accountability, and human oversight, ensuring that Al systems are designed
and implemented in ways that align with educational values and goals. By establish-
ing these guidelines, HEIs can influence the development of AI technologies to better
serve educational needs.

Academics trained in ethical Al use are better equipped to teach students about the
ethical implications of Al This prepares students not only to use Al responsibly in
their own lives but also to contribute to discussions and decisions about AI ethics in
their future careers. By embedding ethical considerations into Al education, HEIs
contribute to the development of a more ethically aware and responsible society.

Incorporation:

o Establish a Multi-Disciplinary Ethics Committee

« Objective: Ensure diverse perspectives are considered in developing and imple-
menting Al systems.
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Action Steps:

Form an ethics committee comprising faculty from different disciplines, includ-
ing computer science, law, philosophy, education, and sociology.

Include student representatives to provide insights into student concerns and
expectations.

Regularly meet to review Al initiatives, discuss potential ethical issues, and
develop guidelines.

» Develop Clear Data Privacy Policies

Objective: Protect student data and ensure its ethical use.
Action Steps:

Create comprehensive data privacy policies detailing how student data will be
collected, stored, used, and shared.

Ensure policies comply with legal standards such as GDPR and FERPA.

Communicate these policies clearly to students and obtain informed consent
before data collection.

Implement strong data security measures to protect against unauthorised access.

o Implement Bias Detection and Mitigation Strategies

Objective: Ensure fairness and prevent discrimination in AI-driven support systems.
Action Steps:

Use diverse datasets to train Al systems to minimise inherent biases.

Regularly audit AI systems for bias in recommendations and responses.

Develop algorithms that can detect and flag potential biases for further review.

Provide training for staff on recognising and addressing bias in Al applications.

 Ensure Transparency and Explainability

Objective: Make Al decision-making processes understandable and transparent
to users.

Action Steps:

Design Al systems that provide clear explanations for their recommendations
and decisions.

Create user-friendly interfaces that allow students to understand how decisions
are made.

Ofter detailed documentation on how the Al systems work and the data they use.
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Provide channels for students to ask questions and seek clarifications about
Al-driven decisions.

o Maintain Human Oversight and Accountability

Objective: Ensure human oversight to validate AI decisions and maintain
accountability.

Action Steps:

Require that all Al-driven recommendations are reviewed and approved by
human advisors before implementation.

Establish protocols for regularly monitoring and evaluating Al systems by human
Supervisors.

Develop a clear process for students to appeal or question Al-generated advice.

Hold regular training sessions for staff to stay updated on AI developments and
ethical practices.

o Foster Ethical AI Literacy Among Staff and Students

Objective: Educate the university community on ethical AI use.

Action Steps:

Integrate Al ethics modules into professional development programmes for staff.
Offer workshops, seminars, and Al ethics courses for staff and students.
Develop online resources, such as guides and tutorials, on ethical AI practices.

Encourage open discussions and forums on ethical AI use in education.

« Continuous Review and Improvement

Objective: Regularly update ethical frameworks to address evolving AI challenges.
Action Steps:

Schedule periodic reviews of ethical guidelines and frameworks by the ethics
committee.

Gather feedback from students and staff on their experiences with Al systems.
Stay informed about advancements in Al ethics and incorporate new best practices.

Adapt policies and practices based on feedback, technological developments, and
regulatory changes.

« Promote Institutional Transparency and Accountability

Objective: Ensure the institution's commitment to ethical Al use is transparent
and accountable.
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o Action Steps:

« Publicly share the university’s ethical frameworks, guidelines, and policies on Al

use.

« Provide regular reports on the implementation and impact of A systems, includ-
ing ethical reviews and audits.

« Create a transparent process for reporting and addressing ethical concerns related
to AL

« Recognise and reward initiatives that promote ethical Al use within the univer-

sity community.

Example 1

Continuous Improvement and Iteration

o Objective: Regularly update and improve ethical frameworks to keep pace with
technological advancements and ethical challenges.

Implementation Steps:
Feedback Mechanisms:

o Implement mechanisms for continuous feedback from faculty and students on AI tools
and their ethical implications. Use surveys, focus groups, and suggestion boxes to gather
input.

o Regular Updates: Periodically review and update ethical guidelines based on feedback,
technological advancements, and new ethical challenges.

o Professional Development: Provide ongoing professional development opportunities
for faculty to stay updated on the latest in AT ethics and best practices.

Example 2

Human Oversight and Accountability

o Objective: Maintain human oversight to ensure Al decisions are validated and
accountable.

Implementation Steps:

« Review Panels: Establish panels to review Al-generated recommendations or decisions.
For example, a faculty review panel can oversee Al-generated grades or feedback on
student assignments.

o Appeal Processes: Create clear processes for students to appeal or question Al-generated
decisions, such as grades or academic advice, ensuring that human intervention is
possible.

« Oversight Training: Train staff on effectively overseeing Al tools and intervening when
necessary, ensuring they can promptly identify and address issues.

P12: Ethical Review Boards

Consider establishing ethical review boards to oversee Al projects and ensure compliance
with ethical standards.

Rationale:

o Ethical Review Boards (ERBs) ensure that Al technologies are integrated responsibly.
By reviewing and assessing the ethical implications of AI applications, ERBs help
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prevent potential harms, such as biased algorithms, privacy violations, and data mis-
use. This oversight is crucial for maintaining educational practices’ integrity and pro-
tecting all stakeholders' interests.

AT systems often require access to large volumes of student data to function effec-
tively. This raises concerns about data privacy and security. An ERB can establish and
enforce strict guidelines for data collection, storage, and usage, ensuring compliance
with legal standards such as GDPR and FERPA. By overseeing data management
practices, the ERB helps safeguard student privacy and build trust between students
and the institution.

AT technologies can inadvertently perpetuate biases present in their training data,
leading to unfair treatment of certain groups of students. ERBs play a critical role in
identifying and mitigating these biases. They ensure that Al systems are designed and
implemented in ways that promote fairness and equity, providing equal opportuni-
ties for all students. This commitment to fairness helps create an inclusive educa-
tional environment where every student can thrive.

Transparency in Al decision-making processes is essential for maintaining trust and
accountability in educational practices. ERBs require that AI systems provide clear,
explainable, and understandable information about how decisions are made. This
transparency allows academics and students to understand the basis of Al-driven
outcomes and ensures that there is accountability for the decisions made by these
systems. It also provides a mechanism for addressing any grievances or disputes that
may arise.

The use of Al in grading, assessments, and other academic processes must uphold the
highest standards of academic integrity. ERBs ensure that Al tools are used appro-
priately and do not undermine the principles of fairness and honesty in education.
By providing oversight and establishing ethical guidelines, ERBs help maintain the
credibility of academic evaluations and prevent issues such as automated grading
errors or Al-facilitated cheating.

As Al technologies become more prevalent in education, it is essential for faculty and
staff to understand the ethical implications of AI use. ERBs can guide the develop-
ment of professional development programmes focused on Al ethics, helping staft to
navigate the ethical challenges associated with AI. This education promotes a culture
of ethical awareness and responsibility, ensuring that staff are well-equipped to use
Al tools in a principled manner.

Implementing ERBs demonstrates an institution’s commitment to ethical standards
and responsible innovation. This commitment enhances the institution’s reputation,
attracting students, faculty, and partners who value ethical practices. It positions the
institution as a leader in the responsible use of technology in education, which can
lead to increased trust, credibility, and competitive advantage in the higher education
landscape.
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» ERBs provide a structured approach to the ethical development and deployment of
AT technologies. They establish clear ethical guidelines and frameworks that devel-
opers and academics must follow, ensuring that AI tools are designed with ethical
considerations in mind from the outset. This proactive approach helps prevent ethical
issues before they arise and promotes the development of Al systems that align with
educational values and goals.

o Al use in education is subject to various regulatory and legal requirements. ERBs
ensure that AT applications comply with these regulations, reducing the risk of legal
challenges and penalties. By aligning AI practices with legal and ethical standards,
ERBs help institutions navigate the complex regulatory landscape and demonstrate
compliance with national and international guidelines.

Incorporation:

« Establishing the Ethical Review Board (ERB)

« Objective: Create a diverse and multidisciplinary body to oversee and evaluate the
ethical implications of AI use in education.

« Action Steps:

o Form a Committee: Establish an ERB comprising faculty from various disci-
plines, including law, ethics, computer science, education, and social sciences.
Include student representatives to ensure diverse perspectives.

« Define Roles and Responsibilities: Clearly define the roles and responsibilities
of ERB members, including reviewing AI applications, setting ethical guidelines,
and conducting regular audits.

» Regular Meetings: Schedule regular meetings (e.g., monthly or quarterly) to
review ongoing and new Al projects, ensuring continuous oversight and ethical
assessment.

« Developing Ethical Guidelines and Policies

« Objective: Create comprehensive ethical guidelines and policies for the use of AI
in teaching and learning.

« Action Steps:

» Conduct Research: Review existing literature and best practices on Al ethics in
education to inform guideline development.

« Draft Guidelines: Develop detailed guidelines covering data privacy, bias mitiga-
tion, transparency, accountability, and fairness.

o Stakeholder Input: Seek input from faculty, students, and external experts to
ensure the guidelines are robust and applicable.
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« Approval and Dissemination: Obtain formal approval from the institution’s gov-
ernance bodies and disseminate the guidelines widely among staff and students.

 Training and Capacity Building

« Objective: Equip faculty and staff with the knowledge and skills to use AI ethi-
cally in their teaching and learning activities.

o Action Steps:

« Develop Training Programmes: Create and offer regular training programmes
focused on Al ethics, including workshops, seminars, and online courses.

» Mandatory Training: Require all faculty and staff involved in Al-related activities
to complete mandatory ethical training.

« Continuous Learning: Encourage ongoing professional development by providing
access to resources, such as webinars, conferences, and publications on Al ethics.

o Monitoring and Auditing AI Applications

« Objective: Ensure ongoing ethical compliance and address any emerging ethical
issues in AI applications.

« Action Steps:

« Regular Audits: Conduct regular audits of AI applications used in teaching and
learning to assess compliance with ethical guidelines.

 Monitoring Tools: Develop and implement tools for continuous monitoring of Al
systems, focusing on performance, bias, and user feedback.

» Feedback Mechanisms: Establish channels for students and staff to report ethical
concerns or issues with Al systems. Ensure these channels are accessible and well
publicised.

« Promoting Transparency and Accountability

« Objective: Ensure transparency in AI decision-making processes and account-
ability for AT outcomes.

o Action Steps:

« Documentation and Reporting: Require detailed documentation of Al systems,
including their development, data sources, decision-making processes, and ethical
considerations.

« Explainable AI: Implement Al systems that can provide clear and understandable
explanations for their decisions, especially in areas such as grading and student
support.
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« Public Reports: Publish regular reports on the use and impact of Al in the insti-
tution, highlighting compliance with ethical standards and any corrective actions
taken.

» Fostering a Culture of Ethical Awareness

« Objective: Promote a culture of ethical awareness and responsibility across the
institution.

« Action Steps:

o Ethics in Curriculum: Integrate Al ethics into the curriculum for all students,
particularly in courses related to computer science, law, and education.

« Ethics Forums and Discussions: To engage the university community, organise
regular forums, panel discussions, and debates on Al ethics.

« Recognition Programmes: Establish recognition programmes to reward individ-
uals and teams demonstrating exemplary ethical practices in Al use.

» Reviewing and Updating Ethical Guidelines

« Objective: Ensure ethical guidelines remain relevant and effective in the face of
evolving Al technologies and ethical challenges.

« Action Steps:

« Periodic Reviews: Schedule periodic reviews of ethical guidelines (e.g., annually)
to incorporate new insights and advancements in Al ethics.

« Stakeholder Engagement: Continuously engage stakeholders in the review pro-
cess to gather diverse perspectives and feedback.

« Adaptive Policies: Be prepared to adapt policies and guidelines promptly in
response to emerging ethical issues and technological developments.

Example 1 | Establishing Clear Guidelines and Policies:

« Developing a dedicated policy on AI use in teaching and learning: This policy should
outline the ethical principles and considerations specific to Al applications within the
educational context.

o Defining criteria for ERB review: This could include the types of AI tools used, data
used, potential risks, and impact on students.

« Establishing clear roles and responsibilities: Clarify who within the HEI is responsible
for submitting applications for ERB review, reviewing applications, and ensuring policy
compliance.
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Example 2 | ERB Review Process for AI Tools and Activities:

o Mandatory review: All staff must submit a proposal for ERB review before
implementing any Al tool or activity in their teaching.
o Multidisciplinary ERB: The board should include members with expertise in Al ethics,
education, law, privacy, and relevant fields.
o Thorough assessment: The ERB should assess applications based on criteria such as:
« Fairness and Bias: Does the Al system discriminate against certain groups of
students?
« Transparency and Explainability: Is the Al system’s decision-making process
understandable and auditable?
o Privacy and Data Security: How is student data collected, used, and protected?
o Academic Integrity: Does the Al system promote cheating or plagiarism?
 Educational Impact: Does the Al tool enhance learning outcomes or create negative
impacts?

P13: Privacy and Data Protection

Safeguard the privacy of student data. Use Al systems that comply with data protection
regulations and ensure that data is anonymised and securely stored.

Rationale:

« HEIs in the UK and Europe are bound by the General Data Protection Regulation
(GDPR), which mandates strict data protection and privacy measures. Ensuring com-
pliance with GDPR is not only a legal obligation but also a critical factor in maintain-
ing the institution's reputation and avoiding substantial fines.

o The HEIs often have additional regulations and guidelines that emphasise the protec-
tion of personal data. Implementing privacy and data protection principles ensures
that HEIs adhere to all relevant legal frameworks.

o Staff members need to trust that their personal data is handled responsibly and
securely. Implementing strong privacy and data protection measures fosters a culture
of trust and transparency within the institution.

« Demonstrating a commitment to privacy and data protection can enhance the insti-
tution’s reputation among current and prospective staff, students, and the wider com-
munity. This commitment is increasingly important in an era where data breaches
and privacy concerns are prevalent.

o Al systems in teaching and learning often involve collecting and processing signifi-
cant amounts of personal data. Respecting the privacy of staff members by protecting
their data upholds the ethical principle of autonomy.

 Ensuring data protection helps prevent biases and misuse of AI systems. It promotes
fairness and equity by ensuring that Al tools are used in ways that do not disadvan-
tage or unfairly target specific groups of staff.
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Incorporation:

Develop and publish comprehensive data protection policies that outline the prin-
ciples, practices, and procedures for handling personal data, specifically addressing
the use of Al in teaching and learning.

Ensure that these policies are regularly updated to reflect changes in technology, legal
requirements, and best practices in data protection.

Collect only the data that is necessary for the specific purposes of the AI applications.
Avoid collecting excessive or irrelevant information.

Apply techniques to anonymise or pseudonymise data where possible, ensuring that
personal identifiers are removed or obscured to protect individual privacy.

Conduct Data Protection Impact Assessments (DPIAs) for all Al projects to identify
and mitigate potential privacy risks. DPIAs help understand the data flows and AI's
implications for staff privacy.

Establish accountability mechanisms such as appointing a dedicated data protection
officer (DPO) to oversee compliance with data protection laws and principles.

Offer regular training sessions for staff on data protection principles, privacy rights,
and the implications of AI technologies. This ensures that staff are aware of how their
data is being used and their rights regarding their personal information.

Example of 1 1. The HEIs should set up a dedicated support desk where staff can raise concerns or

seek advice on data protection issues related to Al This support desk is staffed with
knowledgeable personnel who can provide guidance and assistance

Example 2 2. The HEIs appoint a data protection officer (DPO) responsible for ensuring that

all AT applications comply with relevant data protection laws such as GDPR. The
DPO conducts regular reviews and updates policies to align with any new legal
requirements or guidelines.

Example 3 3. To foster a culture of privacy, the HEI conducts workshops on privacy-by-design

principles for AI developers and faculty members involved in Al projects. These
workshops emphasise the importance of integrating privacy features from the initial
design stages of Al tools.

Example 4 4. The HEIs implement advanced security measures, such as multi-factor authentication

(MFA) and encryption, for all AI systems that handle personal data. Regular security
audits and vulnerability assessments are conducted to identify and address potential
security weaknesses.

Example 5 5. The HEIs create a dedicated webpage that explains how Al tools are used in teaching

and learning, what data is collected, how it is processed, and the measures in place
to protect this data. Staff are regularly updated on any changes through email
notifications and staff meetings

Example 6 6. Before implementing a new Al-powered tool for faculty performance evaluation, the

HEIs should conduct a Data Protection Impact Assessment (DPIA). This assessment
identifies potential privacy risks and outlines measures to mitigate them, such as data
encryption and restricted access controls.
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P14: Regular Assessment

Continuously assess the effectiveness of Al tools in improving learning outcomes. Use
evidence-based practices to evaluate the impact of AI on student performance and
engagement.

Rationale:

 Regular assessment helps to ensure that Al tools used in teaching and learning are
meeting their intended goals and enhancing educational outcomes. By continuously
evaluating the performance and impact of AI applications, HEIs can identify areas
for improvement and ensure that these technologies are genuinely benefiting both
staff and students.

o Regular assessments promote accountability and transparency in the use of Al By
documenting and publicly sharing the results of these evaluations, HEIs demonstrate
their commitment to responsible and ethical AI use. This transparency helps build
trust among stakeholders, including staff, students, and the wider community.

« Al systems can inadvertently perpetuate or exacerbate biases. Regular assessment is
crucial to detect and mitigate such biases, ensuring that AI applications operate fairly
and equitably. This is particularly important in educational settings where fairness in
grading, feedback, and support is essential.

o The field of Al is rapidly evolving. Regular assessment enables HEIs to stay up-to-
date with technological advancements and integrate new, more effective Al tools into
their teaching and learning practices. This proactive approach ensures that the insti-
tution remains at the forefront of educational innovation.

+ Regular assessment provides valuable feedback that can support staff’s continuous
professional development. By identifying strengths and areas for improvement in
the use of Al tools, HEIs can tailor training programmes to better meet their staft’s
needs.

o Regular assessment fosters a culture of continuous improvement within the insti-
tution. By routinely evaluating and refining AI applications, HEIs can continually
enhance the quality of education they provide and better meet the needs of their staft
and students.

Incorporation:

+ Regularly reviews the effectiveness of its AI-powered grading system to ensure it is
accurately assessing student work and providing meaningful feedback. If discrepan-
cies or biases are found, the system can be adjusted accordingly.

« An HEI publishes annual reports detailing the performance and impact of Al tools in
various departments, including success stories, challenges faced, and improvements
made based on assessment findings.
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o Conducts periodic bias audits of its Al-driven student support chatbot to ensure
that it provides equitable assistance to all students, regardless of their background or
demographics.

o Regularly evaluates its AI-based learning management system and upgrades to newer
versions that offer enhanced features, better user experience, and improved security.

o Assess results to develop targeted workshops and training sessions that address spe-
cific challenges faculty members face when integrating Al into their teaching practices.

 Implements a feedback loop where staff and students can regularly provide input on
AT tools, which is then used to make iterative improvements to these technologies.

Example 1 7. At the end of each academic term, an HEI should distribute surveys to both students
and staff to gather their perspectives on the effectiveness and user-friendliness of Al
tools used in their courses. The survey results are analysed to guide future Al tool
improvements and ensure they meet the needs of users.

Example 2 8. Before fully implementing a new Al tool across the institution, a university runs a
pilot test in a few departments. The performance and impact of the Al tool are closely
monitored and assessed during the pilot phase. Feedback from this period is used to
refine the tool before a wider rollout.

Example 3 9. An HEI should bring in external experts periodically to review the Al systems in use.
These experts provide an unbiased assessment of the Al tools’ performance, potential
risks, and areas for improvement. Their insights help the institution maintain high
standards and incorporate best practices from the industry.

Example 4 10. Use data analytics to track the performance and impact of AI tools in real-time.
Administration and teaching staff regularly review dashboards displaying key
performance indicators (KPIs) for AI applications to make data-driven decisions
about continuing, modifying, or discontinuing the use of specific Al tools.

P15: Sustainable Practices

Ensure that the integration of Al in education is sustainable, considering long-term impacts
on the institution’s resources and infrastructure.

Rationale:

o As global awareness of environmental issues continues to grow, higher education
institutions (HEIs) are increasingly expected to align their operations and educa-
tional practices with global sustainability goals, such as those outlined in the United
Nations Sustainable Development Goals (SDGs). Implementing sustainable practices
for staff using Al in teaching and learning directly supports these goals by promot-
ing resource efficiency, reducing carbon footprints, and fostering innovation in sus-
tainability. This alignment not only enhances the institution’s reputation but also
contributes meaningfully to global efforts to combat climate change and promote
sustainable development.
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« Altechnologies can significantly enhance the efficiency of teaching and learning pro-
cesses. For example, AI-driven analytics can optimise energy usage in campus facili-
ties, reduce waste through smart resource management, and promote digitalisation,
thereby reducing the reliance on paper and physical resources. By incorporating Al
in sustainable practices, HEIs can minimise their environmental impact, contribut-
ing to a greener campus and a more sustainable future. This approach helps reduce
the institution’s carbon footprint and operational costs, aligning with broader envi-
ronmental sustainability targets.

« Al offers transformative potential in creating innovative, sustainable educational
practices. By integrating Al tools, HEIs can develop smarter, more efficient educa-
tional systems that reduce resource consumption and enhance learning experiences.
For instance, Al can facilitate personalised learning pathways, reducing the need for
extensive physical resources and enabling more efficient use of educational materi-
als. Additionally, AI can support sustainable campus operations through predictive
maintenance, smart energy management, and optimised transportation systems,
promoting a sustainable, low-impact campus environment.

o Sustainable AI practices can enhance the quality and accessibility of education by
making learning resources more available and tailored to individual needs. AI-driven
platforms can provide adaptive learning experiences, support remote and blended
learning models, and offer real-time feedback to students, thereby reducing the need
for physical infrastructure and travel. This not only makes education more acces-
sible and inclusive but also promotes sustainability by minimising the environmental
impact associated with traditional educational models.

Incorporation:

« HEIs can deploy Al-powered systems for virtual learning environments that priori-
tise energy efficiency. These systems can automatically adjust server loads based on
demand, optimise cooling systems in data centres, and schedule non-essential tasks
during off-peak hours to minimise energy consumption. For instance, AT algorithms
can manage classroom lighting and HVAC systems intelligently to reduce electricity
usage when spaces are unoccupied.

« HEIs can encourage staff to use Al-driven digital platforms for course materials,
assessments, and administrative tasks to reduce paper consumption. Al can facilitate
the transition by providing tools for digital document management, automated grad-
ing, and virtual collaboration. For instance, AI-powered learning management sys-
tems can offer electronic submission and feedback mechanisms, reducing the need
for printed materials.

« HEIs can implement Al-driven predictive analytics to optimise resource allocation
and utilisation. Al algorithms can analyse historical data on classroom usage, student
attendance patterns, and equipment usage to schedule classes more efficiently. This
approach minimises unnecessary resource consumption and supports sustainable
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campus operations. For instance, Al can predict peak usage times for labs and adjust
scheduling to optimise equipment usage and reduce idle time.

« HEIs can promote remote teaching and learning enabled by AI technologies to reduce
the environmental impact associated with commuting and physical infrastructure.
Al-powered virtual classrooms and online collaboration tools can facilitate flexible
learning options while minimising travel-related emissions. For instance, AI-driven
virtual reality (VR) or augmented reality (AR) platforms can create immersive educa-
tional experiences without the need for extensive travel or physical classroom space.

Example 1 11. HEIs can deploy Al-powered learning management systems (LMS) that optimise
energy consumption. These systems can use Al algorithms to schedule server
operations during off-peak hours, reducing overall energy usage in data centres.
Additionally, implementing cloud-based Al services that prioritise renewable energy
sources for data processing can further reduce the institution’s carbon footprint.

Example 2 12. HEIs can encourage staff to adopt Al-driven digital platforms for course delivery,
assessments, and administrative tasks to minimise paper consumption. For instance,
using Al-enabled digital grading and feedback systems can eliminate the need for
printed materials, reducing paper waste across campus. Furthermore, promoting
electronic assignment submission and digital collaboration tools can significantly
reduce the institution’s paper usage.

Example 3 13. HEIs can promote remote teaching and learning facilitated by AI technologies to reduce
commuting and infrastructure-related emissions. AI-powered virtual classrooms and
online collaboration tools enable flexible learning options without the need for physical
classroom space. This approach reduces carbon emissions and supports sustainable
campus development by minimising the need for new construction.

Example 4 14. HEIs can conduct lifecycle assessments (LCAs) of Al systems used in teaching and
learning to evaluate their environmental impact. This assessment includes analysing
the energy consumption, materials used, and disposal methods of AT hardware and
software. By selecting Al solutions with lower environmental footprints and promoting
sustainable practices in Al procurement, HEIs can mitigate their overall environmental
impact.

Example 5 15. HEIs can offer training programmes and workshops for staff on sustainable practices
in Al-enabled teaching and learning. These programmes can include best practices

for energy-efficient AI use, guidelines on digital resource management, and strategies
for reducing environmental impact. Staff awareness campaigns can educate on the
importance of sustainability in technology adoption and encourage behaviour changes
that support environmental goals.

Example 6 16. HEIs can collaborate with industry partners and researchers to develop Al technologies
that prioritise sustainability. Collaborative efforts can focus on designing energy-efficient
Al algorithms, optimising resource allocation in educational settings, and promoting
green computing practices. By fostering partnerships that prioritise environmental
sustainability, HEIs can innovate and lead in sustainable AI applications for education.

Example 7 | 17. HEIs can establish sustainability metrics and KPIs to monitor the environmental
impact of Al use in teaching and learning. Regular reporting on energy consumption,
carbon emissions, waste reduction, and other sustainability indicators can track
progress towards sustainability goals. Transparency in reporting encourages
accountability and allows HEIs to improve their sustainable practices continuously.
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P16: Scalable Solutions

Develop and implement scalable Al solutions that can be adopted across different depart-
ments and programmes.

Rationale:

o HEIs can adopt Al-powered learning management systems that automate admin-
istrative tasks such as grading, student performance analytics, and personalised
learning pathways. These scalable AI solutions streamline workflows, reduce manual
effort, and optimise resource allocation. By automating routine tasks, staff can focus
more on personalised student support and pedagogical innovation, enhancing over-
all teaching quality and efficiency.

« HEIs experiencing increasing student enrolments can benefit from scalable AI solu-
tions that accommodate larger cohorts without compromising educational stan-
dards. Al-driven virtual assistants and chatbots can provide personalised support to
students round-the-clock, scaling to meet the demand for academic guidance, course
information, and administrative queries. This ensures a consistent level of service
delivery despite varying student numbers.

o HEIs can leverage AI technologies to offer flexible and scalable learning experiences,
accommodating diverse student needs and preferences. Al-powered adaptive learn-
ing platforms can dynamically adjust course content and pacing based on individ-
ual student progress and learning styles. This scalability allows HEIs to cater to a
wide range of learners effectively, promoting inclusivity and personalised education
pathways.

o HEIs can deploy scalable Al solutions that offer cost-effective alternatives to tradi-
tional teaching methods. For instance, virtual laboratories powered by AI simula-
tions can replace expensive physical equipment, reducing maintenance costs and
operational expenses. Scalable AI-driven educational resources, such as digital text-
books and interactive multimedia content, can lower the overall cost of course mate-
rials while enhancing learning outcomes.

Incorporation:

o HEIs can encourage staff to adopt Al-driven digital platforms for course delivery,
assessments, and administrative tasks to minimise paper consumption. For instance,
using Al-enabled digital grading and feedback systems can eliminate the need for
printed materials, reducing paper waste across campus. Furthermore, promoting
electronic submission of assignments and digital collaboration tools can significantly
reduce the institution’s paper usage.

o HEIs can use Al analytics to optimise resource allocation and usage in teaching and
learning environments. Al algorithms can analyse data on classroom utilisation,
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student attendance patterns, and equipment usage to schedule classes more effi-
ciently. By ensuring classrooms and resources are used optimally, HEIs can minimise
energy consumption and reduce environmental impact.

HEIs can promote remote teaching and learning facilitated by AI technologies
to reduce commuting and infrastructure-related emissions. Al-powered virtual
classrooms and online collaboration tools enable flexible learning options with-
out the need for physical classroom space. This approach reduces carbon emissions
and supports sustainable campus development by minimising the need for new
construction.

HEIs can conduct lifecycle assessments of Al systems used in teaching and learn-
ing to evaluate their environmental impact. This assessment includes analysing the
energy consumption, materials used, and disposal methods of Al hardware and soft-
ware. By selecting Al solutions with lower environmental footprints and promoting
sustainable practices in AI procurement, HEIs can mitigate their overall environ-
mental impact.

Example1 | Centralised AI Infrastructure:

o Description: Establish a centralised Al infrastructure that can scale horizontally to
accommodate increasing demands from various departments and staff members.

Implementation Steps:

+ Deploy a cloud-based AI platform that allows staff members to access Al tools and
resources on-demand.

« Implement containerisation and microservices architecture to enable scalable
deployment of AI applications across different departments.

o Provide self-service portals where staff can provision Al resources based on their
specific needs and requirements.

« Ensure robust scalability planning to handle peak loads during busy academic periods
such as exam seasons or enrolment periods.

Example2 | Al-Powered Personalised Learning Platforms:

« Description: Develop AI-powered learning platforms that offer personalised
educational experiences and scale to accommodate diverse learning needs and
preferences.

Implementation Steps:

« Integrate Al algorithms for adaptive learning that customise content delivery and
assessment based on individual student progress and learning styles.

« Utilise natural language processing (NLP) and machine learning to analyse student
interactions and provide real-time feedback and recommendations.

o Scale the platform’s capacity to handle a large volume of concurrent users while
maintaining responsiveness and performance.

+ Collaborate with faculty members to continuously refine and improve AI models based
on feedback and educational outcomes.
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Example 3 | AI-Driven Analytics for Decision Support:

o Description: Implement AI-driven analytics platforms that scale to analyse large datasets
and provide actionable insights for academic and administrative decision-making.

Implementation Steps:

« Develop Al algorithms for predictive analytics that forecast enrolment trends, student
performance, and resource allocation needs.

o Scale data processing capabilities using distributed computing frameworks such as
Apache Hadoop or Spark to handle increasing data volumes.

o Integrate Al-powered dashboards and visualisations that enable staff to explore data
insights and make informed decisions in real time.

« Provide staff training and support on leveraging AI-driven analytics tools for strategic
planning and operational optimisation.

Example4 | Al-Assisted Administrative Processes:

o Description: Streamline administrative processes using Al-driven automation tools that
scale to handle routine tasks efficiently across departments.

Implementation Steps:

« Deploy Al-powered chatbots or virtual assistants to handle staff inquiries regarding
administrative procedures, HR policies, and IT support.

o Implement natural language understanding (NLU) capabilities to enable chatbots to
interpret and respond to a wide range of staff queries autonomously.

« Scale automation capabilities to encompass diverse administrative functions such as
scheduling, document processing, and inventory management.

o Monitor performance metrics and user feedback to optimise Al-assisted processes and
ensure scalability across the institution continuously.

In conclusion, the principles for staff to use AI ethically in HEIs highlight the impor-
tance of taking a responsible and principled approach to integrating Al into teaching and
learning. These principles aim to ensure that Al enhances educational outcomes while
protecting students’ well-being, promoting fairness, and maintaining the integrity of the
institution. Firstly, transparency and accountability are key. HEIs must communicate
clearly with everyone involved about how Al is used, its benefits, and what it might mean
for education. This openness builds trust among students, academics, and staff, making
sure everyone understands and agrees with how Al is used in education. Protecting pri-
vacy is also crucial. HEIs must follow strict rules to keep student data safe when using Al
systems. This means making sure data is anonymous, stored securely, and only used for
educational purposes with students’ permission. These steps help protect students’ privacy
and build confidence in how Al is used.

Dealing with bias and ensuring fairness is vital in AI. HEIs should regularly check AI
systems to find and fix any biases that could unfairly affect groups of students. This commit-
ment to fairness makes sure Al follows ethical standards and makes education more inclu-
sive. Aligning AI with teaching methods is important too. AI should support academics
rather than replace them, making teaching better and helping students learn in ways that



Proposed Guiding Principles at UK Higher Education Institutions m 163

suit them best. By adapting lessons to different learning styles and needs, academics can
create fairer and more engaging learning environments that respect each student’s individu-
ality. Accessibility is essential for ensuring Al tools can be used by all students, including
those with disabilities. HEIs should design AI applications based on Inclusive Design
Learning principles. This means making sure Al tools can be used by everyone, helping to
bridge gaps between different groups of students and making education more equal.
Therefore, academics and staff need good training to use Al effectively. HEIs should invest
in training that gives academics the skills and knowledge to use Al responsibly in teaching.
This includes understanding ethics, being good with technology, and using the best meth-
ods to help students learn well.

Finally, HEIs should always check how well AI is working in education. They should
regularly review Al systems to see how they help students learn, keep them interested, and
make education better overall. By using data to see what works and what does not, HEIs
can improve Al use in education, making sure it helps students succeed while keeping risks
low. In short, by following these guiding principles—being clear and accountable, protect-
ing privacy, ensuring fairness, matching AI with teaching methods, making AI accessible,
training staff well, and checking how well AI works—HEIs can use Al in education in a
responsible and ethical way. These principles not only improve how education works but
also make sure AT helps students do their best.

EMPLOYABILITY GUIDING PRINCIPLE FOR USING GENERATIVE Al
IN STUDENT SKILL DEVELOPMENT AND QUALIFICATION

Preamble

In today’s world of rapid technological growth and the widespread use of artificial intelli-
gence (AI), HEIs need to prepare students for a complex and ever-changing job market. The
‘Employability Guiding Principle for Using Generative AI in Student Skill Development
and Qualification’ outlines guidance to integrate Al technologies into education to enhance
student skills, encourage innovation, and improve job readiness.

GenAl which includes technologies that can create new content and solutions, has great
potential to change education. Using GenAl, academics can provide personalised learning
experiences, mimic real-world problem-solving, and help develop essential skills that employ-
ers value. This principle recognises that while traditional academic achievements are still
important, being able to adapt, innovate, and apply knowledge in real-life situations is crucial
for students’ success in today's workforce. The principle highlights the need for a balanced
approach that combines expertise in specific subjects with transferable skills like critical
thinking, creativity, communication, and adaptability. Gen Al tools can support this compre-
hensive development by offering interactive and adaptive learning experiences tailored to
individual student needs and industry requirements. Additionally, incorporating Al into
education promotes a collaborative learning environment where students can participate in
project-based learning, interdisciplinary studies, and hands-on learning opportunities.



164 m Generative Al in Higher Education: Guiding Principles for Teaching and Learning

This guiding principle also stresses the importance of ethical considerations and social-
emotional skills for responsible AI use. It calls for including ethical AI practices, data pri-
vacy, and digital literacy in the curriculum, ensuring that students become skilled in using
AT technologies and understand their broader impact on society. The ‘Employability
Guiding Principle for Using Generative Al in Student Skill Development and Qualification’
provides a strategic plan for educational institutions. It aims to equip students with the
skills, knowledge, and ethical foundation needed to succeed in a technologically advanced
and constantly changing professional environment, promoting lifelong learning and
adaptability.

P1: Simulated Work Environments

Enhance student employability by leveraging generative Al to simulate real-world work
environments and tasks.

Rationale:

« Utilising advanced Al algorithms to replicate real-world environments and scenarios
will provide students with a more engaging and effective learning experience, mak-
ing it easier to grasp complex concepts and practical skills.

« Designing simulations that reflect actual job responsibilities and workflows will help
students understand what to expect in their future careers, reducing the learning
curve when they enter the workforce.

« Integrating classroom learning with hands-on practice in simulated environments
will ensure students can apply what they have learned in real-world situations,
enhancing their overall competence and confidence.

« Creating scenarios where errors are part of the learning process will foster a
growth mindset and resilience, as students can learn from failures without negative
repercussions.

« Providing virtual platforms where students can practice without the fear of real-
world consequences will enable them to take risks and experiment, leading to better
learning outcomes and skill mastery.

« Providing hands-on experience with tools and technologies they will encounter in
their careers will make them more prepared and adaptable to the evolving techno-
logical landscape of modern workplaces.

Incorporate:
1. Virtual Simulations of Professional Settings

« Industry-Specific Simulations: Utilising AI to develop simulations tailored to
different industries such as healthcare, finance, engineering, or marketing. For
instance, students pursuing healthcare can engage in virtual patient care simula-
tions, while finance students can practice trading in virtual stock markets.
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« Interactive Platforms: Use platforms like VR (Virtual Reality) or AR (Augmented
Reality) to create immersive environments where students can navigate and inter-
act as they would in real job roles.

2. Scenario-Based Learning:

« Real-Life Challenges: Design scenarios that replicate the challenges and tasks
professionals face in their fields. For example, engineering students might solve
complex design problems, while management students might handle crisis situa-
tions in a virtual company.

« Problem-Solving and Decision-Making: Encourage students to make decisions
and solve problems in these simulations, fostering critical thinking and adapt-
ability. AI can provide immediate feedback on their decisions, helping them learn
from mistakes in a risk-free environment.

Exposure to Career-Specific Scenarios:
1. Career Path Exploration:

« Diverse Roles and Responsibilities: Students are exposed to various roles within
their chosen fields through AI-driven simulations. This helps them understand the
different career paths and the required skills.

« Professional Skills Development: Tailor simulations to focus on developing spe-
cific skills such as project management, teamwork, communication, and technical
expertise.

2. Customised Learning Experiences:

« Adaptive Learning Paths: Use AI to analyse student performance and adapt
the complexity and type of simulations accordingly. This personalised approach
ensures that each student can progress at their own pace and focus on areas where
they need improvement.

o Skill Assessment and Enhancement: Al can track student performance over time,
providing detailed analytics on their strengths and areas for growth. This data can
be used to guide further learning and development.

Integration into Curriculum:
1. Collaborative Projects:

« Team-Based Simulations: Incorporate group simulations where students must
work together to achieve common goals, mirroring workplace collaboration. This
promotes teamwork and interpersonal skills.

« Cross-Disciplinary Projects: Design projects that require students from differ-
ent fields to collaborate, reflecting the interdisciplinary nature of many real-world
jobs.
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2. Continuous Feedback and Assessment:

« Al Feedback Mechanisms: Implement AT tools that provide continuous, real-time
feedback on student performance. This helps students understand their progress
and areas needing improvement.

« Assessment Tools: Use Al to create assessments that accurately measure student
learning and skill acquisition through these simulations, ensuring they meet
industry standards.

Preparing for the Workforce:
1. Networking and Professionalism:

« Simulated Networking Events: Create virtual networking events where students
can practice interacting with professionals, learn how to present themselves, and
build professional relationships.

« Soft Skills Training: Incorporate simulations that focus on developing soft skills
such as communication, negotiation, and leadership.

2. Real-World Integration:

« Internship Simulations: Develop simulations that mimic internships, providing
students with a preview of what to expect in actual internship roles.

« Employer Partnerships: Collaborate with industry partners to ensure the simu-
lations are aligned with current industry practices and needs, increasing the rel-
evance and applicability of the skills learned.

Example 1 « Develop a virtual courtroom where law students can participate in mock trials and
experience the roles of defence barristers, prosecutors, and judges.

 Provides a hands-on understanding of courtroom procedures and the dynamics of trial
practice, essential for aspiring barristers

Example2 | « Simulate alegal firm’s office environment where students can work on drafting contracts,
preparing case files, and conducting client consultations.

« Helps students get accustomed to the daily tasks and responsibilities of legal
professionals, bridging the gap between academic knowledge and practical skills.

Example3 | « Use Al to provide feedback on legal writing and argumentation, allowing students to
improve their skills through trial and error.

« Fosters a learning environment where students can improve by understanding and
correcting their mistakes.

Example4 | o Create asimulated newsroom for journalism students where they can experience the
fast-paced environment of a real news organisation, taking on roles such as reporters,
editors, and photojournalists.

o Offers practical experience in news production, enhances understanding of media
ethics, and develops critical skills in research, writing, and editing, which are crucial for
a career in journalism.
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Example5 | o Develop asimulated corporate office for business management students where they
can engage in activities such as strategic planning, project management, and team
leadership.

« Provides practical experience in managing business operations, enhances understanding
of organisational dynamics, and develops essential skills in decision-making, leadership,
and problem-solving, which are crucial for a successful career in business management.

P2: Align Al Integration with Curriculum Goals to Enhance Employability
Rationale:

o Aligning Al integration with curriculum goals ensures that students acquire skills
and competencies that are directly applicable to the demands of the contemporary
job market.

« Higher education institutions (HEISs) that integrate AI technology into their curricu-
lum gain a competitive edge by producing graduates who are proficient in both tradi-
tional academic subjects and emerging technologies.

By incorporating Al-driven simulations, HEIs can better address the evolving needs
of various industries, preparing students to meet the demands of future workplaces.

o Al-driven simulations provide immersive, hands-on experiences that enhance stu-
dent engagement and facilitate deeper learning, leading to improved academic per-
formance and employability.

« Al tools can analyse individual student performance and provide personalised feed-
back and learning pathways, ensuring that each student’s educational experience is
tailored to their needs and strengths.

o Integrating AI into the curriculum equips students with essential digital literacy
skills and prepares them for the increasing automation and digitalisation of the
workforce.

Incorporation:

o Ensure that Al integration aligns with the overall learning objectives of the cur-
riculum, focusing on developing key employability skills such as critical thinking,
problem-solving, communication, and technical proficiency.

 Foster interdisciplinary collaboration to integrate AI technology across various
academic disciplines, allowing students to apply Al concepts and tools in diverse
contexts.

o Integrate discussions on ethical considerations and responsible use of Al technology
into the curriculum, ensuring that students understand the societal implications of
Al and are equipped to navigate ethical dilemmas in their future careers.
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o Forge partnerships with industry stakeholders to co-design curriculum components
that reflect current industry practices and trends in AI integration, ensuring that
students are prepared for the demands of the workforce.

« Provide professional development opportunities for faculty to enhance their profi-
ciency in integrating Al technology into teaching and learning, fostering a culture of
innovation and lifelong learning within the institution.

Example 1 « Integrate Al tools and techniques into laboratory experiments and research projects
for science degree programmes. Students will learn to use AI algorithms for data
analysis, predictive modelling, and experimental design, aligning with curriculum
goals of developing analytical skills and scientific inquiry. This integration enhances
employability by equipping students with cutting-edge skills sought after in fields such
as biotechnology, environmental science, and pharmaceutical research.

Example2 | « Incorporate Al-driven legal research platforms into the curriculum of law degree
programmes. By teaching students to utilise these tools effectively, they develop
proficiency in leveraging technology for case analysis, precedent identification,

and legal writing. This alignment with curriculum goals enhances employability

by preparing graduates with the advanced research skills required in modern legal
practice, making them more competitive in roles such as legal associates, paralegals,
and legal analysts.

Example3 | « Integrate Al algorithms and machine learning techniques into the mathematics

degree programme curriculum. Students will apply Al to solve complex mathematical
problems, analyse large data sets, and develop predictive models, aligning with
curriculum goals of enhancing analytical and problem-solving skills. This integration
enhances employability by equipping students with advanced computational skills and
experience in Al, which are highly valued in industries such as finance, technology, and
data science.

P3: Focus on Skill Development
Rationale:

o AT helps students develop crucial skills such as problem-solving, critical thinking,
adaptability, and technical proficiency. These abilities are fundamental for employ-
ability and success in various professional fields.

o Al can help students develop essential soft skills such as problem-solving, critical
thinking, creativity, and communication through simulated environments and inter-
active learning platforms.

o Al provides valuable analytics on student performance, helping universities identify
strengths and areas for improvement. Optimising the teaching and learning process
enables targeted skill development, ensuring students reach their full potential.

« By learning Al skills, students are better prepared to adapt to future technological
advancements. This ensures long-term career sustainability and success in a rapidly



Proposed Guiding Principles at UK Higher Education Institutions = 169

evolving job market, making them resilient to changes and advancements in their
industries.

« Exposure to Al technology encourages students to think creatively and innova-
tively. This preparation equips them to contribute to advancements in their respec-
tive fields and fosters an entrepreneurial mindset, which is crucial for driving future
innovations.

Incorporation:

» Develop language learning certifications that utilise AI-powered language processing
tools. Incorporate features such as personalised learning paths, real-time feedback on
pronunciation, and adaptive exercises based on individual proficiency levels. By mas-
tering a new language with the aid of AI, learners can improve their global employ-
ability and access job opportunities in diverse linguistic environments.

o Integrate AI tools and methodologies into project management certification courses.
Teach aspiring project managers how to leverage Al for task automation, resource
optimisation, and risk prediction. By demonstrating proficiency in AI-driven project
management techniques, individuals can enhance their competitiveness in indus-
tries where eflicient project execution is paramount.

o Integrate Al-driven data analytics tools and techniques into a certification pro-
gramme for business professionals. Include modules on using Al algorithms for data
interpretation, predictive analytics, and decision-making. This would equip individ-
uals with the skills needed to extract valuable insights from large datasets, a crucial
competency in various industries such as finance, marketing, and healthcare.

 Develop a certification programme focusing on Al applications in digital marketing.
Cover topics such as AI-driven customer segmentation, personalised marketing auto-
mation, and predictive customer behaviour analysis. By mastering these AI-powered
marketing techniques, professionals can enhance their employability in the rapidly
evolving digital marketing landscape.

Example1 | « Integrating Al-driven healthcare management systems into coursework allows medical
students to analyse patient data, optimise resource allocation, and develop predictive
models for patient outcomes. This aligns with employability objectives of enhancing
data analysis and decision-making skills, preparing graduates for roles in healthcare
administration where Al integration is increasingly valuable.

Example2 | « Incorporate Al-powered analytics tools into digital marketing modules, enabling
marketing students to analyse consumer behaviour, optimise ad campaigns, and
personalise marketing strategies. By gaining hands-on experience with Al in marketing
contexts, students develop critical skills in data-driven decision-making and campaign
optimisation, enhancing their employability in digital marketing roles.
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Example3 | « Introduce Al-driven supply chain optimisation software in supply chain management
courses, allowing students to model demand forecasts, optimise inventory levels, and
streamline logistics operations. This aligns with the employability goals of developing
analytical and strategic planning skills and preparing graduates for roles in supply chain
management, where Al integration is revolutionising efficiency and decision-making
processes.

Example4 | « Offer programming courses that incorporate Al development frameworks and libraries.
For example, a Python programming certification could include modules on machine
learning and natural language processing libraries like TensorFlow and NLTK. This
would enable aspiring software developers to build traditional applications and AI-
powered solutions, enhancing their attractiveness to employers seeking Al proficiency.

P4: Personalised Learning Paths
Rationale:

o Use Al to create personalised learning paths based on individual students’ strengths,
weaknesses, career goals, and interests.

« Implement adaptive learning systems that adjust content difficulty and type based on
student performance and engagement.

Incorporation:

« Utilise AI to analyse the collected data and identify patterns and insights about each
student’s learning needs.

o Develop a curriculum that aligns with each student’s career goals and interests,
incorporating relevant skills and knowledge areas.

« Create Personalised Learning Plans (PLPs) that outline specific courses, projects, and
extracurricular activities tailored to each student.

« Integrate adaptive learning systems that adjust the complexity of the material in real
time according to student progress.

o Establish regular feedback mechanisms where students can receive personalised
insights into their performance and improvement areas.

o Use AI to recommend additional resources, such as videos, articles, and interactive
exercises, that cater to individual learning styles and paces.

 Collaborate with industry partners to understand the skills and competencies
required in the job market and use Al to integrate these into the curriculum.
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Example 1

At the beginning of the LLB course, law students should take diagnostic tests on
various areas of law (e.g., constitutional, criminal, corporate law) and complete surveys
about their career aspirations (e.g., litigation, corporate law, public policy), interests
(e.g., environmental law, human rights), and preferred learning styles.

Conduct individual career counselling sessions to understand students’ long-term
career goals and areas of interest.

Use Al to analyse the results of diagnostic tests and surveys to identify each student’s
strengths, weaknesses, and career goals.

Use the Al system to generate a detailed profile for each student, highlighting their
current competencies, learning preferences, and career aspirations.

Based on the Al analysis, the system can create a personalised learning path for each
student. For example:

Student A (interested in corporate law but weak in contract law): The Al recommends a
curriculum focusing on advanced contract law, business law courses, and internships with
corporate law firms.

Student B (interested in human rights law with strong legal research skills but weak in
public speaking): The Al suggests courses on international human rights law, moot court
participation, and public speaking workshops.

Law schools may use an adaptive learning platform that adjusts content difficulty based
on student performance and engagement.

Example: As Student A progresses through contract law modules, the platform monitors
their performance. It provides additional resources and practice problems if they struggle
with certain concepts. If they excel, it introduces more complex case studies and legal
drafting exercises.

Incorporate projects that simulate real-world legal scenarios tailored to students’ career
goals. For example, Student A might work on a mock merger and acquisition deal, while
Student B could prepare briefs for a simulated human rights case.

Partner with law firms, NGOs, and government agencies to provide practical
experiences and internships aligned with students” personalised learning paths.

Offer workshops and simulations to develop essential soft skills. For instance, mock
trials, negotiation exercises, and client counselling simulations can help improve
communication, negotiation, and advocacy skills.

Provide lecturers with dashboards to track each student’s progress and engagement.
Example: If Student B shows low engagement in public speaking exercises, the lecturer
arranges additional practice sessions and provides personalised feedback to boost
confidence and skills.

Conduct periodic reviews of students’ learning paths and adjust them based on
evolving interests, feedback, and performance. For example: If Student A develops an
interest in international corporate law, additional relevant courses and internships can be
incorporated.

Use Al to match students with internships and externships that align with their career
goals and learning paths. Example: Student A, aiming for corporate law, is matched with
an internship at a top corporate law firm, while Student B is placed with an international
human rights organisation.

Offer Al-recommended workshops on topics like legal technology, data privacy, and
emerging areas of law to ensure students stay current with industry trends.
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Example 2

At the start of the course, art and humanity students take diagnostic tests on core
subjects (e.g., literature, history, philosophy, art history) and complete surveys detailing
their career aspirations (e.g., writer, curator, public relations, academic), interests (e.g.,
contemporary art, medieval history, cultural studies), and preferred learning styles.
Conduct one-on-one career counselling sessions to understand students’ long-term
career goals and specific areas of interest.

Then use Al algorithms to analyse the results from diagnostic tests and surveys to
identify each student’s strengths, weaknesses, and career goals.

Develop an Al system that creates a detailed profile for each student, highlighting their
current competencies, learning preferences, and career aspirations.

Based on the Al analysis, the system generates a personalised learning path for

each student. For example, Student A (an aspiring curator with a strong art history
background but weak digital skills): The AI recommends courses on digital curation,
museum studies, and internships at local museums. Student B (interested in writing

with strong literary analysis skills but weak in practical writing): The Al suggests creative
writing workshops, internships at publishing houses, and courses on contemporary
literature and editing.

Universities may use an adaptive learning platform that adjusts content difficulty based
on student performance and engagement. For example, as Student A progresses through
digital curation modules, the platform monitors their performance. If they struggle

with digital tools, it provides additional tutorials and hands-on projects. If they excel, it
introduces more advanced topics and practical applications.

Incorporate projects that simulate real-world scenarios relevant to students’ career
goals. For example, Student A might work on a virtual exhibition project, while Student
B could develop a writing portfolio that includes various genres and formats.

Partner with cultural institutions, publishing houses, media companies, and NGOs

to provide practical experiences and internships aligned with students’ personalised
learning paths. Workshops and simulations should also be offered to develop essential
soft skills. For instance, public speaking, project management, and teamwork exercises
can help improve communication, organisational, and collaborative skills.

Universities may provide lecturers with dashboards to track each student’s progress and
engagement. Example: If Student B shows low engagement in creative writing exercises,
the instructor arranges additional practice sessions and provides personalised feedback

to enhance their skills and confidence. Universities should also conduct periodic reviews
of students’ learning paths and adjust them based on evolving interests, feedback, and
performance. If Student A develops an interest in digital archives, additional relevant
courses and internships can be incorporated.

Universities may use AI to match students with internships and externships that align
with their career goals and learning paths. For example, Student A, who aims to
become a curator, is matched with an internship at a renowned museum, while Student B
is placed with a well-known literary magazine.

Offer Al-recommended workshops on topics like digital humanities, grant writing, and
cultural management to ensure students stay current with industry trends.

P5: Soft Skills and Behavioural Training

Rationale:

« Universities should incorporate Al-driven tools like chatbots and virtual collabora-
tion platforms to enhance students’ communication and teamwork skills. In today’s
globalised and digitally interconnected job market, communicating effectively and
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working collaboratively across diverse teams is crucial. AlI-driven chatbots can simu-
late real-world communication scenarios, providing students with a safe and con-
trolled environment to practice and refine their communication skills. These chatbots
can offer immediate feedback, helping students to adjust their communication strate-
gies in real-time.

o Virtual collaboration platforms can mimic the dynamics of remote working environ-
ments, which are increasingly common in many industries. By engaging with these
platforms, students can develop essential teamwork skills such as coordination, proj-
ect management, and digital collaboration. These tools can facilitate group projects
and cross-disciplinary collaborations, preparing students for the collaborative nature
of modern workplaces. Ultimately, by incorporating these Al-driven tools, universi-
ties can ensure that their graduates are well-equipped with the communication and
teamwork skills that employers highly value.

« Emotional intelligence (EI) is a critical component of employability, encompass-
ing the ability to understand and manage one’s emotions and to interact effectively
with others. Universities should incorporate AI systems that help students develop
emotional intelligence through virtual role-playing scenarios. These AI systems can
create immersive, interactive simulations where students practice empathy, conflict
resolution, and other El-related skills.

« For example, an Al-driven role-playing scenario might involve a student navigating
a challenging workplace conflict. The Al can provide real-time feedback and suggest
alternative approaches, helping the student to understand the emotional dynamics at
play and to develop more effective interpersonal strategies. This experiential learning
process is invaluable for building the soft skills that are increasingly recognised as
essential for career success.

Incorporation:

« Incorporate group projects that require students to work collaboratively, simulating
real-world business environments.

+ Use case studies and business simulations to provide practical scenarios where stu-
dents can apply soft skills.

« Conduct workshops focusing on improving verbal and non-verbal communication,
public speaking, and presentation skills.

« Offer training sessions on emotional intelligence to help students understand and
manage their own emotions and those of others.

» Encourage students to maintain reflective journals where they document their expe-
riences, challenges, and growth in soft skills and behaviours.
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Example 1 o At the start of the course, students complete AI-driven self-assessments that evaluate
their current soft skills (e.g., communication, teamwork, leadership) and behavioural
traits (e.g., adaptability, resilience, emotional intelligence). These assessments can use
natural language processing (NLP) to analyse written responses and interaction data.

« Utilise AI tools to gather feedback from peers, lecturers, and mentors, providing a
comprehensive view of each student’s strengths and areas for improvement.

Example 2 « Using Al to create a personalised learning path for each student, reccommending
courses, workshops, and activities that focus on developing necessary soft skills and
behaviours.

o For example: Student A (strong in creative thinking but needs to improve teamwork): The
Al recommends group projects and team-based workshops.

o Student B (excellent written communication skills but weak in public speaking): The Al
suggests public speaking courses and presentation practice sessions.

Example 3 o Incorporate Al tools to facilitate and monitor group projects, ensuring balanced
participation and collaboration.

o Example: Students use Al collaboration platforms (e.g., Microsoft Teams with Al features)
to work on a virtual art exhibition, with the Al providing insights on group dynamics and
individual contributions.

Example 4 « Use Al simulations to create realistic scenarios where students can practice soft skills.

o Example: An Al-driven negotiation simulation where students must navigate a cultural
heritage dispute, receiving real-time feedback on their negotiation and conflict resolution
skills.

Example 5 « Offer training sessions on emotional intelligence with the help of AI coaches that
provide personalised feedback and suggestions.

o Example: Students interact with an Al coach like Replika, which helps them practice
empathy and active listening in simulated conversations.

P6: Career Readiness Programmes
Rationale:

o Al tools can analyse a student’s resume and provide real-time, personalised feedback
to improve content and format. This ensures that each resume is tailored to meet the
specific requirements of different job postings.

o Al-driven platforms for interview practice can simulate real interview scenarios,
offering instant feedback on performance, body language, and responses. This helps
students to identify and improve upon their weaknesses.

« Job application tracking tools powered by AI can help students keep track of their
applications, deadlines, and follow-ups, ensuring a systematic and organised job
search process.

 Altools can provide insights into hiring trends and the skills in demand across vari-
ous industries by analysing vast amounts of data from job postings and market ana-
lytics. This allows students to align their resumes and interview preparations with
current market needs
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« Al tools are accessible 24/7, allowing students to work on their resumes, practice
interviews, and track job applications at their convenience. This is particularly ben-
eficial for students with tight schedules or those who need to balance work and study.

o These tools can be scaled to accommodate a large number of students, ensuring that
all students have access to high-quality career preparation resources, regardless of
the size of the university

o Al-driven career coaching systems can analyse individual student profiles, includ-
ing their academic performance, interests, and career goals, to provide personalised
advice on career planning. This helps students to identify suitable career paths and
necessary steps to achieve their goals.

o These systems can also recommend specific job searching strategies and professional
development opportunities based on real-time labour market information, ensuring
that the advice is current and relevant.

o Al-driven career coaching can offer continuous support throughout a student’s aca-
demic journey and beyond. By tracking a student’s progress and updating recom-
mendations accordingly, these systems ensure ongoing professional development and
readiness for the job market.

o They can also help students to set and achieve long-term career goals by providing
a structured plan and regular check-ins, ensuring that students stay motivated and
focused on their career aspirations.

« By providing targeted career coaching and employability skills training, AI tools can
help to bridge the gap between academic learning and practical job market require-
ments. This ensures that students are not only academically proficient but also
job-ready.

o Al-driven career services can facilitate connections with potential employers, pro-
vide insights into company cultures, and help students to tailor their applications to
fit specific organisational needs, increasing their chances of securing employment.

Incorporation:

o Universities can partner with Al-driven resume platforms like Resume Zety or
Jobscan. These tools use machine learning algorithms to analyse resume content and
structure, providing instant feedback on improvements needed to match job descrip-
tions effectively. Integrate these platforms into the university’s career services portal
to provide seamless access for students.

« Tools like InterviewStream or Big Interview provide AI-powered mock interviews
where students can practice and receive feedback on their performance, including
body language, speech patterns, and response content. Conduct workshops to train
students on how to use these tools effectively.
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Utilise platforms like Handshake or Symplicity that offer AI-powered job matching,
application tracking, and alerts for deadlines and follow-ups. Develop a personalised
dashboard for students where they can track their job applications, interview sched-
ules, and follow-up actions.

Tools like MyCareerShines or CareerExplorer use Al to create personalised career
pathways based on students’ skills, interests, and academic backgrounds. Implement
AT chatbots that provide 24/7 career advice, job search strategies, and professional
development tips.

Platforms like Burning Glass Technologies or EMSI provide data on labour mar-
ket trends, helping students to align their skills and resumes with in-demand roles.
Career services can host regular workshops and updates on emerging job market
trends, utilising the insights provided by these AI tools.

Example 1 « Universities can integrate Al-driven legal research tools such as LexisNexis, Westlaw

Edge, or ROSS Intelligence into their curriculum. These platforms use Al to streamline
the research process, providing comprehensive and efficient access to legal information
and case law. Offer workshops and training sessions to help students proficiently use
these tools for legal research and case preparation.

Example 3 o Use Al tools like VMock or Resume Worded that provide tailored feedback on legal

resumes and cover letters, ensuring they meet industry standards. These tools can be
integrated with the law school’s career services portal, allowing students to receive
continuous feedback as they apply for internships and jobs.

Example 4 o Implement Al-driven platforms like InterviewStream or Big Interview, which offer

tailored mock interviews for legal positions and provide feedback on performance.
Integrate these tools into the career services offered by the law school, ensuring
students can practice and refine their interview skills specifically for legal careers.

Example 5 o Utilise Al-driven job search and application tracking platforms like Handshake,

tailored for legal job markets. Create personalised dashboards for law students to
manage their job applications, track deadlines, and receive reminders.

o Use Al career coaching systems like MyCareerShines or CareerExplorer to provide
personalised career advice based on individual profiles, interests, and career goals.
Implement Al chatbots that offer career planning advice, job search strategies, and
professional development tips tailored to legal careers.

P7: Inclusive Access

Rationale:

o As Al technology becomes increasingly prevalent in various industries, there is a

growing demand for workers who are proficient in Al-related skills. By incorporat-
ing Al Inclusive Access into their curricula, universities can ensure that students are
equipped with the necessary knowledge and competencies to thrive in the evolving
job market.
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o Al Inclusive Access provides students with opportunities to engage with AI tools and
platforms, thereby enhancing their digital literacy skills. In today’s digital age, pro-
ficiency in AI technology is a valuable asset for professionals across different sectors.
By familiarising students with AI early in their academic journey, universities can
help them develop the digital skills needed to succeed in the workforce.

o Al Inclusive Access encourages students to critically evaluate AI algorithms, data
sets, and ethical considerations. This fosters the development of critical thinking and
problem-solving skills, which employers highly value. Through hands-on experience
with AI technology, students learn to analyse complex problems, identify solutions,
and make informed decisions—skills essential for workplace success.

o Al technology intersects with various disciplines, including computer science, engi-
neering, social sciences, and humanities. Universities can foster interdisciplinary col-
laboration and knowledge exchange among students and faculty by integrating Al
Inclusive Access across different academic departments. This collaborative approach
mirrors real-world working environments, where professionals from diverse back-
grounds often collaborate on Al-related projects.

Incorporation:

« Universities should integrate Al-related content into existing courses across vari-
ous disciplines. This can involve creating new modules or updating existing ones to
include topics such as AI fundamentals, data analysis, machine learning, and ethical
AT practices. By embedding Al education into the curriculum, students from diverse
academic backgrounds can develop foundational knowledge and skills in Al

o Invite guest speakers from industry to deliver lectures or workshops on Al-related
topics. Collaborate with industry partners to provide students with access to real-
world Al projects, internships, or work placements. Industry involvement exposes
students to current trends, best practices, and career opportunities in the Al field,
enhancing their employability skills.

« Offer professional development opportunities, such as Al-focused seminars, confer-
ences, and certification programmes. Provide access to online resources, webinars,
and AI communities where students can continue to learn and stay updated on the
latest advancements in Al technology. Encourage students to participate in competi-
tions and collaborative projects to develop their AI skills further and expand their
professional networks.

Examplel | o Master of Laws (LLM) programmes: Introduce students to the basics of Al technology,
including machine learning, natural language processing, and predictive analytics.
Discuss the principles behind AI algorithms and their applications in legal research,
contract analysis, and case prediction.
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Example2 | « Case Studies on Al in Legal Practice: Analyse real-world examples of AT tools and
platforms used in law firms, corporate legal departments, and government agencies.
Explore how Al technologies are transforming legal processes, such as document review,
due diligence, and litigation support.

Example 3 | « Engage students in discussions on the ethical implications of Al in law, including
issues related to bias, fairness, transparency, and accountability. Examine regulatory
frameworks governing Al use in legal contexts and consider the role of legal
professionals in ensuring responsible AI development and deployment.

Example4 | « Provide hands-on experience with Al tools and platforms commonly used in legal
practice. For example, students could use AI-powered legal research platforms to analyse
case law, draft legal documents, and identify relevant precedents.

« Invite guest speakers from legal tech companies, Al research institutes, and law firms to
share their insights and experiences with Al in law. Provide students with opportunities
to learn from professionals at the forefront of Al innovation in the legal industry.

Example 5 | Assessment Methods:

« Research Paper: Students could write a research paper exploring a specific aspect of AI
in law, such as the impact of Al on access to justice or the ethical challenges of using AI
in legal decision-making.

« Case Study Analysis: Students could analyse case studies of Al implementation in legal
practice, critically evaluating the benefits, limitations, and ethical implications of Al
technologies.

« Practical Project: Students could undertake a practical project using Al tools to solve
a legal problem or improve legal processes, such as developing a chatbot for legal
assistance or creating an AI-powered contract review system.

P8: Authentic Assessment and Employability
Rationale:

o The integration of AI reflects the increasing use of technology in various indus-
tries. By incorporating Al into qualifications, universities ensure that students are
equipped with the skills and knowledge needed to navigate the rapidly evolving digi-
tal landscape of the modern workplace.

« Al s a key driver of innovation across sectors such as finance, healthcare, manufac-
turing, and marketing. By engaging with AI technologies through authentic assess-
ment tasks, students gain practical experience that prepares them for the demands of
Al-driven industries and positions them as valuable assets to prospective employers.

 Through the integration of Al and authentic assessment, students develop a range
of transferable skills highly valued by employers, such as critical thinking, problem-
solving, collaboration, communication, and adaptability. These skills are essential for
success in today’s competitive job market and position students for long-term career
growth and advancement.

 Authentic assessment tasks are designed to reflect the challenges and expectations
of real-world professional environments. By engaging with authentic assessments,
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students gain insight into industry practices and expectations, allowing them to bet-
ter understand and meet the requirements of potential employers.

o Authentic assessment tasks provide students with opportunities to demonstrate their
applied knowledge and skills in practical contexts. This demonstration of compe-
tency goes beyond traditional assessments and provides employers with tangible evi-
dence of students’ capabilities, enhancing their employability prospects.

 Authentic assessment tasks require students to apply their knowledge and skills to
real-world scenarios, fostering critical thinking, problem-solving, and decision-
making abilities. By grappling with authentic challenges, students develop a deeper
understanding of course concepts and enhance their ability to adapt and innovate in
diverse professional contexts.

o Many authentic assessment tasks involve collaborative projects or presentations,
which encourage students to work effectively in teams and communicate their ideas
clearly and persuasively. These collaborative experiences mirror the teamwork and
communication skills required in today’s workplaces, enhancing students’ employ-
ability and readiness for collaborative work environments.

Incorporation:

« Incorporate Al technologies into research projects across various disciplines. For
example, in a biology course, students could use machine learning algorithms to
analyse genomic data and identify patterns related to genetic diseases. This authentic
assessment task not only enhances students’ understanding of AI concepts but also
develops their research skills and critical thinking abilities.

 Develop authentic case studies that incorporate AI technologies into real-world sce-
narios relevant to students’ chosen fields. For instance, in a business management
course, students could analyse data from a fictitious company using Al-powered
analytics tools to make strategic decisions. This assessment task requires students to
apply their knowledge of business principles and AI concepts in a practical context,
fostering critical thinking and problem-solving skills.

« Create simulation exercises that simulate real-world situations using AI algorithms.
For example, in a cybersecurity course, students could participate in a simulated
cyberattack scenario where they must detect and respond to threats using AI-driven
security tools. This hands-on experience with AI technologies enhances students’
technical skills and prepares them for careers in cybersecurity.

o Assign collaborative projects that involve the development of AI applications or solu-
tions. For instance, in a computer science course, students could work in teams to design
and implement a chatbot using natural language processing techniques. This project-
based assessment task promotes teamwork, communication, and problem-solving
skills while also providing students with practical experience in AI development.
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o Partner with industry organisations to offer AI challenges that allow students to solve
real-world problems faced by industry stakeholders. For instance, in an engineering
course, students could participate in a competition to develop AI-driven solutions for
optimising energy consumption in buildings. This experiential learning opportunity
exposes students to industry practices and enhances their problem-solving and inno-
vation skills.

+ Require students to complete a capstone project that integrates Al technologies into
a comprehensive final project. For example, in a data science course, students could
undertake a capstone project where they analyse large datasets using AI algorithms to
derive actionable insights for a real-world client. This authentic assessment task allows
students to showcase their Al skills and demonstrate their readiness for the workforce.

« Organise debates and discussions on ethical issues related to Al technology. For
example, in an ethics course, students could debate the ethical implications of using
AT algorithms for automated decision-making in healthcare. This authentic assess-
ment task encourages students to critically evaluate ethical dilemmas and articulate
their viewpoints, fostering ethical reasoning and communication skills.

Example 1  Integrate Al technologies into digital arts projects, such as interactive installations,
virtual reality experiences, or generative art. For example, students could use machine
learning algorithms to create Al-generated artworks that respond to user input or
environmental stimuli. This authentic assessment task not only enhances students’
understanding of AI concepts but also allows them to explore the creative possibilities of
Alin art.

Example2 | o Incorporate Al-driven textual analysis tools into literature courses to analyse and
interpret literary texts. For instance, students could use natural language processing
algorithms to analyse themes, characters, and stylistic elements in literary works. This
authentic assessment task enhances students’ critical reading and analytical skills while
also introducing them to AI technologies relevant to the field of humanities.

Example3 | o Engage students in music composition projects that leverage Al technologies. For
example, students could use machine learning algorithms to generate musical
compositions based on input from a user or a set of predefined parameters. This
authentic assessment task allows students to explore the intersection of Al and music
composition while also developing their creativity and technical skills.

Example4 | o Assign storytelling projects that incorporate Al technologies into narrative creation.

For example, students could use natural language generation algorithms to develop
interactive storytelling experiences or chatbot characters. This authentic assessment task
allows students to experiment with innovative storytelling techniques while also gaining
hands-on experience with AI technologies.

Example5 | o Collaborate with other departments or external partners to organise Al art exhibitions
or showcases. For instance, students from art and computer science departments could
work together to curate an exhibition featuring Al-generated artworks or interactive
installations. This collaborative project promotes interdisciplinary collaboration and
provides students with opportunities to showcase their creative and technical skills to a
wider audience.
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Example6 | o Engage students in projects that use Al technologies to preserve and promote cultural
heritage. For example, students could develop AI-powered tools for digitising and
analysing historical artefacts or reconstructing ancient monuments. This authentic
assessment task allows students to contribute to the preservation of cultural heritage
while also gaining practical experience with AI technologies relevant to the field of
humanities.

Embedding the Employability Guiding Principle for using GenAl in student skill devel-
opment is essential for HEISs to stay relevant in today’s job market. Recognising the many
benefits of GenAl in skill development is the first step. GenAl can create real-world simu-
lations and offer personalised learning experiences that adapt to individual student needs.
For example, Al-driven platforms can provide interactive simulations in fields like engi-
neering, healthcare, and business, allowing students to practise and improve their skills in
arealistic, controlled environment. This hands-on experience is invaluable as it bridges the
gap between theoretical knowledge and practical application.

GenAlI can also boost critical thinking and problem-solving skills, which employers
highly value. Through Al-assisted learning tools, students can tackle complex problems
and receive instant feedback, promoting a deeper understanding of the subject matter and
enhancing analytical skills. This ongoing learning process, supported by AL helps students
develop a resilient approach to problem-solving, preparing them for future professional
challenges. Another significant benefit of embedding the Employability Guiding Principle
is the ability to personalise education pathways. GenAl can analyse student performance
data to identify strengths and weaknesses, tailoring learning experiences to meet individ-
ual needs. This personalised approach ensures that students can achieve expertise in their
areas of interest, aligning their skills with specific career goals. For instance, a student
interested in data science can use Al tools to master machine learning algorithms, while
another focused on digital marketing can explore Al-driven analytics and consumer
behaviour models.

GenAl also supports continuous skill assessment and development. Traditional evalua-
tion methods, like exams and assignments, often fail to provide real-time feedback and can
be limited in scope. In contrast, AI-driven assessments can continuously monitor student
progress, offering immediate insights and suggesting areas for improvement. This real-
time feedback loop is crucial for developing a strong skill set that evolves with industry
standards and technological advancements. Therefore, embedding the Employability
Guiding Principle also means promoting digital literacy and AI competency among stu-
dents. As GenAl becomes more common in various sectors, understanding how to use
these technologies is vital. HEIs should ensure that students are not only users of AI but
also understand its principles and ethical implications. This comprehensive approach to Al
education equips students with the knowledge to use AI responsibly and creatively in their
future careers.

Moreover, the Employability Guiding Principle highlights the importance of collabora-
tion between HEIs and industry. HEIs can align their curricula with current industry
demands and trends by partnering with businesses and organisations. Such collaborations
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can include internship programmes, guest lectures from industry experts, and collabora-
tive research projects. These initiatives give students exposure to real-world applications of
AT and help them develop relevant skills that are directly transferable to the workplace. In
addition to technical skills, GenAI can support the development of soft skills like commu-
nication, teamwork, and adaptability. AI-driven platforms can facilitate virtual team proj-
ects, enabling students to collaborate with peers from diverse backgrounds and geographies.
These experiences are vital in preparing students for the increasingly global and intercon-
nected workforce.

Hence, embedding the Employability Guiding Principle for using GenAlI in student
skill development and qualification is essential for HEIs to remain effective in today’s rap-
idly evolving job market. By harnessing the power of GenAl, HEIs can provide students
with a well-rounded education that combines theoretical knowledge with practical skills,
personalised learning experiences, and continuous skill development. This approach
enhances employability and prepares students to be adaptable, innovative, and responsible
professionals in an AI-driven world.

CONCLUSION

In summary, using GenAl in higher education offers many benefits but also comes with
challenges. The guiding principles in this chapter help manage these challenges, ensuring
GenALl is used ethically and effectively. Research has shown that GenAI can personalise
learning, improve teaching methods, and simplify administrative tasks. GenAI can cus-
tomise learning to fit individual student needs, provide quick and personalised feedback,
and allow academics to engage more with students. These benefits align with the broader
move towards digital and automated systems, helping educational institutions stay com-
petitive and relevant in today’s tech-driven world.

However, using GenAl carefully is important, as well as keeping ethical and practical
issues in mind. Concerns about data privacy, bias in AL fair access, and potential cheating
highlight the need for strong policies. Studies have pointed out that there is a lack of spe-
cific policies for using GenAl in higher education, making it urgent for HEIs and policy-
makers to take action. The principles suggested in this chapter offer a flexible framework
for using GenAl responsibly. They are not strict rules but guidelines that can be adjusted to
fit different institutions. Key suggestions include creating ethical oversight committees,
training academics on GenAl, and encouraging collaboration among academics, technol-
ogists, and ethicists to share ideas and best practices.

The main goal of these guiding principles is to ensure that GenAl improves education
while maintaining fairness and integrity. By following these guidelines, educational insti-
tutions can balance the benefits of GenAl with its risks. This approach will enhance the
quality of education and prepare students and academics for a future with advanced tech-
nology. As GenAl evolves, it will be important to keep discussing, researching, and updat-
ing policies. Educational institutions must stay alert and adaptable, regularly reviewing
and improving their strategies to keep up with technological changes. By doing this, they
can ensure that GenAl is a positive force in education, fostering innovation, fairness, and
excellence in teaching and learning.



CHAPTER 3

Conclusion

The discourse surrounding GenAl is not solely confined to the realms of technicality and
engineering. The profound implications of GenAl extend well beyond these domains,
touching on societal, ethical, and future-oriented considerations. This book has sought
to illuminate the critical importance of integrating ethics and guiding principles into the
discussion and development of GenAl, arguing that such integration can fundamentally
reshape societal perceptions and applications of this technology.

At the heart of this argument is the recognition that ethics serve as a moral compass,
guiding us in considering the far-reaching impacts of GenAl. Ethical considerations com-
pel us to look beyond mere functionality and efficiency, urging us to reflect on the broader
consequences of deploying GenAl in various sectors. Ethics help us address questions of
right and wrong, fairness, justice, and the well-being of individuals and communities. By
embedding ethical considerations into the development and deployment of GenAlI, we can
align technological advancements with societal values and norms, ensuring that the evolu-
tion of Al is in harmony with what society deems morally acceptable.

Guiding principles provide a practical framework for navigating the complex ethical
dilemmas posed by GenAl. These principles act as actionable rules that help HEIs, aca-
demics, students, and practitioners make informed and responsible decisions. They bridge
the gap between abstract ethical theories and concrete actions, offering a roadmap for han-
dling the challenges that GenAlI presents in HEIs and societal structures. By adhering to
guiding principles, developers and users of GenAl can make intelligent choices that balance
innovation with ethical responsibility, thereby fostering an environment where technology
serves the greater good.

This book advocates for a more expansive view of GenAl, one that encompasses not only
technical and ethical dimensions but also the broader societal impacts. It is essential to
consider how GenALl affects various aspects of society, including employment, privacy,
security, and social interactions. A holistic approach to discussing GenAlI involves evaluat-
ing its potential benefits and risks from multiple perspectives, ensuring that the technology
is developed and used in a manner that is socially beneficial and minimises harm.
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One of the critical outcomes of integrating ethics and guiding principles into GenAl is
the ability to effectively address ethical issues. By proactively considering potential ethical
concerns, developers can anticipate and mitigate negative consequences, ensuring that
GenAI applications are designed and implemented responsibly. This proactive approach
helps build trust with users and stakeholders, as transparency and accountability become
central to the development process.

Trust is a cornerstone of the successful adoption and utilisation of GenAl. When users
and the public trust that GenAlI technologies are developed with ethical considerations
at the forefront, they are more likely to embrace and engage with these technologies.
Transparency in the development and deployment processes, coupled with adherence to
ethical standards, fosters confidence in the safety, reliability, and fairness of GenAlI appli-
cations. The guiding principles also play a crucial role in reducing the risks associated with
GenAlI in HEIs and other organisations. These risks include issues such as bias, discrimi-
nation, privacy violations, and unintended harmful consequences. By systematically
applying ethical principles, developers can identify and address potential risks early in the
development cycle, creating safeguards that protect individuals and communities from
harm.

Ensuring fairness is another vital aspect of ethical GenAl. Fairness involves creating
technologies that do not disproportionately disadvantage any group or individual. This
requires careful consideration of how GenAlI systems are designed, trained, and deployed,
with a focus on eliminating biases and promoting equitable outcomes. Fairness in GenAI
not only aligns with ethical standards but also enhances the social acceptability and legiti-
macy of Al technologies.

The societal impact of GenAl is a central theme of this book. GenAT has the potential to
transform various sectors, including healthcare, education, entertainment, and beyond.
However, these transformations come with significant responsibilities. It is crucial to assess
how GenAlI affects social structures, cultural norms, and human relationships. By examin-
ing these broader impacts, we can ensure that GenAl contributes positively to societal
progress and well-being. These ethical considerations help us navigate the complexities of
these societal impacts. For example, in healthcare, GenAl can improve diagnostics and
treatment plans, but it also raises questions about patient privacy and the ethical use of
medical data. In education, GenAl can personalise learning experiences, but it must be
done in a way that respects students’ autonomy and does not reinforce existing inequali-
ties. By applying ethical principles, we can harness the benefits of GenAI while addressing
its challenges.

This book highlights the importance of fostering an environment where ethical GenAl
development is the norm. This involves creating policies, frameworks, and institutions that
support ethical practices. Governments, academic institutions, industry leaders, and civil
society organisations all have a role to play in promoting ethical standards and ensuring
that GenAl development aligns with societal values. Collaboration and dialogue among
these stakeholders are essential. By working together, we can develop comprehensive
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strategies that address the ethical, technical, and societal dimensions of GenAlI. This col-
laborative approach ensures that diverse perspectives are considered, leading to more
inclusive and robust solutions.

In conclusion, the integration of ethics and guiding principles into the discourse and
development of GenAl is not merely an adjunct to technical innovation but a fundamental
necessity. By prioritising ethical considerations, we can navigate the complexities and chal-
lenges posed by GenAl, ensuring that this powerful technology is developed and used in
ways that are fair, just, and beneficial for all members of society. The guiding principles
outlined in this book provide a practical roadmap for addressing ethical dilemmas and
making informed decisions. Ultimately, the goal is to create a future where GenAl contrib-
utes to human flourishing, enhances societal well-being, and upholds the values that are
important to us as a global community. By embracing ethics and guiding principles, we
can shape a positive trajectory for GenAl, fostering trust, reducing risks, and ensuring that
the benefits of this transformative technology are realised in a fair and equitable manner.
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