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Magazine Roundup

The IEEE Computer Society’s lineup of 12 peer-reviewed technical magazines covers cutting-edge topics rang-

ing from software design and computer graphics to Internet computing and security, from scientific appli-

cations and machine intelligence to visualization and microchip design. Here are highlights from recent issues.

Physiological Data: 
Challenges for Privacy  
and Ethics

In this article, featured in the Jan-

uary 2025 issue of Computer, 

the authors discuss the poten-

tial for wearable devices to be 

appropriated in ways that extend 

far beyond their original pur-

pose. They identify how the cur-

rent technology can be misused, 

explore how pairing physiological 

data with nonphysiological data 

can expand the predictive capac-

ity, and discuss the implications.

Predicting Links in  
Knowledge Graphs with 
the Canonical Correlation 
Analysis and Fusing  
Tensor Model

Relation prediction in knowledge 

graphs is critical for uncovering 

missing links between entities. 

Previous models mostly focused 

on learning the distance of enti-

ties and relation within each trip-

let. However, they relied heavily 

on linear metric learning-based 

methods to evaluate the connec-

tions between them, which ignore 

high-level complex interactions. 

To address these problems, the 

authors of this October–Decem-

ber 2024 Computing in Science 

& Engineering article introduce 

a Canonical correlation Analysis 

and Fusing Tensor model (CAFT) 

for relation prediction.

 

Developing and Using  
CAD/CAM/CAE Systems  
in Boeing 

Application programs to improve 

the quality and performance of 

its aerospace products are a crit-

ical part of Boeing’s computing 

environment. This article, fea-

tured in the October–December 

2024 issue of IEEE Annals of the 

History of Computing, focuses 

on how the company developed 

its own modeling, manufactur-

ing, and engineering programs 

and built custom software to 

address shortcomings in com-

mercial, off-the-shelf systems. It 

also details Boeing’s attempt to 

produce its own computer-aided 

design system.

Enhancing Virtual Reality 
Training Through Artificial 
Intelligence: A Case Study

In this November/December 2024 

IEEE Computer Graphics and Appli-

cations article, the authors pro-

pose an architecture that aims to 

facilitate the integration of artifi-

cial intelligence (AI) assistance into 

virtual reality (VR) training environ-

ments to improve user engagement 

and reduce authoring effort. The 

proposed architecture was tested 

in a study that compared a virtual 

training session with and without a 

digital assistant powered by AI. 

Regulated Federated  
Learning Against the  
Effects of Heterogeneity  
and Client Attacks 

Federated learning (FL) can com-

plete a learning task without com-

promising user privacy. However, 

the FL mechanism, where clients 

train models using personal data 

locally and exchange model updates 

instead of raw data, gives rise to 

new challenges. The problems 
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caused by data heterogeneity and 

malicious client behaviors are uni-

versal in practical applications. The 

authors of this November/Decem-

ber 2024 IEEE Intelligent Systems 

article propose a regulated FL (Reg-

ulFL) that introduces a generator 

and uses weighted aggregations to 

regulate client model training and 

complete federated aggregation.

AI Design: A Responsible 
Artificial Intelligence 
Framework for Prefilling 
Impact Assessment Reports 

Impact assessment reports for 

high-risk artificial intelligence (AI) 

systems will be legally required 

but challenging to complete, espe-

cially for smaller companies. That 

is because the current process is 

complex, costly, and relies on guide-

books with limited assistance. The 

authors of this article from the Sep-

tember/October 2024 issue of IEEE 

Internet Computing propose AI 

Design, a semiautomatic frame-

work for prefilling these reports.

AMD XDNA NPU in Ryzen  
AI Processors 

The authors of this article featured 

in the November/December 2024 

issue of IEEE Micro discuss the 

AMD Ryzen 7040 series, the first 

x86 processor with an integrated 

neural processing unit (NPU). The 

artificial intelligence (AI)-optimized 

capabilities of the Ryzen 7040 NPU 

enable new AI experiences that are 

not possible without XDNA, mak-

ing it a fundamental component in 

today’s Ryzen-AI-powered devices 

and setting the foundation for an 

exciting roadmap toward future AI 

capabilities in mobile PCs.

Multimodal Agents:  
From Vision to Reality 

This October–December 2024 IEEE 

MultiMedia article explores the 

evolution of multimodal agents, 

highlighting their ability to tran-

scend the limitations of single-

modality systems and deliver 

results based on a comprehensive, 

context-aware understanding of 

their environment. 

The Future of Consumer  
Edge-AI Computing 

In the last decade, deep learning has 

rapidly infiltrated the consumer 

end, due to hardware acceleration 

across devices. The authors of the 

July–September 2024 issue of IEEE 

Pervasive Computing introduce a 

novel paradigm centered around 

EdgeAI-Hub devices, designed to 

reorganize and optimize compute 

resources and data access at the 

consumer edge.

Android Permissions: 
Evolution, Attacks, and  
Best Practices 

In this article, featured in the 

November/December 2024 issue of 

IEEE Security & Privacy, the author 

studies the evolution of Android 

permissions. She describes the 

rationale behind key changes in 

Android’s permission model and 

discloses two permission-related 

security vulnerabilities she discov-

ered. Finally, she provides develop-

ers actionable insights to proac-

tively address permission-related 

security and privacy risks during 

development.

Toward an Open Source 
MLOps Architecture 

The authors of this article from 

the January/February 2025 issue 

of IEEE Software present a Kuber-

netes-based, open source MLOps 

framework to streamline the 
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lifecycle management of machine 

learning models in production envi-

ronments. They compare state- 

of-the-art MLOps tools and frame-

works, demonstrating that their 

features meet the same features 

as proprietary options, such as 

Amazon SageMaker.

MetaDigiHuman: Haptic 
Interfaces for Digital Humans 
in the Metaverse 

As technology continues to 

advance, the demand for sophis-

ticated and immersive interfaces 

to interact with the metaverse 

has become increasingly crucial. 

This November/December 2024 

IT Professional article introduces 

the concept of MetaDigiHuman, 

a groundbreaking framework that 

combines blended digital humans 

and haptic interfaces. By harness-

ing cutting-edge technologies, 

MetaDigiHuman enables seam-

less and immersive interaction 

within the metaverse. 
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Editor’s Note

Humanmade Securities  
and Vulnerabilities

A s technology becomes 

smarter and more capable 

of independent function, it is impor-

tant to remember where all technol-

ogy comes from—humans. Humans 

create cybersecurity programs 

and the algorithms behind artifi-

cial intelligence (AI). Humans gen-

erate the data that AI uses to com-

municate and make decisions. This 

issue of ComputingEdge reminds 

us of the importance of considering 

human influence in technological 

design, particularly for security and 

privacy. This includes evaluating 

human behavior when developing 

security programs, acknowledging 

the impacts of human bias in algo-

rithm and AI design, and humaniz-

ing data by remembering its origins. 

The articles also examine privacy 

engineering, software and security 

testing, and the legacy of inventor 

Monte Sala. 

To implement security practices 

effectively, companies must under-

stand how to design better cyberse-

curity and privacy programs. In IEEE 

Security & Privacy article “Leverag-

ing the Human Factors Discipline 

for Better Cybersecurity Outcomes: 

A Roundtable Discussion,” three 

experts explain the importance 

and benefits of considering human 

factors in cybersecurity design. 

The authors of “Privacy Engineer-

ing From Principles to Practice: A 

Roadmap,” from IEEE Security & 

Privacy, shed light on underrep-

resented aspects of privacy engi-

neering with the goal of bringing 

wider understanding and improved 

use to the discipline.    

As algorithms become more 

important in the world, it is essen-

tial to improve their accuracy and 

objectivity to enable fairer and 

more efficient algorithmic deci-

sion-making. Computer article, 

“From Concept to Reality: Leverag-

ing Correctness-by-Construction 

for Better Algorithm Design,” intro-

duces correctness-by-construc-

tion (CbC) development, which 

facilitates more correct and effi-

cient algorithm design. The arti-

cle, “Data’s Impact on Algorithmic 

Bias,” from Computer, reveals how 

artificial intelligence can generate 

unfair results and inequalities due 

to algorithmic bias. 

GenerativeAI (GenAI) and 

machine learning (ML) can enhance 

software and security testing if 

used effectively and in a way that 

does not create more privacy con-

cerns. “Generative Artificial Intelli-

gence and the Future of Software 

Testing,” from Computer, discusses 

the applications of GenAI to soft-

ware testing and the trust, pri-

vacy, and ethical risks involved. The 

authors of IEEE Security & Privacy 

article, “Why Is Static Application 

Security Testing Hard to Learn?” 

demonstrate their approach of 

combining static analysis and 

ML techniques to detect security 

vulnerabilities. 

Reflecting on history can help 

illuminate the origins and mean-

ing of modern data practices, from 

encryption to use. In “Monte Sala’s 

Cryptographic Achievements,” from 

IEEE Annals of the History of Com-

puting, the author chronicles 

the achievements of Monte Sala, 

famous for inventing devices for 

encrypting data. IEEE Annals of the 

History of Computing article “Dis-

secting Data: History of Data as 

History of the Body” connects data 

to the body, reflecting on the cor-

poreality of data as well as data’s 

engagement with and origins from 

the body. 
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DEPARTMENT: THE HUMAN FACTOR

Leveraging the Human 
Factors Discipline for Better Cybersecurity 
Outcomes: A Roundtable Discussion
Margaret Cunningham , Wethos AI

Calvin Nobles , University of Maryland Global Campus

Nikki Robinson , Capitol Technology University

Julie Haney , National Institute of Standards and Technology

Three human factors experts get to the bottom of what the human factors discipline actually 
is, how the cybersecurity community and organizations can benefit from it, and how to 
create a pipeline of professionals with human factors and cybersecurity expertise.

To shed light on the field of human factors and its 
important role within cybersecurity, Julie Haney, 
who leads the National Institute of Standards 

and Technology’s Human-Centered Cybersecurity pro-
gram, facilitated a virtual roundtable with three human 
factors experts. These experts—whose experiences 
span academia, government, and industry—directly 
apply their knowledge of human factors to improve 
organizational cybersecurity practices and outcomes 
and train the future cybersecurity workforce.

The roundtable conversation was transcribed, 
condensed, and edited by and with the approval of the 
participants.

Dr. Julie Haney: Can you describe the discipline of 
human factors and its application within the cyberse-
curity context?

Dr. Calvin Nobles: When it comes to human factors, 
especially in cybersecurity, the definition is not stan-
dardized. I’ve broken it up into two definitions. There’s 
a working definition in which human factors refers to 
any type of behavior that’s adverse to a cybersecurity 

policy or program, increases risk, or makes the pro-
gram more vulnerable. That is what most people seem 
to be calling human factors. But those of us who prac-
tice human factors as a science believe that human 
factors is about designing a system that accounts 
for human weaknesses and limitations and improves 
and optimizes human behavior and performance to 
the design of that system based on human weak-
nesses. This second definition can be applied to most 
domains. But for some reason, in cyber, we have many 
definitions out there. Because of that, we have a hard 
time getting people to understand that human factors 
is based on really three things: it’s a science, it’s a dis-
cipline, and it’s a profession.

Dr. Margaret Cunningham: In cybersecurity, people 
refer to a singular human factor. What they are really 
talking about is the ways that you can count mistakes 
or the ways that you can say this failure was human. 
So, the human factor is often seen as human fail-
ure. However, those people have missed an oppor-
tunity to understand systemic design factors that 
have impacted human performance. The discipline of 
human factors is difficult to explain. I think of it as the 
design of everything from endpoint human–computer 
interaction to the systems that contribute to that and 
the environmental factors that impact people.

Digital Object Identifier 10.1109/MSEC.2024.3478348 

Date of current version: 11 November 2024

This article originally  
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vol. 22, no. 6, 2024
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Dr. Nikki Robinson: Traditionally, we think of three dif-
ferent disciplines that come under human factors: 
engineering, design, and psychology. In the cyberse-
curity context, one of the things I hear a lot associated 
with human factors is security awareness training. And 
while that is one small component of what human fac-
tors means in security, it’s more about understanding 
the whole human and how we help our users be really 
effective and use technology and tools well. And then, 
for security practitioners, how do we build better tooling 
to help them do their jobs more effectively? How do we 
automate specific things? How do we understand how 
practitioners use the systems so that we can continue to 
improve the type of technology that we’re giving them?

Cunningham: In cybersecurity, we often neglect how 
to build systems that amplify human strengths and 
allow people to do their best.

Haney: What are some of the biggest human factors 
challenges in organizational cybersecurity programs 
today? How can the discipline of human factors help 
address these challenges?

Cunningham: The invisible nature of cybersecurity 
work, the small team sizes, and the inability to track 
decisions or make choices or collaboration visible are 
all big issues to me. We are seeing some growth in that 
area. Things that I’ve been excited to see are some of 

©SHUTTERSTOCK.COM/FGC

ROUNDTABLE PARTICIPANTS

Margaret Cunningham is the cofounder and chief 
scientist of Wethos AI as well as an applied experimental 
psychologist specializing in human performance metrics 
and behavioral analytics. She holds multiple patents 
in behavioral risk scoring and predictive analytics and 
has expertise across behavioral science, performance 
metric development, product R&D, data security, and 
human-centric design. Her prior experience includes 
behavioral engineering at Robinhood, global analytics 
product management at Forcepoint, and consulting as 
a human systems integration specialist for the Depart-
ment of Homeland Security.

Calvin Nobles  is the portfolio vice president and 
dean of the School of Cybersecurity and Informa-
tion Technology at the University of Maryland Global 
Campus. He completed fellowships at the Harvard 
University Belfer Center and the New America Think 
Tank. In January 2025, he will assume the role of 
chair of the Human Factors and Ergonomics Society 
Cyber Technical Group. His unique experiences also 
include being a commercial-rated pilot and an author. 

Calvin earned Ph.D.s in human factors and offensive 
cyberengineering.

Nikki Robinson is a senior technical staff member and 
lead security architect at IBM. She is also an adjunct pro-
fessor and doctoral chair at Capitol Technology Univer-
sity. She holds a D.Sc. in cybersecurity as well as a Ph.D. 
in human factors. She has authored two books, Effective 
Vulnerability Management and Mind the Tech Gap. Her 
research primarily focuses on vulnerability chaining, 
human factors security engineering, incident response, 
and threat intelligence. Nikki has more than 15 years of 
experience in both IT and cybersecurity operations.

Julie Haney is a computer scientist at the National Insti-
tute of Standards and Technology, where she leads the 
Human-Centered Cybersecurity program. Her research 
interests include the work practices of cybersecurity 
professionals and the usability and adoption of cyber-
security solutions. Previously, she worked for more than 
20 years as a cybersecurity practitioner and technical 
director at the U.S. Department of Defense. Julie holds a 
Ph.D. in human-centered computing.
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the workflow, communication, and automation prod-
ucts that can help people who are in distributed teams 
have a shared mental model of what’s going on and 
some visibility into the actions or decisions that peo-
ple have made. But it’s still a challenge.

Robinson: One of the things that we don’t see a lot is 
measurement. For example, we don’t measure per-
ception as a risk. My perception of a risk and someone 
else’s perception of a risk are going to be a little bit dif-
ferent, depending on our experience. I always use an 
example of a security person working with an IT oper-
ations individual responsible for vulnerability man-
agement. If they don’t have a good working relation-
ship because of frustration in the past, when a security 
patch affected operations, and the IT individual got in 
trouble for that, it could actually impact the time to 
remediation of subsequent vulnerabilities because of 
their potentially fractured relationship. But we don’t 
really have a good way to measure or identify fractured 
relationships or perception as a risk control. I think 
that’s one of the bigger challenges. It’s not just about 
the technical control. It could be about the people that 
are trying to implement that technical control.

In my example, a possible solution is even as simple 
as awareness—understanding that, sometimes, the 
time to remediation is not about the difficulty to actu-
ally implement the fix, but it could be because the 
teams are not operating well together and that there’s 
actually some sort of discord that’s impacting that abil-
ity to remediate. If you could find someone to act as a 
liaison, someone who understands IT, development, 
management, security—they don’t have to be super 
technical, but someone who is an effective communi-
cator—that skill set could completely turn the team 
around. It could completely change the team dynamic. 
They could come in as a mediator to figure out the chal-
lenges each side is having and how to find some com-
mon ground. Something as simple as that could really 
change the risk posture of an organization.

Nobles: The team dynamic piece is huge. I also think 
there’s a lot to learn from other domains about how 
they approach things. For instance, surgeons used to 
accidentally leave sponges in patients, but now they 
have procedures in place. Somebody on that team is 
responsible for counting sponges and the instruments 

to make sure they’re not inside of the patient. But I 
think cybersecurity people don’t think about human 
factors. They look for other fixes. I think this is where 
a human factors expert can really help a team iden-
tify friction points. Most people think human factors 
is something that you can open up a drawer, pull it out 
and apply, and it works. They don’t understand that 
you have to research the problem to drive solutions.

Cunningham: Taking the time to do that research in 
your working context is critical. I started my career in 
human factors in health care. One of the things that 
we did was we went into the hospitals, and we real-
ized that we could take some of the constructs from 
fields like aviation that were much more established at 
that time. But we had to do the work. We had to go in 
and really understand the tasks even though we could 
use research methods from aviation, like task analysis 
and tracking and measuring human performance indi-
cators. And so, embedding someone with the human 
factors research skill set within your security team 
is important. I’m so thankful to have champions for 
human factors science. It’s often an engineer who just 
loves it, but it doesn’t necessarily replace someone 
who knows the research methods and the issues with 
experimental design and applied settings.

Nobles: I recently had the pleasure of talking with some 
information security officers. To what Nikki said earlier, 
when you say human factors to these security officers, 
they run toward security awareness. There’s nothing 
wrong with security awareness. But I believe secu-
rity awareness is a byproduct of having or not having 
strong human factors practices. I asked one security 
officer, “What month do all your people do their cyber-
security training?” He said, “We do it in March.” I asked, 
“When are you going to do it again?” He said, “The fol-
lowing March.” I said, “You don’t think the bad guys 
know that? If you have your training in March, research 
tells us that after about four to eight weeks, if you don’t 
have reinforced training, it tapers off. So, the bad guys 
have 10 months to play on your employees’ weaknesses 
and human limitations because you’re not reinforcing 
the training enough. They will change their tactics, tech-
niques, and procedures based on your training cycle to 
deceive your people.” I recommended quarterly training 
or breaking it up monthly to where employees only do 
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15 min of training at a time. When you see new threats 
and vulnerabilities apply to your organization, then 
train on those so that employees don’t have to wait 
until the next training cycle comes around. But most 
people don’t think about it that way. Security aware-
ness is, at best, checking a box, let’s be honest.

Haney: How do we build recognition within organiza-
tions and the cybersecurity workforce that human fac-
tors matter?

Cunningham: It’s the return on investment. You’ve got 
to have a way to communicate that. It’s hard to do. Our 
security teams are scrounging for budget or to buy 
new technology and increase headcount. And when 
you say behavioral engineering, human factors engi-
neering, human factors anything, people say, “Yeah, 
but I need another person to be on my detection and 
response team. I need another person in application 
security. And I don’t know what I will get from some-
body who does human factors engineering.” They think 
human factors are covered in training.

If we think about how to get people to commit to 
something, we have to deal with how fast something 
can be done. You’ve got to have a timeline for it. You have 
to have a scope for that work. And you have to under-
stand how much it will cost. For practitioners and sci-
entists in this space, helping them define a scope that’s 
narrow enough and can have an improvement that’s 
measurable fast enough is the thing. You must also step 
back and ask, What is this organization ready for? What 
is the area of highest impact? How can I communicate 
what I’m doing in that space? How can I translate it to 
a metric or an outcome that is already there? Getting 
that business savviness is the trick. Academics have 
a great opportunity to take their translational skill set 
into a business: understanding the problem, making it 
concrete, taking action or doing an intervention, and 
then measuring the outcomes. It might look like a prod-
uct requirements document. It might look like a design 
document. If you can “businessify” human factors and 
anchor it on monetary value, you have a chance.

Nobles: One of the biggest things that I notice is that 
words matter. I think we have to change the termi-
nology. If I come into a room and start talking about 
human factors, people don’t really warm up to that in 

most cases. They are slow to really want to engage 
because they feel like it is a very touchy-feely subject. 
But if I come in a room and say human factors engi-
neering, that’s different because I’m talking to tech-
nical people, and I’m talking in a language that they 
understand. They look at things from an engineering 
perspective, like cybersecurity engineering, network 
engineering, computer engineering, software engi-
neering. I ask them, “What engineering discipline is 
missing?” And they don’t know. I then ask, “If you have 
a human problem, who are you calling?” And most peo-
ple say, “Human resources” (HR). Well, HR can’t help 
you if you’re talking about reducing the friction around 
the human element. You need to be looking at a human 
factors engineer. A human factors engineer is the per-
son that I think is missing from the cybersecurity team 
right now that can really help chief information secu-
rity officers (CISOs) fix issues and frustrations around 
human performance, like distractions, stress, fatigue, 
and burnout. CISOs have never been trained as tech-
nical leaders to look for these things. This is why a 
human factors professional partnering with your 
senior security architect is the duo that’s going to help 
bring human factors to life in cybersecurity.

I think we need to get organizations to understand 
that there’s a psychological aspect to cybersecurity. It’s 
okay to say we’re going to bring in some psychologists 
or cognitive behavior analysts to help us understand 
how people are performing in a very technical, complex 
environment. I don’t think we talk about this subject 
quite enough, and we don’t talk to the right people about 
it. We have to start talking to the decision makers and 
helping them understand that they have a knowledge 
gap. And because they have a knowledge gap, it’s going 
to cascade down through the hierarchy of the organiza-
tion. We need to start shoring up that knowledge gap.

Haney: How can the cybersecurity community inte-
grate more human factors knowledge?

Nobles: People ask me all the time about how to find a 
human factors engineer. There is not a human factors 
expert sitting on a bench waiting for the coach to put 
them in. So, we have to start thinking about how to cre-
ate a pipeline of people that have expertise in cybersecu-
rity and human factors. There aren’t many of us who do 
both. So, this is a real discussion that needs to happen.
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Part of the struggle is the education piece. Every 
school with a cybersecurity program should be teach-
ing a human factors course because it is a real-world 
issue that organizations are struggling to deal with 
today. Or we might need to talk about how we can take 
cybersecurity professionals and send them to school 
to get a master’s degree in human factors. Many people 
have taken some type of human–computer interaction 
(HCI) course, and they will say that’s human factors. 
But what I tell people is to look at human factors as 
the size of a basketball. Researchers have gone in and 
cut out a small portion of that basketball to create HCI. 
HCI is the size of a softball. HCI is very important, and 
it’s gotten us a long way, but some of the fundamentals 
of human factors are still missing.

Robinson: We see a lot more universities offering a 
human factors security engineering course. It’s some-
thing to give security engineers—people who are going 
to be our future defenders, our new security analysts 
and engineers and architects—a bit of what human fac-
tors means. That may even spark interest in them to say, 
“Oh, this research or book is kind of interesting. Maybe 
I’ll integrate this into what I do when I am a practitioner.” 
I think giving them the information upfront before they 
join the cyber workforce can at least help them think 
about things in a different way, not just always see some-
thing as a technology problem. We’ve gotten really good 
about educating people on technology, giving them the 
hands-on training, giving them the tools that they need 
to get going when they join the workforce. But I think 
incorporating that human factors piece, even just one 
course in that program, could make a huge difference.

One of the other things that we can do is encour-
age collaboration between the academic community 
and the private sector. I’ve definitely seen more of that. 
However, as someone who is a practitioner as well as 
an academic person, sometimes there’s this stigma 
that comes with having a Ph.D. in human factors or 
Ph.D. at all when it comes to the technical community. 
But when I get to work with both practitioners and aca-
demics, I get to see challenges from both sides. I get 
to see some solutions from the academic community, 
but I also get to see the problem sets from the techni-
cal community, and I can blend both. I think there’s a 
lot to be learned from bringing in both perspectives. 
Human factors security research goes back almost 20 

years, but we just haven’t seen it integrated into what 
we do as practitioners. So, there’s more collaboration 
we can do there to really learn from each other.

Haney: How can organizations get started toward 
incorporating human factors into their cyberse-

curity programs?

Cunningham: The hard thing is that every company is a 
living organism. They’ve got many different tools, many 
different choices, different people. And so, that does 
pose some challenges. I would first attend technical 
onboarding for new engineers, both the builders and the 
security engineers. And I would listen to all of the dif-
ferent things that they’re taught about the system that 
they’re going to work on. And I would listen very specif-
ically for a few key terms that serve as a flashlight on 
human factors issues: “Be careful,” “Pay attention,” “You 
can ignore that,” “This is where we have mistakes.” If you 
can find those in your teams, you have insight into some-
thing broken. I would also look for internal corporate 
engineering or IT tickets. I would read all of them. I would 
say, “Okay, well, this is a thing that breaks in your com-
pany all the time. This problem has consistently come up 
when a new person joins; this is their roadblock.” And 
all of those little things are typically actionable. It’s a 
physical system that people are struggling with.

Nobles: The help desk is my favorite place.

Robinson: I totally agree. In addition, my recommenda-
tion for any organization that wants to explore human 
factors is to do a consultation with a human factors 
security expert and see what they have to say. Even 
something as simple as that can give you a good idea 
of what to start with. And once organizations start to 
see the benefits of looking at a problem in a different 
way, that may encourage them to hire a human factors 
expert, build their own program, and build a human 
factors expert into the security team. Start small and 
take bite-sized chunks.

Robinson: My last point would just be that human fac-
tors security research is out there. I encourage anyone 
that’s interested in the subject to look up human fac-
tors security engineering. There’s already some good 
information to get you going.1,2,3,4,5
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Cunningham: I think that you can sometimes find 
secret human factors people. They’re doing human 
factors work, like implementing an architecture so 
that you eliminate a human performance issue. So, 
look for people who are already doing that work and 
start naming them. Find your partners.

Nobles: We need to continue to reinforce why the field 
of human factors is important for cybersecurity. If we 
stop talking about it, people are going to assume it’s 
no longer an issue or it has been resolved. I want to be 
an advocate until the role of a human factors engineer 
becomes normalized, like how a software engineer is a 
thing. No one 15 to 20 years ago was talking about soft-
ware engineering the way we talk about software engi-
neering today. So, you’ve seen the evolution of soft-
ware engineering over our lifetimes. And I just want to 
make sure that we continue to have a similar conversa-
tion about human factors in cybersecurity. 
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Privacy engineering is gaining momentum in industry and academia alike. So far, 
manifold low-level primitives and higher-level methods and strategies have successfully 
been established. Still, fostering adoption in real-world information systems calls 
for additional aspects to be consciously considered in research and practice.

W ith organizations facing increasingly 
stringent data protection regulations and 
digital trust being at the heart of growing 

user expectations, privacy engineering is gaining trac-
tion as a distinct discipline in business and academia 
alike. Large enterprises are establishing dedicated 
privacy engineering departments and more and more 
scientific venues are adopting privacy engineering as 
one of their central themes, confirming Lea Kissner’s 
and Lorrie Cranor’s 2021 designation of privacy engi-
neers as the “superheroes” of the privacy profession.1

Privacy engineering leverages concepts from 
disciplines as diverse as information security, juris-
prudence, economics, and psychology to facilitate the 
development of systems that are privacy-friendly by 

design. It explicitly takes a comprehensive view of such 
systems and services, as well as their development and 
socio-technical surroundings. This helps bridge the gap 
between practical implementations and traditional pri-
vacy and security research. It allows companies to bet-
ter and more reliably comply with increasing enforce-
ment of regulations, such as the European General 
Data Protection Regulation (GDPR) or the California 
Privacy Rights Act (CPRA). Privacy engineering also 
helps companies increase trust in their data-handling 
practices on the side of their customers, employees, 
and business partners, as well as to demonstrate 
accountability to data protection authorities.

While a vibrant community of academic research-
ers and corporate privacy engineers have been pro-
gressing the field significantly during the last years, 
uptake in the industry at large is still relatively low. 
Even though numerous design methods and frame-
works have been established—from privacy threat 
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modeling frameworks, such as LINDDUN2 to generic 
privacy design strategies3—privacy is, broadly speak-
ing and with the exception proving the rule, still no 
first-class member of modern, real-world information 
systems engineering.

Privacy engineering can do better. Striving toward 
an enhanced uptake of privacy engineering in prac-
tice, this article highlights key aspects that need to be 
emphasized more prominently in the discourse. Draw-
ing from lessons learned in various research projects 
and from extensive industry experience, we want to 
shed light on underrepresented, albeit crucial aspects 
of privacy engineering in the context of modern infor-
mation systems engineering, thereby fostering its 
wide adoption in practice.

WHAT, THEN, IS  
PRIVACY ENGINEERING?

In our quest to unravel the core of privacy engineer-
ing, it becomes apparent that even the underlying con-
cept of privacy is—like fairness, art, or democracy—
an “essentially contested” one. We can basically agree 
on a term and its desirability, but its actual meaning 
is subject to a broad variety of different interpreta-
tions and inherently eludes reaching broad consen-
sus on a single definition.4 The same is true for privacy 
engineering. Conceptions range from the design and 
implementation of anonymity-preserving algorithms 
and protocols to higher-order ones taking up meth-
ods and practices from software engineering, phys-
ical architecture, human–computer interaction, or 
socio-technical systems design.

To this existing spectrum, we want to add another 
point of view that puts an explicit emphasis on practi-
cal applicability in real-world information systems. 
In particular, we look at privacy engineering from the 
perspective of enterprise information systems and 
architectures, established paradigms and practices for 
their development and operation in practice, and the 
associated requirements and constraints. By bringing 

these aspects into focus, we can identify and highlight 
the gaps that exist between the current state of the pri-
vacy engineering discourse and the prevailing practices 
within the realm of enterprise information systems.

This, in turn, allows us to identify aspects of crucial 
importance for privacy engineering to better align 
with real-world information systems engineering and, 
thus, to increase its practical relevance, applicability, 
and adoption. In this regard, we do in the following 
particularly highlight the needs to: 1. broaden the view 
beyond anonymization, data minimization and security; 
2. consciously recognize what we call second-order 
nonfunctional properties of privacy mechanisms; and 
3. relax on so far predominant “all-or-nothing” aspira-
tions. 4. Finally, we also highlight how the provision of 
technical artifacts that are easily reusable in real-world 
environments can induce “indirected implementation 
obligations” and thereby foster the broad application of 
novel privacy mechanisms in practice.

BROADENING THE VIEW 
BEYOND ANONYMIZATION, DATA 
MINIMIZATION, AND SECURITY

While privacy engineering is often considered as merely 
an approach to implement anonymization and pseudon-
ymization techniques or to ensure confidentiality,5 pri-
vacy engineering entails a much broader range of goals 
and activities. Privacy-related regulations, such as the 
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GDPR or the CPRA, and nonregulatory frameworks, 
such as the Fair Information Practice Principles or the 
Organization for Economic Cooperation and Develop-
ment Privacy Principles, clearly call for further princi-
ples to be properly reflected in the design and imple-
mentation of real-world information systems. These 
principles include:

	› Lawfulness (including legal basis such as con-
sent): The collection and processing of personal 
information has to be done in a lawful and fair 
manner. Under the GDPR and other privacy 
legislations, this can mean that any collection or 
processing of personal data is to be considered 
unlawful unless properly legitimized. Beyond 
individual consent, which is quite prominent in 
academic discussions, this legitimation can also 
rest on other legal bases, such as, the necessity 
for fulfilling a contract (think of address data 
being processed by an online shop) or legal 
obligations (e.g., an employer forwarding income 
data to tax authorities). Technical approaches 
for interlinking collection and processing of 
personal data with the respective underlying 
legitimation (allowing for subsequent reviews 
whether they are still valid, for instance) are, 
however, largely lacking.

	› Purpose limitation: Slightly simplified, the prin-
ciple of purpose limitation says that personal 
data are only to be processed for the purpose(s) 
they were initially collected for. For technically 
materializing this principle, information systems 
and the underlying data management solutions 
must allow for controlling the flow and use of 
personal data based on respective purposes 
and, thus, be “purpose-aware” by design. 
Approaches for, e.g., purpose-based access 
control will certainly prove valuable here.

	› Data minimization (including necessity): 
Minimizing the amount of personal data being 
processed to what is absolutely necessary is 
what widespread “privacy” technologies for 
anonymization, pseudonymization, etc. are 
typically aimed at. It is worth noting that data 
minimization does not necessarily require mini-
mizing the amount of data in general but only 
the amount of personal data. This can—albeit 

with some pitfalls—also be achieved by means 
of sufficiently reducing/removing the linkability 
between data and its subject. Similarly, in 
many cases, even a simple process for record-
ing and maintaining data retention periods 
would already significantly limit the amount of 
personal data kept by many services in common 
use today.

	› Transparency: To allow data subjects (users) to 
act and decide in a well-informed, self-sovereign 
manner, they must be provided with sufficient 
information on how their data is processed, 
for which purposes, etc. All of this information 
needs to be provided in a way that users can 
access and understand based on their individual 
abilities. Today, it is typically provided in textual 
privacy policies that are, however, barely legible 
by laypersons and more often than not conflict 
with today’s well-established agile principles 
and practices of systems engineering. This 
is calling for more appropriate, technically 
mediated approaches and expecting industry 
to pick up state-of-the-art approaches, such 
as code scanning for personal information 
processing, utilizing application programming 
interfaces for communicating privacy policies of 
microservices, or alternative novel but mature 
transparency-by-design measures.

	› Security: The traditional C-I-A triad (confidential-
ity, integrity, availability) of information security 
is also highly relevant in the context of privacy. 
Personal data need to be kept confidential 
and the integrity and availability of personal 
data are of crucial importance for avoiding any 
mistreatment (imagine, for example, unauthor-
ized changes to or deletions of personal health 
records), as long as the data are actually rel-
evant (while in case of irrelevance, the principle 
of data minimization would apply and explicitly 
call for deletion).

	› Accountability: Like any other rule, 
privacy-related obligations would be rather 
meaningless without appropriate means for 
monitoring (or demonstrating) their fulfillment 
and for holding responsible parties account-
able. With regard to privacy, this is traditionally 
achieved through a mix of technical and 
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nontechnical approaches, ranging from 
well-documented systems architectures over 
various technical mechanisms for trustworthy 
computing to in-depth on-site inspections by 
authorities and certification auditors. Under 
current givens of often cross-organizational 
processing of personal data in highly distrib-
uted and continuously changing information 
systems, however, these established means do 
hardly suffice to appropriately ensure account-
ability anymore.

Beyond these, further principles, such as data 
portability (allowing data subjects to transfer data 
from one service provider to another) or accuracy and 
fairness (ensuring that data are actually correct, not 
biased, and can be reviewed, corrected, or amended) 
may also be added to the set of relevant privacy princi-
ples that need to be reflected technically. Last but not 
least, nonregulatory conceptions of privacy also refer 
to similar principles that cannot be properly addressed 
by means of anonymization and security alone.

Instead of largely concentrating on ever new ano-
nymization and security techniques, practice thus 
calls for a more encompassing set of functionalities 
covering all of the abovementioned principles. The 
technology scope of privacy engineering should thus 
be consciously broadened. Mapping the abovemen-
tioned principles to privacy-focused protection goals 
also including unlinkability, intervenability, and trans-
parency (as, for instance, done in the “Standard Data 
Protection Model” proposed by German data protec-
tion authorities6) may also prove valuable here.

RECOGNIZING FUNCTIONAL AND 
NONFUNCTIONAL PROPERTIES 
OF PRIVACY MECHANISMS 
(AND ACKNOWLEDGING THE 
IMPORTANCE OF THE LATTER)

In information systems engineering, it is typically dis-
tinguished between functional and nonfunctional 
properties that systems have and respective require-
ments they must fulfill. Functional properties here 
refer to the core functionalities a system is meant to 
provide: a database stores and allows the querying 
of data or a travel planning service is able to calcu-
late appropriate routes and travel times for different 

means of transportation. Nonfunctional properties or 
“qualities,” in turn, refer to “constraint[s] on the manner 
in which [a] system implements and delivers its func-
tionality.”7 Performance, scalability, or even security 
and privacy are typically mentioned here. Such non-
functional properties are often crucial for the practi-
cal applicability or adoption of a technical system or 
component, irrespectively of its capacity to fulfill func-
tional ones.

For privacy technologies, in turn, a similar differen-
tiation must be made. From this perspective, functional 
properties refer to the privacy functionality a techni-
cal artifact provides: a certain property-preserving 
encryption scheme allows for a well-defined set 
of operations to be executed on encrypted data; a 
purpose-based access control scheme allows to 
technically enforce the privacy principle of purpose 
limitation, and so on. This is what we typically find in 
technical papers presenting novel privacy mecha-
nisms, protocols, etc.

Nonfunctional properties of respective technical 
artifacts are, however, only rarely discussed. None-
theless, these are of crucial importance for achieving 
applicability in practice. Based on existing research, 
we can identify at least the following nonfunctional 
properties of privacy mechanisms to be decisive for 
their practical application, albeit only rarely discussed 
in the privacy engineering literature:

	› (Re-)usability in relevant real-world information 
systems contexts: One of the core requirements 
for privacy mechanisms to be actually adopted 
in practice is that they are provided as an 
easily (re-)usable artifact (e.g. library, package, 
component) that can be applied in conjunction 
with different systems of a particular class (e.g., 
different SQL databases) actually employed in 
practice.

	› Coherent integration into established software 
stacks, architectures, and development prac-
tices: To foster practical adoption, a technical 
privacy mechanism must pay appropriate regard 
to the context it shall be applied in. A database 
extension with a modified query language, for 
instance, will hardly be applicable in conjunction 
with abstraction layers such as object-relational 
mappers widely used in practice. Development 
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paradigms and practices, such as agile DevOps, 
might also call for explicit recognition in the 
design of certain privacy mechanisms.8 Aligning 
privacy engineering approaches with security 
practices, which are already much more mature 
and adopted in practice, would be another 
useful angle to ensure integration.

	› Developer-friendliness and low implementation 
efforts: If a new technical privacy mechanism 
places a significant burden on the developers 
who shall apply or integrate it into their systems, 
this will hinder its adoption in a multitude of 
ways. Conversely, if applying a privacy mecha-
nism merely requires minimal code modifica-
tions, developers will be much less reluctant. 
Similarly, management support also strongly 
depends on the implementation overheads that 
are to be expected.

	› Reasonable and experimentally determined 
performance overheads in realistic settings: 
In many cases, the performance overhead 
raised by a novel privacy mechanism is rather 
unknown. In practice, however, the overhead 
to be expected is of crucial importance for 
deciding about a privacy mechanism’s applica-
tion. Explicitly provided overheads empirically 
gathered in experiments resembling real-world 
systems, environments, and workloads as 
closely as possible are therefore indispens-
able for making conscious and empirically 
well-founded decisions.

In the light of the abovementioned conception 
of privacy itself being a nonfunctional property of 
information systems, we refer to these properties 
of privacy mechanisms as second-order nonfunc-
tional properties. These (and presumably additional 

ones) will foreseeably be decisive for a technical 
privacy artifact’s actual transfer from its scientific 
birthplace into real-world applications. Nonethe-
less, they are only marginally present in the privacy 
engineering discourse.

LET PERFECTION NOT BE THE 
ENEMY OF THE GOOD

Another aspect quite prominent in the prevailing dis-
course regards the perceived need for solutions that 
provide some sort of formal guarantee that a given pri-
vacy property is 100% ensured in the light of a certain 
attacker model. Of course, technical mechanisms able 
to achieve this would always be the first choice, but 
in many cases, these come at the cost of significant 
drawbacks in matters of practical applicability. Mech-
anisms for fully homomorphic encryption or secure 
multiparty computation are a prime example here: In 
theory, they allow the outsourcing of critical calcu-
lations to external parties (such as cloud providers) 
while still providing confidentiality or integrity guaran-
tees against these. However, such mechanisms usu-
ally come with tremendous performance overheads 
and lack easy integrability into real-world systems, hin-
dering their application in practice. Similarly, adapted 
databases providing low-layer purpose-based access 
control have been proposed for materializing the prin-
ciple of purpose limitation technically. However, these 
do not align with implementation stacks and data 
access models used in real-world information systems 
engineering, significantly limiting their practical appli-
cability. Compared to these, alternative approaches for 
purpose-based access control explicitly aligned with 
such givens from practice while relaxing on aspects, 
such as circumventability by adversarial in-house 
developers9 may turn out as the superior ones, given 
that they allow purpose-awareness to make it into 
real-world information systems at all. In matters of 
accountability, evidence doesn’t need to be “provably 
unforgeable” to provide an actual benefit, and so forth.

By and large, it needs to be better recognized 
that regulations do not require the implementa-
tion of technical mechanisms that enforce privacy 
principles in a guarantee-like, 100% fashion. Instead, 
they follow a nonbinary, risk-based approach, calling 
for technical measures that properly reduce relevant 
risks (but not necessarily eliminate them completely 

ALIGNING PRIVACY ENGINEERING 
APPROACHES WITH SECURITY 
PRACTICES, WHICH ARE ALREADY 
MUCH MORE MATURE AND ADOPTED IN 
PRACTICE, WOULD BE ANOTHER USEFUL 
ANGLE TO ENSURE INTEGRATION.
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and provably). The GDPR, for instance, obligates data 
controllers to apply technical and organizational 
measures “designed to implement [privacy] principles” 
and explicitly links respective obligations to factors, 
such as the cost of implementation or the risks asso-
ciated with the processing. From this perspective, an 
easy-to-implement, low-overhead mechanism that 
leaves a certain risk of circumvention by adversarial 
in-house developers can in many cases be preferable 
over one that provides formal guarantees, albeit at the 
cost of significant performance overheads.

In consequence, privacy engineering should, 
more often than currently, take a “realistic stance” on 
developers and data controllers. It must be weighed 
whether it is more important and valuable to support 
them in fulfilling their duties than trying to ensure 
absolute tamper- or concealment-proofness and end 
up without any mechanism being present at all.

CREATING IMPACT BY SHAPING 
THE STATE OF THE ART

One important question remains to be answered: 
How do we foster the actual adoption of privacy engi-
neering in the industry? Privacy engineering and 
privacy-friendly systems will almost always lead to 
increased development and operational costs. Hence, 
beyond their need to comply with legislation, data 
controllers often have only limited incentives to make 
their systems more privacy-friendly than absolutely 
necessary.

Thus, if we aim to foster privacy engineering in 
practice, three interdependent main angles seem to be 
available: 1. increase user demand, 2. provide stricter 
and enforced obligations for industry, or 3. provide 
easy to use, feasible, and viable privacy-preserving 
technologies and methods. While addressing user 
demand is a topic we will not further consider here, the 
latter two approaches deserve more attention. Legis-
lation already requires companies to apply privacy by 
design (e.g., Data Protection by Design and by Default 
in Article 25 GDPR). For multiple reasons, however, 
legislators usually refrain from stipulating specific 
technologies and methods. The actual technologies 
and methods to be used are to be derived from the 
state of the art, the risk caused by the processing, and 
other factors, such as cost. A cutting-edge technol-
ogy raising serious integration or operational cost will 

therefore not be considered obligatory to apply in most 
cases. Thus, the key to increased adoption of privacy 
engineering methods, tools, and technologies lies to a 
large extent on the supply side and, therefore, in the 
provision of easily usable, effective and economically 
viable artifacts. Only on the basis of widespread avail-
ability and adoption of these artifacts will recognized 
industry practices emerge to form the state of the art 
to be considered by controllers.

The privacy engineering community’s best avenues 
to advancing the practical adoption of privacy engi-
neering, thus, lies in consciously advancing this state 
of the art. This requires several steps: First, we—in 
academia and industry—have to provide concrete, 

sufficiently mature, and publicly available implementa-
tions to demonstrate feasibility and effectiveness and 
to introduce the respective mechanism to the prac-
tice. Second, we must ensure that the implementation 
can be integrated into realistic information systems 
with low effort and high protection efficiency (see 
developer-friendliness and low implementation efforts 
in the “Recognizing Functional and Nonfunctional 
Properties of Privacy Mechanisms (and Acknowl-
edging the Importance of the Latter)” section), and 
third, we must demonstrate economic feasibility, i.e., 
that operational overheads are reasonable (typically 
through, e.g., performance experiments with realistic 
scenarios and payloads).

Together, these three factors may then, depending 
on the specific cost–risk assessment for a particular 
use case, imply an implicit regulatory expectation 
to implement a privacy mechanism in practice. This 
“obligation through implementation” approach can be 
consciously applied for fostering the actual adoption 
of novel technical privacy mechanisms in real-world 
information systems engineering.

BY AND LARGE, IT NEEDS TO 
BE BETTER RECOGNIZED THAT 
REGULATIONS DO NOT REQUIRE 
THE IMPLEMENTATION OF 
TECHNICAL MECHANISMS THAT 
ENFORCE PRIVACY PRINCIPLES IN A 
GUARANTEE-LIKE, 100% FASHION.
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Now that privacy engineering is gaining trac-
tion in industry, corporate heads of privacy 

engineering, chief information security officers, and 
their teams need to be empowered with proper tech-
nical tools and methods. For this to happen, privacy 
engineering needs to better align with real-world 
information systems engineering. In this article we 
have argued that this requires several things. At a 
more technical layer, privacy engineering needs to 
broaden its view beyond mere anonymization, data 
minimization, and security, and needs to properly 
address “second-order nonfunctional properties” of 
privacy mechanisms, like reusability or integration 
into established development practices. At a “policy” 
layer, it might be beneficial to abandon “all-or-nothing” 
approaches to privacy in some fields of academia to 
more easily bridge the gap between the academic 
world and industry. Regulators should continue striv-
ing toward risk-based approaches, while ensuring 
consistent, noncontradictory regulation. Companies, 
in turn, should seriously consider investing in their 
privacy engineering capabilities lest they find them-
selves lagging behind the state of the art by too far 
one day. 
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DEPARTMENT: ALGORITHMS

From Concept to Reality: 
Leveraging Correctness-by-
Construction for Better Algorithm Design
Tabea Bordis , Maximilian Kodetzki , and Ina Schaefer , Karlsruhe Institute of Technology

Algorithms demand both correctness and efficiency, but formal methods often lack support 
for ensuring these essential properties during algorithm construction. This article introduces 
correctness-by-construction (CbC) development which facilitates algorithm design through 
iterative refinement steps enabling the construction of correct and efficient algorithms.

A lgorithms are an essential part of almost every 
software system. Building software systems 
can either involve reusing existing algorithms 

or developing new algorithms for specific problems. 
In each case, a good algorithm solves problems effi-
ciently, but still in an understandable and maintain-
able way. Developing efficient algorithms, however, is 
a challenge even for experienced software engineers. 
First, efficiency is seldomly created using the most 
straightforward solution, but requires more thorough 
thinking. Second, the functional correctness of algo-
rithms in libraries is of high importance since they are 
reused in a large community of users. Functional cor-
rectness of an algorithm can be shown using formal 
methods. Formal methods provide techniques and 
tools that generate stronger correctness guarantees 
than regular software testing. For example, deductive 
verification translates a program and its functional 
specification into mathematical proof obligations to 
establish functional correctness of the program. Just 
recently, the deductive verification tool KeY found a 
bug in the TimSort algorithm that is used by the Java 
standard library.1 Most formal verification approaches 
are applied post hoc which means that an algorithm 
is only verified after it is implemented. Therefore, 
those post hoc approaches only support developers 
by showing functional correctness of their algorithms 

after development, but not during construction in the 
first place.

In this article, we demonstrate the incremental 
algorithm development approach correctness-by- 
construction (CbC) as imagined by Dijkstra,2 Gries,3 
or Kourie and Watson,4 where correctness is not an 
afterthought, but an integral part of the very construc-
tion process. CbC supports developers in constructing 
“better” algorithms which can refer to different proper-
ties of the constructed algorithm, such as correctness, 
efficiency, maintainability, or structural elegance. 
CbC is based on Hoare triples of the form {P} A {Q} 
consisting of a precondition P, an algorithm A, and a 
postcondition Q. Hoare triples represent correctness 
assertions that are true if and only if, starting from 
the precondition, the postcondition is satisfied after 
executing the algorithm A. The process of CbC has four 
steps. First, the pre- and postcondition are defined to 
create an abstract Hoare triple {P} S {Q}, where S is a 
placeholder for the algorithm that we want to create. 
Second, the placeholder is refined by applying one 
refinement rule from the predefined set of refinement 
rules. A refinement rule is a template to introduce 
common programming constructs, such as loops and 
selections, which defines an applicability condition to 
guarantee the correct preservation of the user-defined 
specification. A refinement rule might also insert more 
placeholders that still need to be refined. Third, the 
applicability condition of the applied refinement rule 
is checked. In this step, it might also be necessary to 
provide further specifications, such as loop invariants. 
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Fourth, if there is no placeholder 
left that still needs to be refined, 
the algorithm is complete and cor-
rect by construction. Otherwise, 
we repeat the process starting 
with the second step to refine the 
next placeholder to a program.

The underlying idea of this 
specification-first, refinement- 
based approach is that better 
algorithms can be constructed 
when the developer must think 
about their construction more 
thoroughly rather than hacking them into correct-
ness. As a result, when applying CbC compared to 
classical post hoc verification, errors are more likely 
to be detected earlier in the design process, and the 
structure of the algorithm tends to be clearer result-
ing in more elegant and efficient solutions.4 To further 
spread correct-by-construction software develop-
ment, we implemented CbC in the CorC ecosystem.5 
CorC is a graphical and textual integrated develop-
ment environment (IDE) to construct algorithms fol-
lowing the CbC approach. CorC supports developers 
to refine their program by applying refinement rules 
and to verify the correct application of these refine-
ment rules using the deductive verification tool KeY.6 
Evaluation results even show a decreased verification 
effort compared to post hoc verification.7

In the following, we introduce the CbC meth-
odology and highlight its benefits for constructing 
algorithms using an example. Additionally, we give an 
overview of the CorC ecosystem to demonstrate how 
our research on extending the applicability of CbC 
meets the challenges of developing today’s software 
systems. We present four lines of research where CbC 
is integrated into software engineering processes 
to scale its applicability from single algorithms to 
object-oriented and component-based software sys-
tems and used beyond functional correctness.

CORRECT-BY-CONTRUCTION 
ALGORITHM DEVELOPMENT

CbC4 is a refinement-based, incremental approach to 
develop algorithms in the sense of total correctness. 
Every statement of the algorithm is surrounded by a 
specification forming a Hoare triple of the form {P} S {Q}. 
Thereby, the precondition P marks the state of the pro-
gram before the statement S is executed and guarantees 
that the statement will terminate in the state described 
by postcondition Q. Precondition P, postcondition Q, 
and the Hoare triple itself are predicate formulas eval-
uating to true or false. The pre- and postconditions are 
expressed in first-order logic and the statements in 
Guarded Command Language,8 using the following five 
constructs: empty command (skip), assignment (:=), 
composition (;), selection (if), and repetition (do). In 
Figure 1, we show the set of refinement rules that are 
used to refine an abstract statement S to a concrete 
statement in Guarded Command Language. Each of the 
refinement rules contains an applicability condition 
that has to be fulfilled to guarantee the correctness of 
the refinement with respect to the specification.

	› Skip: Skip statements do not alter the program 
state.

	› Assignment: An abstract statement S can be 
refined to an assignment x: = E, if precondition P 

FIGURE 1. Set of CbC refinement rules.4
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implies postcondition Q in which the variable x has 
been replaced by expression E, noted as Q[x\E].

	› Composition: The composition rule splits one 
abstract statement S into two abstract state-
ments S1 and S2 that are executed sequentially. 
Additionally, an intermediate condition M has to 
be provided.

	› Selection: The selection rule branches the 
abstract statement into different cases that 
are defined by the guards Gi. The Hoare triple is 
refined to n more Hoare triples of the form {Gi ∧ 
P} Si {Q}. The substatement of the first satisfied 
guard Gi is executed.

	› Repetition: The repetition rule introduces a loop 
that executes statement S as long as guard G 
evaluates to true. The repetition refinement rule 
additionally requires an invariant I and a variant 
V. To verify termination of the loop, it is checked 
that the variant is monotonically decreasing with 
zero as the lower bound. Additionally, an invari-
ant is needed to guarantee the postcondition.

DUTCH NATIONAL  
FLAG ALGORITHM

In the following, we develop an algorithm using CbC 
to solve the Dutch National Flag problem that has 
been proposed by Dijkstra in 1976. The Dutch National 
Flag problem is a special sorting problem that consid-
ers an array with three different entries (in our case 
the colors of the Dutch National Flag: red, white, and 
blue). This array shall be sorted into the correct order 
regarding the colors of the Dutch National Flag. While 
one naive solution would be to loop through the array 
twice (once for counting the number of red, white, and 
blue entries and a second time to assign the correct 
values to the entries of the array), there is a more effi-
cient solution to this problem that only uses one loop. 
We show how the refinement-based approach of CbC 

is applied to construct an algorithm for this problem 
and highlight how this specification-centric process 
helps to develop a more efficient solution compared 
to the naive approach.4 This means that we do not only 
present the final solution with the final specifications, 
but we mimic the thought process of developing the 
algorithm for the very first time.

Before we start developing the algorithm, we 
define two predicates that help us to specify the prob-
lem concisely. We define the predicates intuitively, as 
a developer would do when defining the problem for 
the first time. The first predicate, color(A, l, h, x), evalu-
ates to true if and only if the entries of the array A from 
index l to index h have the color x. The second predi-
cate sorted(A, l, h, wb, wt, bb) defines our sortedness 
criterion, which means that first in the array we have 
the red entries, followed by blue and white entries. The 
integers wb, wt, and bb (for white bottom, white top, 
and blue bottom) define the borders between the red, 
white, and blue entries in the array.

Definition 1: Predicate color:
color(Array A,int l,int h,value x) ≜  
∀ int i: (l ≤ i < h) → A[i] = x

Definition 2: Predicate sorted:
sorted(Array A,int l,int h,int wb,int wt, 
int bb) ≜ color(A,l,wb,red) ∧ color  
(A,wb,wt,white) ∧ color(A,bb,h,blue)  
∧ (0 ≤ l ≤ wb ≤ wt ≤ bb ≤ h ≤ A.len).

The first step of CbC is the definition of the problem 
in form of a Hoare triple specification {P} S {Q}. Since 
our predicate sorted describes the general form of 
the array, we can instantiate the bounds accordingly 
to express 1) an unsorted state of the array in the 
precondition and 2) a completely sorted state of the 
array in the postcondition. For the postcondition, we 
additionally define that wt has to be equal to bb since 
blue and white are neighboring colors. (Side note: For 
brevity, we omit defining some properties, which do not 
directly influence the development of this algorithm. 
For example, we could explicitly require the array to 
only have entries of the colors red, white, or blue in the 
precondition. Additionally, sorting algorithms should 
always be specified with a permutation property, such  
that solutions where the array simply is overwritten 

EACH OF THE REFINEMENT RULES 
CONTAINS AN APPLICABILITY 
CONDITION THAT HAS TO BE 
FULFILLED TO GUARANTEE 
THE CORRECTNESS OF THE 
REFINEMENT WITH RESPECT TO THE 
SPECIFICATION.



www.computer.org/computingedge� 25

ALGORITHMS

with one value are not sufficient.) 
Formally, we define the starting 
Hoare triple as follows:

Definition 3: Problem:
{sorted(A,0,A.len,0,0,A.len)} S 
{sorted(A,0,A.len,wb,wt,bb) ∧ 
(wt = bb)}

In Figure 2, we illustrate the 
process of the intended Dutch 
National Flag algorithm with a 
starting, intermediate, and end 
state using predicate sorted. The 
main part of the algorithm will 
be a loop to sort the entries for 
which we have to define a loop 
invariant. A loop invariant describes a property that is 
true before and after every loop iteration. For our algo-
rithm, it must reflect an intermediate state as shown 
in Figure 2. By examining Figure 2 during the definition 
of the loop invariant, we now notice that we can sim-
plify our first, intuitively chosen specification. That is, 
there is no real need to have three unexplored regions 
in an intermediate state; one is sufficient. Therefore, 
we fix l and h to 0 and A.len, respectively, inducing an 
unsorted region between white and blue. We formally 
define the invariant using predicate sorted as follows:

Definition 4: Loop invariant:
Inv ≜ sorted(A,0,A.len,wb,wt,bb)

At this point, we notice that our definition of predi-
cate sorted can be simplified since l is always 0 and h 
is always A.len. We revise our definition for predicate 
sorted in the problem and in the invariant accordingly 
as follows:

Definition 5: Predicate sorted (revised):
sorted(Array A,int wb,int wt,int bb) 
≜ color(A,0,wb,red) ∧ color 
(A,wb,wt,white) ∧color(A,bb,A.len,blue)  
∧ (0 ≤ wb  ≤wt ≤ bb ≤ A.len)

Definition 6: Problem (revised):
{sorted(A,0,0,A.len)} S  
{sorted(A,wb,wt,bb) ∧ (wt = bb)}

Definition 7: Loop Invariant (revised):
Inv ≜ sorted(A,wb,wt,bb)

After defining the specification, we can start 
applying refinement rules to construct the Dutch 
National Flag algorithm. While it might seem like a lot 
of work for a software engineer before even starting 
the development, we want to highlight that we already 
gained a lot of insights about the Dutch National Flag 
problem and revising the problem description helps us 
to find a simple solution during program construction. 
Additionally, when developing an algorithm for a new 
problem, the iterative process is usual.

In Figure 3, we show all refinement steps that we 
applied to construct the Dutch National Flag algorithm 
in a refinement tree structure. The single refinement 
steps are numbered in application order with circled 
numbers and the name of the applied CbC refinement 
rule (see Figure 1). The box in the top right corner lists 
all conditions that are used as specifications through-
out the construction process. The root node of the 
refinement tree is the starting triple with our previ-
ously defined pre- and postconditions. We already 
know that the main part of the algorithm will be a loop. 
Before entering the loop, we need to initialize our index 
variables wt, wb, and bb appropriately. Therefore, we 
split the abstract statement S into two sequentially 
executed abstract statements S1 and S2 using the 
composition refinement rule in refinement step 1. The 
applicability condition for the composition refinement 

Unexplored

sorted(A, l, h, wb, wt, bb)

sorted(A, l, A.len, wb, wt, bb)
Where l = 0 ∧ h = A.len ∧ wt = bb

A

A

A

0 A.len

0 A.lenhbbwtwbl

0 A.len

FIGURE 2. Illustration of Dutch National Flag algorithm (adapted from Kourie and 

Watson4).
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rule requires us to define an intermediate condition 
M such that the two newly constructed Hoare triples 
{P} S1 {M} and {M} S2 {Q} hold. We define M to be the 
loop invariant Inv (see Definition 7) since it should hold 
after initializing the index variables and before enter-
ing the loop. The correctness of this refinement step is 
determined by checking the correctness of the refine-
ment rules that are applied to refine S1 and S2.

In the second refinement step, we refine abstract 
statement S1 with the assignment refinement rule 
to initialize the index variables wb, wt, and bb. The 
applicability condition of the assignment rule checks 
that the precondition implies the postcondition of the 
triple, that is the loop invariant, after setting the values 
of the assignment as follows:

sorted(A,0,0,A.len) → sorted 
(A,wb,wt,bb)[wb\0,wt\0,bb\A.len]  
≡ sorted(A,0,0,A.len) →  
sorted(A,0,0,A.len) ≡ true.

In the third refinement step, we refine abstract state-
ment S2 with the repetition refinement rule. For this rule, 
we already defined the loop invariant Inv (see Definition 
7), but still need to define a variant V and a loop guard. 
In our case, the loop is terminated when the unsorted 
region between indices wt and bb is empty, that is, wt 
= bb. The variant is needed to prove termination of the 

loop. It is defined such that it decreases monotonically 
with every iteration and has 0 as lower bound. We set 
the variant V to (bb – wt) since this number decreases 
steadily because in every iteration, we sort one element 
from the unsorted region between indices wt and bb 
either to the region before wt (increasing wt by one) or 
to the region after bb (decreasing bb by one). With that, 
we can establish the applicability conditions. For brev-
ity, we do not give details on all applicability conditions. 
The interested reader can read the corresponding 
chapter in Kourie and Watson, 2012.4

In the fourth refinement step, we use the selection 
refinement rule to refine the abstract loop body B. We 
want to distinguish between cases where the next 
element we are looking at is either red, blue, or white 
and set the guards accordingly. The applicability con-
dition of the selection refinement rule also requires us 
to define the guards in a way that always one of the 
guards is fulfilled. To prove this condition, we would 
in fact need the additional condition that our array 
cannot contain any other element than those three 
colors which are omitted for brevity as mentioned 
earlier. Note, that we did not define a classic loop itera-
tion index i, as done for many loops. This is because 
index i would loop from 0 to the start of color blue, and 
therefore we noticed that index i and wt are increased 
at the same time and we can just use wt instead of i. 
Another thing to notice is that the specification for the 

FIGURE 3. Dutch National Flag algorithm as CbC refinement tree.
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loop body B has not directly been inherited as we have 
seen for the assignment refinement rule in step 2. This 
is defined in the applicability condition of the repeti-
tion refinement rule and makes sure that the loop body 
fulfills the invariant Inv before and after execution and 
also includes the guard wt!=bb in the precondition.

The last refinement steps (steps 5–7) refine the 
abstract statements S3–S5 for the single cases of the 
selection statement using the assignment refinement 
rule. The trick here is to swap the element at index wt 
into the correct area and to increase (in case of wt 
and wb) or decrease (in case of bb) the corresponding 
indices afterward.

THE CorC ECOSYSTEM
We extended CbC to different fields of application that 
benefit from the idea of a structured development pro-
cess guided by specifications and refinements. We 
categorize our research in two goals: The first goal is 
to develop concepts and tool support that scale CbC 
from developing single algorithms to whole software 
systems with the complexity of today’s software. The 
second goal is to give guarantees beyond functional 
correctness for the constructed algorithms. All of our 
lines of research are combined in one open source tool: 
the CorC ecosystem. The core of the CorC ecosystem 
is the tool CorC7 which is an Eclipse plug-in supporting 
the development of programs with CbC. CorC comes 
with a graphical and a textual editor. The graphical edi-
tor visualizes the CbC program in a tree structure, sim-
ilar to Figure 3, such that bugs in the construction of 
the algorithm can be easily traced. The textual editor is 
implemented using a grammar for CbC programs. The 
beginning of a CbC program is a Hoare triple, which can 
then be refined by applying CbC refinement rules per 
drag-and-drop. In the background, the deductive verifi-
cation tool KeY6 is used to prove the applicability con-
dition of each refinement rule. The following lines of 
research each extend the core functionality of CorC 
following our aforementioned goals. Further details are 
provided in the referenced papers and on GitHub.9

Object-oriented development 
using CbC
To enable widespread application of CbC for algo-
rithms, we integrated object-oriented programming, 
as widely used programming paradigm, into CorC 

and improved the development process to enable the 
development using CbC alongside other verification 
strategies or classical testing.10 Object-oriented pro-
gramming introduces classes with fields and class 
invariants to CbC, which allows to develop more com-
plex projects including inheritance and interfaces. Our 
roundtrip engineering process facilitates seamless 
transition from existing or manually written code to 
CbC development to correct code and vice versa. We 
integrated these concepts along with further usability 
features that simplify the development using CbC in 
the successor of CorC, called CorC 2.0.

CbC software architectures
Component-based architectures allow to establish a 
set of modular, reusable, and correct-by-construction 
components. This is equally interesting for libraries, 
where implementations are accessed through inter-
faces, and for third-party developments that are easier 
to integrate into individual projects. Most importantly, 
creating components that modularize correct imple-
mentations allows developers to think about how to 
compose software systems instead of how to program 
a monolithic software system from scratch. We argue 
that this is the foundation for building large and com-
plex systems that take advantage from a CbC-based 
development style. Our extension, ArchiCorC, con-
nects Unified Modeling Language-style component 
modeling, formal specification, and code generation, 
facilitating the creation of correct-by-construction 
components and their seamless integration into soft-
ware systems.11

CbC for software product lines
Software product lines offer systematic reuse paired 
with variability mechanisms to realize whole prod-
uct families. The commonalities and differences of 
the product variants are communicated as features, 
whose relationships are often modeled in feature 

WE WANT TO DISTINGUISH BETWEEN 
CASES WHERE THE NEXT ELEMENT 
WE ARE LOOKING AT IS EITHER 
RED, BLUE, OR WHITE AND SET THE 
GUARDS ACCORDINGLY.
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models. Guaranteeing the correctness of a product 
line is challenging, especially due to the number of 
possible product variants resulting from the number 
of feature configurations and the variable code struc-
tures. To create a correct product line using CbC, we 
extended the original CbC approach with a new refine-
ment rule for variability mechanisms.12 Additionally, 
we combined this mechanism with contract composi-
tion for variability in the pre- and postcondition.13 We 
call this extension variational CbC.14 The correspond-
ing extension of CorC, VarCorC, uses FeatureIDE15 
and variational CbC to support the development of 
correct-by-construction software product lines.

BEYOND FUNCTIONAL 
CORRECTNESS:  
X-BY-CONSTRUCTION

Driven by our research in the past years on fields of 
application and extensions of the CorC ecosystem 
as a tool for developing correct-by-construction pro-
grams, we can see our vision of scaling CbC as neces-
sary practice in modern software engineering coming 
together. Underlined by the participants of multiple user 
studies, who attest CbC’s ability to effectively develop 
correct code, we believe that CbC, coupled with 
advanced tool support, is the go-to paradigm for func-
tionally correct engineered software.16,17 However, 
functional correctness is no longer the only criteria 
by which the quality of algorithms is measured. Non-
functional properties play an increasingly important 
role in today’s fast-paced, optimized world. Covered 
by the term X-by-construction, we do research on the 
refinement-based development of algorithms that ful-
fill certain nonfunctional properties by construction. We 
envision a fully comprehensive programming paradigm 
in which both the functional correctness of algorithms 
as well as the fulfillment of nonfunctional properties, 
such as security, resource consumption, and reliability, 
can be ensured using the by-construction approach.

Security-by-construction
Besides functional correctness, it is also important to 
consider security in program development. To express 
confidentiality and integrity of data, an information flow 
policy can be used to define how information may flow in 
a program (for example, a flow from public to secret data 
is allowed, but the other way is prohibited to ensure 

confidentiality and integrity of the data). Our exten-
sion of CbC to ensure this type of security-by-design 
is called information flow control-by-construction 
(IFbC).18 Programs are constructed incrementally using 
refinement rules to follow an information flow policy. In 
every refinement step, security and functional correct-
ness of the program is guaranteed, such that insecure 
programs are prohibited by construction. IFbC is imple-
mented in an extension of CorC. We envision enabling 
security-by-design by extending IFbC with quantitative 
and probabilistic information flow specifications.

X-by-construction: Next steps
Induced by the climate crisis and rising energy prices, 
sustainable and green software has become an increas-
ing focus in software engineering. Since the 2000s, 
research in the field of efficient software has grown 
steadily. Cost analysis has emerged as an important 
aspect in software development, where the efficiency 
of code is usually determined post hoc, that is, after the 
implementation of an algorithm, using various consump-
tion parameters (for example, number of instructions 
executed, amount of execution time, memory allocated). 
Our current research aims to apply existing approaches 
to the by-construction paradigm. The goal is to specify 
efficiency-influencing parameters before implement-
ing software and then to incrementally develop code 
that complies with the specification. Doing so, the effi-
ciency of algorithms is to be determined by a specifica-
tion before starting the development of code and guar-
anteed to be met after the implementation.

Besides resource consumption, our aim is to 
investigate how a by-construction approach can guar-
antee programming principles, such as robustness, 
resilience, and reliability. The challenge here lies in the 
lack of a calculus to formally specify and reason about 
those properties in the first place.

Correctness-by-construction development sup-
ports the construction of provably correct and 

efficient algorithms already in the design phase. We 
presented the incremental refinement-based process 
at the example of the Dutch National Flag problem as 
well as the tool CorC, that brings CbC into practice. 
With extensions for object-oriented programs and 
software-intensive systems, the CorC ecosystem cov-
ers common areas of today's software engineering. 
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Our current research aims to extend CbC to non-
functional properties such as security, reliability, and 
resource consumption. 
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DEPARTMENT: DATA

Data’s Impact on  
Algorithmic Bias
Donghee Shin  and Emily Y. Shin, Zayed University

Algorithmic bias refers to systematic and structured errors in an artificial intelligence system 
that generate unfair results and inequalities. This column discusses how bias in algorithms 
appears, amplifies over time, and shapes people’s thinking, potentially leading to discrimination.

A lgorithms are human artifacts in that they 
are made, designed, trained, and applied by 
humans. Contrary to popular beliefs, AI is 

neither objective nor fair.1

WHY IS AI VULNERABLE TO BIAS?
An algorithm’s performance largely hinges on peo-
ple who designed them, the code they used, the data 
they analyzed for the machine learning (ML) models, 
and the way they trained the models. Algorithms are 
human made; therefore, they are naturally at risk of 
an inherent bias or specifically, cognitive bias, a pat-
tern of deviation from rationality in judgment. This bias 
often leads to misrepresentation, wrong judgment, or 
misinterpretation. Humans create their own individual 
social reality more from their perceived world of reality 
and less from the objective input from it. Humans’ cog-
nitive bias are often transpired into algorithms they 
design, and thus AI produces and amplifies the bias 
that humans entered. For AI to be aligned with human 
preferences, it must learn those preferences. Learning 
human values by ML carries inherent risks. The under-
lying cause for AI bias lies in the conscious or uncon-
scious human bigotry embedded in it throughout the 
development of algorithms. Hence, biases are quietly 
encoded during the process of algorithm creation.

Algorithms are programmed by people who, even 
with goodwill, can be prejudiced and discriminate 
within an unfair social world; thus, algorithms reflect 
and amplify the larger prejudices of reality.2 This type 

of amplification, which is called algorithmic ampli-
fication is common in the platforms with which we 
interact every day because platforms such as Google, 
TikTok, Instagram, and YouTube are designed toward 
organized data gathering, automated processing, dis-
tribution, and maximizing monetization of customer 
data. These platforms use vast amounts of data for 
algorithmic systems and have far expanded their 
capacities in what they can do to drive people to deci-
sions and behaviors that maximize monetization.

The history of people’s likes, clicks, comments, 
and retweets is the data that power the algorithmic 
amplification. Some social communities benefit more 
from algorithmic amplification than others. This is a 
reality on most of the platforms we use nowadays. The 
history of our likes, shares, and comments are the data 
driving the algorithmic amplification.

Herbert Simon3 presented the idea of bounded 
rationality, which is limited by imperfect informa-
tion, cognitive ability, and time constraints. Bounded 
rationality plays a key part in the way humans design 
algorithms and in the way automation bias comes 
from. YouTube’s recommendations amplify sensa-
tional content to increase the number of people on 
the screen as well as the duration for which they are 
on the screen. Platforms recommend videos con-
cerning political information, inappropriate content, 
and hate speech as ways to maximize revenue. News 
recommender systems suggest either negative or 
incorrect information—likely to provoke rage. Fake 
news headlines are designed to be exaggerated news 
rather than real facts.4 Programmers do the coding of 
the algorithms, markets choose the data used by the 
algorithms, and the algorithm designers decide how 
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to apply the results of the algorithms. If the data ana-
lyzed by algorithms or used to train ML do not reflect 
the various parameters of users correctly, the results 
would be biased. Bias can enter algorithms and ML 
because of preestablished social, cultural, and politi-
cal inequalities in society, and thus people, which can 
impact decisions regarding how data are gathered, 
filtered, coded, or selectively analyzed to frame ML. 
It is easy for people to let biases enter, which AI then 
algorithmizes and automates. That is why AI often 
makes decisions that are systematically unfair to cer-
tain groups of people.

Algorithmic bias is a set of systematic faults in 
algorithmic systems that generate unfair discrimina-
tions, such as favoring a certain group of users over 
others.5 A bias can be either intended or unintended, 
and it can emerge from a misunderstanding or a misin-
terpretation, that is, the intentional design of certain 
algorithms or unexpected decisions associated with 
the way data are gathered, analyzed, or included to 
train ML. Relevant inquiries have found that these 
biases can potentially cause significant harm to the 
public.6 A study at Harvard University revealed that 
AI-driven speech recognition systems show signifi-
cant racial disparities, with voice recognition misun-
derstanding 40% of words from minority users and 
only 11% of those from white users.7 Algorithmic bias 
has commonly been found in social media platforms 
and search engine results. This bias can have serious 
effects on intensifying social stereotyping, biases, 
and prejudice. Algorithmic bias is prevalent in every 
aspect of our lives, as biased algorithms are embed-
ded throughout health care, criminal justice, and 
employment systems, influencing critical decisions, 
operational work processes, and working rules. ML 
helps technologies understand human rhetoric, bias, 
and discourse and has been found to reflect gender, 
racial, and class inequalities. Human biases, such as 
stereotyped sentiments attached to certain races, 
high-salary professions linked to a specific gender and 

race, and negative imaging of certain sexual orienta-
tions, become popularized to a wide variety of services.

HOW DO SUCH BIASES ENTER A 
SET OF ALGORITHMS?

Humans write the codes in algorithms, select the data 
used by algorithms, and decide how to present the 
results of the algorithms. As humans develop an algo-
rithmic structure, human biases inevitably are writ-
ten into the algorithms. Biases are implanted through 
algorithmic data, ML embeds these biases, and AI 
reflects these biases in their performance.8 Algo-
rithms themselves also contribute to biases. AI sys-
tems do not process and generate results only based 
on user data. They can also operate self-learning and 
self-programming algorithms based on secondary data, 
nonobservational, and situational data such as synthe-
tized data, simulations, bootstrapped data, or a combina-
tion of generalized assumptions or rules. ML processes 
such data and learns from the data. People whose data 
was not processed or who have not otherwise been 
taken into consideration may also be directly involved 
and negatively impacted, particularly when algorithmic 
systems are used to inform critical decision-making. 
“(Algorithms) are embedded within larger social systems 
and processes, inscribed with the rules, values and inter-
ests of a typically dominant group.”9

Algorithms reveal glimpses into the existing struc-
ture of bias and inequalities that are embedded within 
our social, economic, and political systems. Without 
conscientious and rigorous mental investigations, it is 
easy for humans to input human biases intentionally 
and unintentionally into algorithms. Then, the biases 
are amplified, regenerated, and propagated.

Algorithmic bias can be seen across various plat-
forms. Social media platforms that contain biased 
algorithms exacerbate misinformation, fake news, 
and disinformation.10 There has been fake news 
accusing racial groups, illegal immigrants, and even 
governments of the diffusion of COVID-19. Certain 
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political groups propagate fake news for the sake of 
political gains. Misinformation and disinformation 
about political campaigns harm democracy because 
people lose trust in the political system.5 The real 
threat of algorithms is that they can amplify and 
magnify biases that already exist in the world. Real-
izing the seriousness of the bias issue, most firms 
have started to run programs to fight against bias and 
societal inequalities. For example, Amazon operates 
thorough antidiscrimination policies, recruits diverse 

races, trains to recognize potential employee bias, and 
promotes diversity. All these efforts may be in vain if 
the AI models continue to operate in routine opera-
tions and the delivery of results remains inadvertently 
discriminating. Removing or mitigating algorithmic 
bias involves efforts beyond technical fixes. The tools 
and methods used to remove bias and reduce variance 
tend to cause another bias. Removing algorithmic bias 
should involve not only changing the algorithms or the 
systems but also changing cultural biases and social 
structures. Bias can perpetuate algorithmic inner 
systems because of preestablished social and cultural 
values. Society should continuously request that criti-
cal decisions be transparent, fair, and accountable, 
even as they become more and more algorithmized.

A NEGATIVE FEEDBACK LOOP  
AND BIAS

A feedback loop is part of a system in which some 
parts of the system’s output are used as input for 
future operations.2 In AI, a feedback loop refers to the 
process of using the output of an AI system and cor-
responding user actions to train and reinforce models 
over time. The predictions and recommendations that 
are generated by AI are compared against the output, 
and feedback is provided to the model, making it learn 
from its errors. Feedback loops help AI systems learn 

what they did right or wrong, feeding them data that 
enables them to adjust their parameters to perform 
better in the future. This is a form of positive feedback 
loop that is sustained and supported by trust between 
humans and algorithms. A positive feedback loop is 
normally considered to have those components of a 
system that jointly increase each other’s values when 
a stimulus occurs in one component. User profiles and 
recommendations shape a feedback loop. The users 
and the system are in a process of reciprocal conflu-
ence, where user profiles are continuously maintained 
and updated over time through interaction with the 
algorithm systems, and the quality of the algorithmic 
system is also improved by the user profiles.

Most AI applications in real-world systems follow 
this loop: data collection, data analysis, annotation 
and labeling, modeling, training, deployment, opera-
tionalization, sending the feedback into the system, and 
looping all over again. At every single point of this loop, 
bias can be added. Any model can spread biases in the 
training data. Humans should define their data sources 
and populations, their sampling methods for data col-
lection, and the rules in the annotation and labeling 
task. The training model can proliferate and amplify the 
biases arising from prior analyses. The training model 
can enhance the feedback loop, which can contribute to 
bias. A relevant example of feedback loops producing 
bias can be found in the Correctional Offender Man-
agement Profiling for Alternative Sanctions (COMPAS) 
study.11 It predicts the probability of an inmate recom-
mitting a crime in the future. By analyzing the COMPAS 
algorithms, it was revealed that the algorithms are not 
accurate and are biased toward colored races. Non-
white subjects were falsely labeled as having a high risk 
of committing a crime. This can be inferred by the fact 
that the recidivism model can produce different results 
with different parameters, such as gender, location, 
probability of family members of convicts, and crime 
history. With these parameters, the models are biased 
toward specific ethnicities and races.

Generally, certain popular items are suggested 
selectively, while most other items are overlooked. 
These recommendations are then perceived by the 
users, and their reactions are logged and written 
into the system. This is called a negative feedback 
loop, which leads to generating and amplifying bias 
and misinformation. With negative feedback loops in 

THIS TASK SHOULD BE DONE 
BY HUMAN FACT-CHECKERS BY 
SEARCHING FOR SOCIAL MEDIA 
POSTS OR ONLINE INFORMATION 
WITH SIMILAR QUERIES AND 
INFORMATION.
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place, bias causes further bias. Once a bias is included 
in the system, it is not only compounded to produce 
discriminatory results that generate and amplify exist-
ing biases but also lead to algorithms developing their 
own ways to form biases. Because of the autonomous 
feature of negative feedback loops, algorithms can 
deviate from their intended goals, which can create 
significant obstacles when this bias mechanism goes 
unnoticed. Thus, designers and providers of algo-
rithms should constantly monitor potential negative 
feedback loops that can lead to algorithms that gener-
ate biased decisions or even perpetuate gender and 
racial stereotypes.

FAKE NEWS, MISINFORMATION, 
AND AI

Fake news has proliferated rapidly online on social 
media platforms, partly because they can easily and 
quickly be shared with the advancement of algo-
rithms10. “Fake news” exists within a larger ecosys-
tem of mis/disinformation by having different tax-
onomy: false information, misreporting, polarized 
content, satire, persuasive information, biased com-
mentary, and citizen journalism.12 Fake news, misin-
formation, and recently, deep fakes have been a per-
sistent concern ever since the advent of AI. Fake 
news has already fanned blazes of distrust toward the 
media, politics, and established ideologies around the 
world.13 Despite heightened awareness and public 
concerns, the problem persistently continues, and no 
single method appears to work to dissipate the prob-
lem. In fact, it has increased with the advancement of 
AI technologies. Misinformation poses a considerable 
challenge to public debate during political campaigns, 
and disinformation about Ukraine’s War with Russia 
has led to confusion and anxiety. For the last several 
years, the volume and dissemination of fake news and 
misinformation have grown considerably.7

Constant exposure to the same misinformation 
makes it likely that someone will accept it. If AI detects 
misinformation and cuts the rate of its circulation, this 
can stop the cycle of reinforced information consump-
tion and dissemination patterns. ML algorithms can 
identify misinformation based on text nuance and 
the way stories are shared and distributed. However, 
AI detection on misinformation remains technically 
and operationally inaccurate. The contemporary 

algorithmic detection method is based on the evalu-
ation of textual content. Although the method can 
determine the origin of the sources and the dissemi-
nation mechanism of misinformation, the essential 
limitation lies in how algorithms substantiate the 
actual nature of the information. Fake news and mis-
information are more about philosophical questions of 
how people deal with the truth than technical or math-
ematical questions of algorithms and AI. Many organi-
zations now have fact-checker software tools for iden-
tifying fake news for reporters and journalists. Most 
fact-checking software performs basic functions, such 
as content-independent detection, by using tools that 
target the form of the content and by using deep fake 
identifying tools to check any manipulated content, 
image, and video. However, algorithms cannot check 
whether the content itself provides false information. 
This task should be done by human fact-checkers by 
searching for social media posts or online information 
with similar queries and information.

Most current fact-checking approaches examine 
content by analyzing the semantic features of fake 
news. This approach may work at a basic level but 
faces bigger problems; for example, platforms like 
WeChat have language barriers, and fact-checkers 
cannot access the content of WhatsApp because it 
is an encrypted message. The reality is that detecting 
such news demands prior social, cultural, and politi-
cal knowledge, which AI algorithms still lack. We can 
prevent someone from making fake news and from 
spreading and promoting misinformation by applying 
AI-powered analytics that uses anomaly detection, 
but eventually, AI cannot catch all problems related to 
fake news. Most current fake news detection systems 
require humans to work with AI to check the accuracy 
of information.

FAIRNESS AND TRANSPRENCY  
IN ALGORITHMS

Fairness and transparency are becoming impor-
tant considerations in the use of algorithms for the 
recommendation and delivery of digital content.14 
Automated data gathering and sharing may involve 
processes that are unfair, flawed, opaque, or unac-
countable. Over-the-top platform content recom-
mendations embody these issues in highly visible 
applications. Fairness and transparency bring up 
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vital prerequisites in the design and development of 
algorithm-supported platforms, which are purportedly 
designed to offer accurate and reliable recommenda-
tions for users. It remains unresolved whether such 
recommendations match user interest, how the ana-
lytic processes are done, and whether the outcomes 
are legally responsible. Thus, fairness and transpar-
ency emerge as fundamental requirements in the use 
of algorithms on media platforms. When transparent, 
open, and fair services are provided, users are more 
likely to consider that the recommendations are of 
high quality. Highly transparent platforms can grant 
users a sense of personalization, as responsible and 
fair recommendations afford users a sense of trust 
that promotes satisfaction and a willingness to con-
tinue using them and subscribe to them. Open visibil-
ity and clear transparency of relevant recommenda-
tions boost the user interpretability of the system and 
search performance.4

A I incessantly affects the everyday lives of billions 
of media users. Algorithms are widespread and 

accepted in practice, but their popularity comes at the 
expense of limited transparency, systematic prejudice, 
and nebulous responsibility. Algorithmic filtering pro-
cedures may lead to more impartial, and thus possibly 
fairer, processes than those processed by humans. Yet, 
algorithmic recommendation processes have been 
criticized for their bias to intensify/reproduce preju-
dice, information asymmetry, distortion of facts, and 
the black-box process of decision-making. Algorith-
mic bias may increase algorithmic inequality in that 
ML automates and propagates unjust and discrimina-
tory patterns. 
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DEPARTMENT: VIRTUAL ROUNDTABLE

Generative Artificial  
Intelligence and the Future of 
Software Testing
Lucas Layman  and Ron Vetter , University of North Carolina Wilmington

This virtual roundtable focuses on applications of generative artificial 
intelligence (GenAI) to software testing with four leading experts from the field. 
Our experts reflect on transforming the work of software testing with GenAI, 
its impact on quality assurance engineers, and privacy concerns.

Generative artificial intelligence (GenAI) is 
a branch of AI focused on models that cre-
ate new content. GenAI models have been 

used to generate text from prompts, create images, 
formulate new molecules, and write program source 
code.1 As GenAI’s capability grows, it must address 
computational challenges, the scale of training data, 
and new aspects of trust, compliance, privacy, and 
ethics.2,3

The software engineering field is ripe for GenAI 
applications, including authoring specifications, 
generating test data, and writing program source.4 
Products such as GitHub Copilot5 and Meta’s Code-
Compose6 have already entered developers’ tookits.

IMPACT ON  
SOFTWARE ENGINEERING

Computer: In what ways do you anticipate GenAI will 
change how we engineer software?

Thomas Dohmke: It will make programming more 
fun, allow engineers to be more ambitious, and make 
participating in software development—includ-
ing testing of course—accessible to more people. 
Everyone who wants to should have the opportu-
nity to be a developer. Given that tools like ChatGPT 
and GitHub Copilot allow us to interact with them 
in human language, in almost any human language, 

will allow more students to learn how to write soft-
ware earlier in their lives. As such, AI will democra-
tize access to software development and will signif-
icantly increase the number of people that have the 
skills to accelerate human progress.

Paul Gerrard: Improvements in the logical analysis of 
text will enable more effective critical evaluation of 
textual requirements, whether written in natural lan-
guage or domain-specific languages like Gherkin. They 
will use examples to illustrate feature gaps, ambigu-
ities, conflicts, and missing behaviors. These tools 
know more about business and application domains 
as those models will emerge over time. Security, reli-
ability, availability, and failover testing will be sup-
ported or even performed by AI-based tools using 
model-based approaches. AI may also offer trustwor-
thy guidance to stakeholders on the documentation, 
prioritization, and even repair of defects, and poten-
tially the release-readiness of whole systems.

Adam Porter: GenAIs and other AI technologies are 
finding a wide range of applications in software engi-
neering, just as they are in many other industries. In 
fact, we have already seen impressive applications of 
AI in code generation. More improvements are cer-
tainly on their way. I am particularly interested to see 
how GenAIs might be applied in other parts of the engi-
neering process. Some candidates include performing 
business intelligence/gathering requirements for con-
sumer applications based on mining open source data, 
creating better support for finding and configuring 
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reusable software for specific use cases, and creating 
more effective software development education and 
team onboarding.

James Walker: Top engineers are integrating GenAI 
daily to accelerate writing code. As these AI mod-
els enlarge, and are trained on larger, richer datas-
ets, their problem-solving capabilities and knowledge 
will grow. Numerous use cases exist for engineering 
tasks to automate code reviews, enhance code, query 
databases, and more. The understated problem of 

requirements quality often leads to unsuitable solu-
tions and technical debt. These two areas present sig-
nificant opportunities for AI: refining the formulation 
of complete requirements and addressing the prob-
lem of technical debt and understanding at a fine level 
through domain-specific large language models.

OPPORTUNITIES FOR TESTING
Computer: What are the most exciting opportunities 
GenAI created for software testing? Can GenAI accel-
erate testing activity and improve test quality?

ROUNDTABLE PANELISTS

Thomas Dohmke has been fascinated by software develop-
ment since his childhood in Germany and has built a career 
building tools developers love and accelerating innova-
tions that are changing software development. Currently, 
Thomas is chief executive officer of GitHub, where he has 
overseen the launch of the world’s first at-scale artificial in-
telligence developer tool, GitHub Copilot, and now GitHub 
Copilot X. Before his time at GitHub, Thomas cofounded 
HockeyApp and led the company as CEO through its acqui-
sition by Microsoft in 2014. He holds a Ph.D. in mechanical 
engineering from the University of Glasgow, U.K.

Paul Gerrard earned Masters degrees from the universi-
ties of Oxford and Imperial College, London. He has 
worked in software development and testing since the 
early 1980s as a developer and project manager and, for 
30 years, a leading test consultant. He has chaired sev-
eral international conferences, won three international 
awards, and founded the Test Management Forum, 
Technology Knowledge Base, and the Test Engineering 
Society. He has worked in projects of all sizes and criti-
cality. Author and coauthor of several books, he focuses 
on professionalism and artificial intelligence in testing, 
and improving his poetry, drawing ability, and golf swing.

Adam Porter is a professor of computer science at the 
University of Maryland and the University of Maryland 
Institute for Advanced Studies. He holds appoint-
ments in the University of Maryland Institute for 
Systems Engineering and the University of Maryland 
Applied Research Laboratory for Intelligence and Se-
curity. He also serves as the executive and scientific 
director of the Fraunhofer USA Center MidAtlantic, a 
University of Maryland-affiliated applied research and 
technology transfer center specializing in software 
and systems engineering.

James Walker holds a Ph.D. in data visualization and 
machine learning in the field of visual analytics, a topic 
that combines human problem solving skills with the 
vast processing power of computers. James has given 
talks worldwide on the application of visual analytics 
and has several articles in high-impact journals. He 
has since applied these approaches to quality assur-
ance, focusing particularly on model-based testing 
and test data management. He is the cofounder of 
Curiosity Software, a fast-growing start-up that helps 
enterprises drive quality throughout their software 
development lifecycle.
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Gerrard: The short answer is “yes, but…” I have used 
ChatGPT to scan HTML code to identify form fields, 
test data, and boundary values, create covering test 
cases and Python code to automate tests of simple 
transactions. But there are limitations in accuracy 
and comprehensiveness in such test design. Ran-
dom/statistically based outputs mean responses are 
inconsistent, and the tool can forget what it has pre-
viously reported earlier in the same conversation. 
The tool can generate “ideas” for tests but needs 
careful prompting and supervision to check that it 
does not stray from the mission. It is almost human 
in its frailties.

Walker: The immediate opportunity is as an acceler-
ator for quality, assisting with writing tests and code. 
The assets produced are not perfect, but they pro-
vide a great starting point. The longer-term opportu-
nity lies in addressing technical debt. In large enter-
prises, the biggest challenge is understanding legacy 
systems/processes; there are pockets of knowledge, 
but they are siloed between teams and subject mat-
ter experts. Training AI in an organization can assist 
with understanding the landscape, allowing it to be 
tested appropriately. This is immensely empowering: 
AI would effectively become the hub of knowledge 
for driving understanding and promoting quality in an 
organization.

Porter: In its current state, GenAI seems to be very 
strong at conversation, summarization, and transfor-
mation (among many other things). Therefore, I expect 
that the initial applications of GenAI to software test-
ing may revolve around these capabilities. For exam-
ple, GenAIs could support conversational end user 
feedback and troubleshooting, providing highly con-
textualized data to the developers of a given software 
system. GenAIs can summarize large quantities of het-
erogeneous data, such as that found in software repos-
itories, user and team Q&A forums, YouTube videos, 
requirements documents, and more. Finally, GenAIs 
transform information in one format to another, such 
as transforming usage scenarios and requirements 
statements into test artifacts and test code, generat-
ing test code for multiple different end user personas 
and goals, and translating test assets across different 
testing frameworks and toolsets.

Dohmke: GitHub Copilot has learned testing con-
ventions from public code and various other texts 
in the model training set, such as blog posts, wiki 
pages, and documentation. It also has your proj-
ect as added context. Whether you write a unit test 
first or the method, GitHub Copilot can use it to sug-
gest the code for the respective other side. And this 
is just the beginning. With the help of GitHub Copi-
lot, developers can generate many tests at the same 
time, and we will soon see the automatic generation 
of whole test suites.

PRIVACY AND CONFIDENTIALITY
Computer: How will privacy and confidentiality con-
cerns change when GenAI services are integrated into 
software testing?

Walker: Organizations’ back-end systems contain 
business rules, trade secrets, and the fundamentals 
of how an organization operates. Privacy and confi-
dentiality should be of the greatest concern when 
they are trained and exposed to software testing 
data. Security risks include aiding hacking and poten-
tial exposure of trade secrets if models leak. Fur-
thermore, unlawful use of sensitive information, for 
example, personally identifiable information, within 
applications is a concern. Legal and regulatory exten-
sions, like the General Data Protection Regulation, 
need to be extended to cover AI use. Potential tech-
nical solutions may include on-premises [large foun-
dation models] or sandboxed smaller models, and 
options for nonweight adjusting queries, safeguard-
ing against breaches.

Gerrard: The training data that AI requires to deliver 
meaningful, reliable services to testers would need to 
include much proprietary data (code, usage patterns, 
architectural models, defect histories, etc.) collected 
across many organizations and systems. It’s unlikely 
this will happen of course. It may be possible that 
some products appear trainable and usable within 
single organizations. But it seems unlikely a global “AI 
test model” could be created. Organizations sensitive 
to exposing their intellectual property and commercial 
activity to the outside world, will probably insist tools 
and models are for internal use only, within their own 
cloud infrastructure.
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Dohmke: Ensuring user privacy and protecting user 
data are critical with the GenAI services in the mar-
ket today, and it will remain critical when these ser-
vices are integrated into software testing. Develop-
ers should take the time to understand how data flow 
through the GenAI services they use and make sure 
it fits their privacy needs. For example, with GitHub 
Copilot we never retain prompt data or suggestions 
for business users, and individual users must explic-
itly opt-in for us to retain prompt data. And, as GitHub 
is part of Microsoft, we adhere to the strict guidelines 
of the Microsoft Trust Code.

Porter: Privacy and confidentiality are critical con-
cerns for this technology. Multiple public articles 
have shown cases in which GenAI users have effec-
tively given their private information to the GenAI 
provider. This information was then used by the 
GenAI provider in ways that essentially made it pub-
lic. One likely response will be that users create and 
manage their own private GenAIs, rather than rely on 
public providers. Interestingly, the open source com-
munity around GenAIs is flourishing and quite suc-
cessful, lessening the need to interact with large 
GenAI providers.

BARRIERS TO ADOPTION
Computer: What are the current barriers to GenAI 
adoption for software testing? What is required to 
address these challenges?

Porter: As with many trendy technologies (e.g., 
Blockchain is one recent example) there’s a real lack 
of understanding about what GenAI is, how it might 
actually be used, its benefits over existing technolo-
gies, and its potential downsides. This leads to mag-
ical thinking about potential use cases and applica-
tions in which GenAI can solve every problem that 
exists. There will need to be a careful examination 
of our software testing needs and processes, a thor-
ough identification of GenAI strengths and weak-
nesses, a widespread exploration of specific use 
cases, and a data-driven comparison against exist-
ing solutions. We are only in the beginning stages 
of GenAI use. Much more experience and hard data 
will be needed before GenAI adoption becomes 
widespread.

Dohmke: Brains and GPUs. It’ll take creativity to inte-
grate GenAI into testing workflows and to build new 
AI-powered testing applications. It will also require 
calm consideration of risk and reward from compa-
nies and policymakers to not artificially block adop-
tion. And of course, the world needs more GPUs to 
simply meet demand from software testing and every 
other field.

Gerrard: For too long, tool vendors have focused on 
the logistics of testing: test case management, test 
execution, defect reporting and management, and so 
on. With AI, vendors see low-hanging opportunities 
to, for example, make it easier to generate test auto-
mation code or test data. Help with such logistics is 
useful of course, but this does not help with the intel-
lectual challenge of building test models from varying 
sources of knowledge, defining coverage measures, 
balancing test utility, coverage, and cost. We need to 
understand how testers think to identify requirements 
for true AI-based test assistants.

Walker: GenAI has the potential to hinder the testing 
industry. Testing aims to provide confidence to stake-
holders that software functions correctly and adheres 
to requirements. AI is a black-box algorithm, harvesting 
inputs and providing outputs. Applying this to testing 
provides less transparency into the testing process, a 
lower understanding of methodologies applied, and no 
way to assess the quality of the test cases used (e.g., 
their coverage). The greatest barrier is comprehending 
the reasoning behind results and visualizing the gen-
erated data for user evaluation. Feedback loops, allow-
ing users to input their subject-matter expertise and 
understanding to guide solutions, are crucial.

HOW WILL QUALITY ASSURANCE 
SKILLS CHANGE

Computer: How will the skills required of software 
testers and quality assurance (QA) engineers change 
as GenAI tools integrate into the software engineer-
ing process? Will software testers and QA engineers 
become nonexistent?

Gerrard: With the right tools, the skills profile of tes-
ters will change. They will become more valuable to 
software teams but that will mean fewer testers. The 
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best testers will develop a collaborative relationship 
with their AI partner. Testers will shift left to build rela-
tionships with stakeholders to refine system require-
ments and stakeholder needs for information from 
testing. New tools will capture models and data across 
the technical stack, the test team, test outcomes, for 
all time. The tools will develop both exploratory and 
advisory capabilities. They will make recommenda-
tions and with permission, run tests autonomously 
when they see opportunities.

Porter: GenAIs are just one of many technologies that 
have an impact on software testers and QA engineers 
(and nearly every other work category as well). Over 
time, we have repeatedly seen technology automat-
ing cognitively lower-level tasks, which pushes testers 
and QA engineers to focus on cognitively higher-level 
tasks. Software testers and QA engineers are not 
going away any time soon. I envision that testing and 
QA will become more focused on the end-user experi-
ence and less focused on code-centric activities, such 
as writing unit tests, as GenAI technologies continue 
to mature.

Walker: Testers reaping the benefits of GenAI have 
mastered effective prompt design. As AI integrates 
into testing tools, the barrier for leveraging AI will lower. 
However, the early adopters will hold a dominant posi-
tion. I believe there will always be a place for QA engi-
neers. QA engineers will always have a role in assuring 
stakeholders, fostering confidence, and applying crit-
ical thinking. Automation/testing/AI is a mechanism 
to provide confidence and answers. QA teams might 
diminish; however, there will always need to be own-
ers of quality who make sure quality is addressed using 
the appropriate means.

Dohmke: GenAI makes software more useful, so it 
will increase demand for software and in turn drive 
demand for the people who help build it. The funda-
mental nature of roles and skills will change as we 
move toward testing GenAI-powered applications. 
Nearly everyone involved in software testing will be 
using GenAI in some form. Being skilled at prompting 
and understanding the output of the [machine learn-
ing] model or AI assistant will move the different roles 
closer together.

ETHICAL CONSIDERATIONS
Computer: What are the ethical considerations that 
need to be addressed when deploying GenAI for soft-
ware testing? How can organizations ensure fair-
ness, transparency, and accountability in the testing 
process?

Porter: GenAIs lack meaningful theoretical or empir-
ical “guarantees” of many essential system proper-
ties, such as correctness, safety, fairness, high per-
formance, and more. While their output is seductively 
human-like, no technology professional should be 
comfortable completely turning over critical functions 
to GenAIs. Without such guarantees in GenAIs them-
selves, additional safeguards will need to be built into 
GenAI applications. In some cases, these will be imple-
mented as automated checks, safety shutoffs, manual 
reviews, and other approaches.

Walker: The internal workings of GenAI are opaque 
to the user, obscuring the decision-making process 
(i.e., black box). Reasoning and transparency are cru-
cial for understanding why a specific output is given 
from a prompt, which can then be used to ensure fair-
ness and accountability. As AI progresses, I anticipate 
a growing emphasis on visualization to help communi-
cate these algorithms’ inner workings. This improved 
transparency could subsequently allow us to better 
comprehend aspects of fairness and foster a sense of 
accountability within these systems.

Gerrard: Setting aside the obvious challenges of using, 
for example, production or personal data for testing, AI 
may have a role in protecting sensitive data. The bigger 
effect will be how we measure and improve the effec-
tiveness of testers, our developers, and our processes. 

I ENVISION THAT TESTING AND QA 
WILL BECOME MORE FOCUSED ON 
THE END-USER EXPERIENCE AND 
LESS FOCUSED ON CODE-CENTRIC 
ACTIVITIES, SUCH AS WRITING UNIT 
TESTS, AS GENAI TECHNOLOGIES 
CONTINUE TO MATURE.
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The product of testing is information and only testing 
captures evidence of achievement. If “integrated sys-
tems intelligence” becomes available, AI can evaluate 
the performance of the test process against stake-
holder needs for high-quality information. The value of 
testing is how insightful and actionable the product of 
testing—information—is to stakeholders.

Dohmke: Every use case is different, but broadly 
speaking I would encourage organizations to look to 
Microsoft’s Responsible AI Standard7 when deploy-
ing GenAI for software testing. It offers a clear path for 
methodically evaluating critical areas, like account-
ability, transparency, fairness, reliability, and safety.

FIVE–TEN YEAR OUTLOOK
Computer: How do you see GenAI integrating into 
software testing processes five years in the future? 10 
years?

Dohmke: That will depend on what developers build. 
I believe we’ll see a wave of tools that will transform 
every aspect of software testing within five years, if 
not faster. It will help with writing test cases, gener-
ate test cases automatically while checking test cov-
erage, and identify untested areas of the codebase. It 
will also determine which tests to run against the set 
of changes, for example in a pull request, to shorten 
the turnaround times of large test suites. Adoption still 
takes time, but demand for more robust software and 
competitive pressures will result in GenAI being nearly 
universally adopted more quickly than, for example, 
[continuous integration/continuous deployment]. And 
will require little to no migration effort.

Gerrard: A tester uses their knowledge and experi-
ence, communication, and analytical skills to model 
usage patterns, failure modes (risks), required and 
conventional behavior, and scenarios to demon-
strate the software “works” to enable testing stake-
holders to make better-informed decisions. AI tools 
for testers will require integrated training data from 
code, changes, the old system, real-world data, usage 
patterns, test, and defect histories. AI could become 
a trusted partner of testers who explore knowledge 
sources and direct AI to perform much of the legwork 
of testing. But these tools need “integrated systems 

intelligence” and a focus on the thought processes 
of testers.

Porter: Although GenAIs applications are impres-
sive now and destined to improve rapidly, I think their 
near-term use in software testing will be limited and 
narrow in scope. In particular, GenAIs lack meaning-
ful theoretical or empirical safety “guarantees.” That 
said, in the longer term, GenAIs and future AI inno-
vations will be used to automate more and more cur-
rently manual tasks. Most interestingly, I believe that 
during this transition period, GenAIs will enable tech-
nically knowledgeable people to review and curate 
GenAI output in ways that leapfrog their productivity 
over less technically knowledgeable people.

Walker: Generative AI’s future lies in specific mod-
els trained on organizational data to facilitate intel-
ligent algorithms. The biggest barrier to that is a lack 
of structured data, which largely doesn’t exist in the 
software domain. Over the next five to 10 years, I 
anticipate a shift toward prioritizing the harvesting 
of AI-training data from across the development life-
cycle. Despite a current focus on models/algorithms, 
data are fundamental. I predict models will be trained 
on assets from throughout the software develop-
ment lifecycle, enabling a comprehensive organiza-
tional AI. This could drive autonomous testing and 
quality assessment.

Computer: Many thanks to our panelists, who all 
agree that GenAI will transform the software engi-
neering profession. In the near term, software test-
ing will benefit from AI-based test case specification, 
test code authoring, and test data generation. How-
ever, test engineers will remain the ultimate authority 
who assure that AI-assisted software testing results 
in a reliable, safe, secure, and functionally correct sys-
tem. The potential of GenAI for software testing, as in 
other disciplines, will be realized once organizations 
identify and overcome the limits of this technology 
for improving, rather than replacing, the practices of 
engineering. 
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Why Is Static Application 
Security Testing Hard to Learn?
Padmanabhan Krishnan  and Cristina Cifuentes, Oracle Labs

Li Li , Beihang University

Tegawendé F. Bissyandé  and Jacques Klein , University of Luxembourg

In this article, we summarize our experience in combining program analysis with 
machine learning (ML) to develop a technique that can improve the development 
of specific program analyses. Our experience is negative. We describe the areas 
that need to be addressed if ML techniques are to be useful in the program analysis 
context. Most of the issues that we report are different from the ones that discuss 
the state of the art in the use of ML techniques to detect security vulnerabilities.

While issues such as relevant datasets and 
representation of program semantics 
are common, our focus is on enhancing 

vulnerability detection by combining static analysis 
and ML approaches.

Static application security testing (SAST) is a 
methodology that statically examines source code to 
find security flaws that make the application suscep-
tible to attack. SAST is popular because it can detect 
security vulnerabilities already in the early stages of 
the software development lifecycle. The static analy-
sis can be integrated into a continuous integration/
continuous delivery pipeline, thus automating the 
checks during the build process. While this is effective 
for deploying existing analyses, the process of devel-
oping new analyses is still manual: whenever a new 
defect or vulnerability type needs to be supported, an 
expert in static analysis needs to extend the existing 
framework to detect the new vulnerability type. This 
can be laborious and time-consuming, as one has to 
check that the new analysis has the desired accuracy, 
that it does not introduce any regressions to other 

analyses already deployed in production, and that 
it does not adversely affect the performance of the 
deployed products. Ideally, one would want to auto-
mate the generation of such analyses to make them 
available faster.

ML has been applied to perform security analy-
sis tasks that are currently performed using static 
analyzers.15 In particular, ML techniques have been 
used to learn to solve SAST problems. Actually, ML 
techniques have already become popular in the 
context of mimicking specific program analyses, 
such as symbolic execution. Although the results 
in such domains are impressive, they are, unfor-
tunately, not generalizable to automatically learn 
static checkers, especially for security analysis. Even 
deep learning techniques have focused on relatively 
simple defect types, such as incorrect operators or 
assignments. Based on our experience in using dif-
ferent ML techniques for vulnerability detection, 
here we describe our insights into why it is hard to 
learn to solve SAST problems.

LEARN TO SOLVE STATIC ANALYSIS 
TASKS: OUR INITIAL ATTEMPTS

In our past work, we have combined program anal-
ysis with ML, aiming to enable the ML technique to 
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learn from existing program analysis approaches to 
improve future program analysis. In our experience, 
any simple combination of the two techniques does 
not work. ML by itself merely echoes its result with 
additional errors. Indeed, it often requires a program 
analysis to run in the first place and recognizes the 
output of the analysis as being reliable.3 If we do not 
involve program analysis, the ML-based classifier can 
only use the input source code or its direct intermedi-
ate representation, like opcodes, to represent the pro-
gram’s semantics, such as loading data to a variable 
or calling a function (both considered as a sequence 
of words) to train and subsequently predict vulnerable 
code. Unfortunately, the tokens of the source code, 
such as opcodes, expressions, and statements, are 
generic syntactic constructs that alone do not repre-
sent the semantics of vulnerable code when directly 
applied to ML approaches.2 While there are existing 
works that represent the code sequence with more 
advanced data structures, such as trees or graphs, 
e.g., using abstract syntax trees or program depen-
dence graphs,13 these statically extracted repre-
sentations are not sufficient also to capture seman-
tics related to the program’s runtime behavior, such 
as values of expressions and operations on the heap. 
Whether ML techniques and lightweight program 
analysis techniques can be combined to have a tech-
nique that is comparable to a custom program analy-
sis technique is still an open question.

For such techniques to be useful in practice, they 
have to work on real-world codebases, not toy pro-
grams. Our experience in using ML-based approaches 
on codebases with several millions of lines of code, 
such as Open Solaris to detect vulnerabilities in the 
C code, was not successful.3 Since there is no ground 
truth in such large codebases, it is nontrivial to com-
pute an F-score to evaluate the actual capability of 
the ML approaches. In the experiments we ran, the 
ML technique generated 250 times the number of 
potential vulnerability reports compared to a static 
analysis tool. However, the generated reports were 
all false positives, providing no useful information to 
the developers. This evidence experimentally shows 
that it is indeed nontrivial to learn ML approaches to 
handle real-world vulnerability detections.

Another key distinguishing feature between pro-
gram analysis techniques and ML-based techniques is 

explainability. Program analysis techniques typically 
generate an abstract trace, also known as a poten-
tial witness path, derived from data-flow analysis to 
explain why a value generated at a program point can 
have a detrimental effect on an operation at another 

program point. While explainable ML is an active area 
of research, its focus is on generating explanations of 
the characteristics of the model that resulted in the 
observed output. No ML is able to produce abstract 
traces of program behaviors. This is related to the 
fact that the ML models do not capture the execution 
semantics of programs (i.e., runtime behavior). There 
are ML techniques that accept traces as input, but 
none of them, as yet, can generate traces from pro-
gramming language models.

UNDERSTANDING THE 
LIMITATIONS OF ML APPLIED TO 
STATIC ANALYSIS

In this section, we summarize, at a high level, the rea-
sons the ML-based techniques fare poorly. These 
results are based on our experience of exploring such 
techniques in different domains, including misuse of 
cryptographic application programming interfaces 
(APIs) in Java programs and detecting memory-related 
issues in C programs.

Labeling Issue: Learning 
Through Crowd-Sourcing 
Solutions Is Not Feasible
The usual ML problem of having sufficient labeled 
data is a challenge. Creating such labeled data of a 
large corpus of code with annotated vulnerabilities 
can hardly be automated. It is unclear whether cre-
ating such labeled data is any cheaper than writ-
ing a specific program analysis. Solutions, such as 

WHETHER ML TECHNIQUES AND 
LIGHTWEIGHT PROGRAM ANALYSIS 
TECHNIQUES CAN BE COMBINED 
TO HAVE A TECHNIQUE THAT 
IS COMPARABLE TO A CUSTOM 
PROGRAM ANALYSIS TECHNIQUE IS 
STILL AN OPEN QUESTION.
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crowd-sourcing (e.g., learning from existing bench-
marks collected by different teams from different 
code repositories), which works for very simple prob-
lems, do not typically work in the context of security 
analysis: in fact, it can be hard to get consensus on 
vulnerable code purely through such crowd-sourced 
datasets (e.g., such datasets per se may suffer from 
quality issues14). Our work on the misuse of cryp-
tographic APIs4 shows that the level of expertise 
required to identify proper and improper uses is quite 
high. While researchers have shown that it is possi-
ble to learn rules from code changes to fix incorrect 
cryptographic API usages, it is nevertheless hard to 
automate the process to achieve a comparable set of 
rules manually summarized by humans. By checking 
the updates of API usage in the evolution of 40,000 
real-world Android apps, we have experimentally 
found that cryptographic APIs are widely misused in 
practice. Such misuses are not even regularly fixed 
by app developers.

This labeling issue also relates to a “definition 
issue,” where several security-related concepts are 
not well-defined. In contrast with other traditional 
classification or detection tasks on which artificial 
intelligence techniques perform extremely well, sev-
eral important security concepts are difficult to define 
properly, and they are often context-dependent. 
Researchers and analysts still require a lot of effort 
and expertise to check if a given warning is actually a 
malicious piece of code or a vulnerability.

Semantics Issue: Learning 
Code Semantics Is Hard
While pretrained models like CodeBERT1 and Graph 
CodeBERT offer promising new code representa-
tions (i.e., new embeddings for code), they still only 
capture the structural aspects of the code. They do 
not quite capture the runtime semantics of the code, 
especially for arithmetic expressions and operations 
on arrays. Other approaches like JSNice5 do guess 
the semantics, but that is only in the context of vari-
able renaming; i.e., they do not deal with the seman-
tics of the instructions in the code. Yamaguchi et al.13 
propose a novel code representation approach called 
code property graph that merges abstract syntax 
trees, control flow graphs, and program dependence 
graphs into a joint data structure, representing the 

semantics more comprehensively. Their approach, 
however, requires performing complicated program 
analysis already (e.g., to build data-flow analysis) 
and it is hard to retain context-sensitivity informa-
tion (which has been considered important for purely 
static program analysis approaches).

Assessment Issue: In the 
Lab Versus in the Wild
It is not rare to read papers proposing a new 
ML-based approach to solve a given security prob-
lem, for instance, malware detection, showing 
impressive performance scores, sometimes up to 
0.99.8 We have shown in in Allix et al.6 that most of 
these approaches suffer from assessment issues. 
Indeed, many approaches are assessed with what 
we call in the lab validation scenarios, i.e., a combi-
nation of 10-fold cross-validation and a limited data-
set. We demonstrated the limitations of such a vali-
dation scenario. In particular, we showed that 10-fold 
cross-validation on the usual sizes of datasets pre-
sented in the literature is not a reliable performance 
indicator for realistic malware detectors “in the 
wild.” With Tesseract, Pendlebury et al.7 confirmed 
our findings and introduced the notions of spatial 
bias (distributions of training and testing data that 
are not representative of a real-world deployment) 
and temporal bias (incorrect time splits of training 
and testing sets). In the context of program seman-
tics, focusing only on specific datasets like big data 
clone benchmarks,10 semantic clone bench,11 or 
using examples from GoogleCodeJam12 seems to 
yield good results. But these articles do not inves-
tigate the case when a model is generated on one 
benchmark and is used on a different set of bench-
marks. Thus, is it not possible to estimate the gener-
alizability of the approaches.

Understanding the Dataset’s 
Diversity Is Challenging
Another important aspect of the evaluation of 
learning-based techniques is the diversity of data 
within the dataset (e.g., to what extent has the dataset 
covered the landscape of the concerned problems). 
For instance, in the context of vulnerability detec-
tion, the commonly used dataset contains only code 
fragments that are related to vulnerabilities. Hence, 
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any evaluation that uses only that dataset is poten-
tially misleading. It is important to use datasets that 
also have nonvulnerability-related code fragments. 
Furthermore, the number of nonvulnerability-related 
code fragments must be much higher than 
vulnerability-related code fragments. This will deter-
mine if the proposed technique is actually appli-
cable in practice. That is, the technique must be 
able to distinguish vulnerability-related code from 
nonvulnerability-related code where most of the code 
is not vulnerable.

Lack of Explainability
Program analysis approaches usually yield warn-
ings with relevant data-flow traces and even change 
recommendations that are often useful for users to 
understand the problem or fix the issues. This level of 
explainability as to why the program analysis deter-
mined that a particular statement in the code is an 
issue is not available when performing ML classifi-
ers, they only report there is likely a vulnerability but 
do not explain why it is regarded as such. Therefore, 
we argue that, in order to make ML approaches more 
useful in practice, it is important to develop explain-
able ML techniques.

It is indeed hard to train ML-based security static 
checkers. We have identified four main reasons 

that make learning static security checkers chal-
lenging: labeling, semantics, assessment issues, and 
explainability. The labeling issue can be overcome by 
putting more effort into building reliable artifacts, 
sharing annotated datasets, releasing tools, etc. This 
is still too rarely done in the security community. The 
semantics issue can be addressed by developing 
new advanced code representation techniques, for 
instance, by embedding semantically rich information 
such as value-flow graphs. Regarding the assessment 
issue, we strongly invite researchers to adequately 
assess their approach to match practical and realis-
tic constraints. Finally, the lack of explainability is a 
tough area of research where we invite researchers to 
develop techniques to generate traces from program-
ming language models.

Moreover, while it is nontrivial to automatically 
learn to generate fully functional SAST approaches, 
we argue that it might still be feasible to generate 

partial solutions, e.g., only using ML to generate 
modules (i.e., type inference module of a static 
analysis approach) that are actually suitable for 
ML approaches. These partial modules could then 
be integrated into program analysis approaches 
to enable better performance, which cannot be 
achieved using program analysis techniques alone. 
Our fellow researchers have recently demonstrated 
the feasibility of implementing that.9 They have 
proposed an approach that leverages deep learning 
techniques to infer types for Python programs and 
then integrates the outcomes into a program analy-
sis approach to validate and refine the results. Static 
analyzers could further leverage this ML-generated 
type data to support more advanced program analy-
ses, such as context-aware data-flow analysis. We 
invite the research community to further explore this 
exciting research direction. 
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Monte Sala’s Cryptographic Achievements
T. Alex Reid , University of Western Australia, Crawley, WA, 6009, Australia

This article sets out the principal achievements of an Italian-born Australian
inventor, Monte Sala, who exhibited an ability to solve complex electronic problems
and to design and build world-class devices. His career spanned radio and TV, NASA
space tracking, vision research experiments, telemetry, Pay-TV, and cyrptography,
all the time designing, developing, manufacturing, and promoting electronic devices
of all kinds. He established a fledgling electronics industry in Western Australia (for
which he was awarded the Order of Australia), and his career reached its climax
with the invention of devices for encrypting data on communications lines—these
were sold worldwide, despite some high-level opposition, culminating in adoption by
SWIFT, the international bank clearinghouse.

MIGRATION TO AUSTRALIA

Amedeo (‘Monte’) Filiberto Sala (aka Amedeo
Sala-Spini) was born in Trieste in 1927, and
was a post-war �emigr�e from Italy, arriving in

Australia in 1950 [24], [25]. He had started formal
civil engineering qualifications in Italy, but the onset
of World War II prevented him completing them.
Upon arriving in Australia, he was housed at the
Bonegilla Migration Hostel, where he was taught
some basic English. He then fulfilled his obligation
as an assisted migrant by working at the Melbourne
and Metropolitan Board of Works at its Werribee
Sewage Works. He moved to Western Australian
(WA) in 1952, hoping to find work in the mining
industry with the assistance of relatives in Kalgoor-
lie. But he did not like that temporary work and
moved to Perth, where opportunities in radio and
television opened up.

During the period 1954 to 1961, Sala moved from
radio technician into electronics, working with vari-
ous audio equipment and later TV. He worked for
several companies, and finally for Amalgamated
Wireless Australasia (AWA). There he was given the
task of installing the first computer in WA, a Bendix
G15 acquired by the Main Roads Department in

March 1962 [15], [24], gaining competence with this
computer [7].

NASA CARNARVON SPACE
TRACKING STATION

AWA won a contract to provide personnel to NASA,
and Sala was seconded in 1963 to work at the Carnar-
von Tracking Station, 900 km North of Perth [5], [24],
[25]. He received intensive and high-quality training for
this role from NASA, first at Muchea in WA, and then
in the USA, to become a Digital Command System
Engineer. He worked at the NASA Carnarvon Tracking
Station for 6 years in a senior engineering role during
the unmanned and manned Gemini and Apollo mis-
sions that were heavily reliant on radar tracking. He
rose to recognition within NASA circles for his ability
to improve the performance of equipment.

One device he developed was a typical example of
Sala’s ability to adapt, design, and implement innova-
tive solutions. He adapted superseded equipment from
the decommissioned Mercury tracking station at
Muchea, to develop a converter for radar track data
into teletype signals, which could be transmitted
instantaneously to the Goddard Space Flight Center in
Maryland. NASA approved the design for use at the
Wallops Island Virginia Tracking Station and elsewhere,
and it was used by NASA across the unmanned Saturn
SA-5 and SA-6 missions [12]. In 1969, Sala received a
NASA Apollo Achievement Award for advancing “. . .

the nation’s capabilities in aeronautics and space . . ..”
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THE UNIVERSITY OFWESTERN
AUSTRALIA: BETAGRAPH AND
PICTURE TRANSMISSION SYSTEM

In 1969 Sala moved to Perth, mainly for the sake of his
children’s education, and secured a position as Com-
puter Operations Manager at the Computing Centre,
University of WA. There was limited opportunity within
the Computing Centre for Sala to employ his inventive
skills, as it mostly involved running large computers for
researchers and students in a production environment.
However, the University at that time had acquired a
Digital Equipment Corporation PDP-6, with users con-
nected over telephone lines to the computer [15]. Users
remote from the computer found they could not get
reliable connections. Sala quickly designed and built a
number of modems, which enabled reliable connection
to the computer over great distances.

His inventive skills quickly led him to a close associa-
tion with the Psychology Department, which was look-
ing to employ electronics in a range of experiments and
laboratories. There he designed and built a number of
electronic devices for use in their experiments, such as
timing people’s responses to visual stimulation. The
head of Psychology at the time was Professor John
Ross, who had a particular interest in visual perception,
and with whom Sala struck up a working relationship
and friendship [18]. By 1973, Sala left the Computing Cen-
tre and was given by the University a roving commission
to pursue the sort of alliance he hadwith Psychology.

In the course of his research into visual perception,
Ross discovered a remarkable capacity of the human
visual system to “fill in”missing information, as when a
moving object like a car is seen through a row of pick-
ets [2]. Ross discovered that the eye’s ability to con-
struct a picture of the moving object is very highly

developed indeed, interpolating what it does see,
whether the image is comprised of text or pictures [17].

Ross and Sala conceived and built a device they
called the Betagraph to exploit this capability. It was
composed of columns of lights, which corresponded
to the gaps in the picket fence. The eye sees a moving
image, which fills the entire space in the display. It
enabled information to be conveyed with a lot less
input than normal, could be controlled by computer,
and consumed much less power, providing a signifi-
cant advantage over conventional displays of that
time (1976). A wide range of valuable applications
were envisaged for the Betagraph [20], [21], [32].

Based on this research into visual perception, Sala
also devised a device for transmitting images over
communication lines. The system developed by the
Sala and Ross partnership broke the picture down into
thousands of individual picture elements, which were
transmitted one by one in a pseudorandom order.
Each picture element carried a tag or label indicating
its location in the picture. The receiver used the label
to put the picture elements in their proper place
within the picture as they arrived. In terms of hard-
ware cost, speed, reliability, and security it was supe-
rior to anything previously available [19], [32].

DELTEC ELECTRONICS AND
TELEMETRY

In 1972 Sala set up his own company, Deltec Pty Ltd,
to undertake the manufacture and marketing of
designs based on his inventions, including the
modems described above. The Picture Transmission
System and the Betagraph were both developed in
association with Deltec; the University, as the intellec-
tual property owner, lodged patent applications [19],
[20], [21]. In February 1976, these two inventions were
exhibited at the World Fair for Technology Exchange
held in Chicago, where they attracted considerable
attention and publicity [35].

From 1972, Sala combined his work at the University
with supervising the engineering team at Deltec which
undertook the development, manufacture, and market-
ing. Sala believed passionately in close links between
academia and industry, and argued repeatedly that an
electronics industry bringing together universities,
industry, and the government to support innovative
research and application would be viable in Western
Australia [23]. By 1977, with the support of theUniversity,
he left the University to joinDeltec on a full-time basis.

Marketing of the Betagraph and the Picture Trans-
mission System stalled, as the University was unsure
of how to progress this newly developed intellectual

Monte Sala in 1966 at the Carnarvon Tracking Station Fountain

he built: National Archives of Australia: A12111, 1/1966/16/102.
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This article sets out the principal achievements of an Italian-born Australian
inventor, Monte Sala, who exhibited an ability to solve complex electronic problems
and to design and build world-class devices. His career spanned radio and TV, NASA
space tracking, vision research experiments, telemetry, Pay-TV, and cyrptography,
all the time designing, developing, manufacturing, and promoting electronic devices
of all kinds. He established a fledgling electronics industry in Western Australia (for
which he was awarded the Order of Australia), and his career reached its climax
with the invention of devices for encrypting data on communications lines—these
were sold worldwide, despite some high-level opposition, culminating in adoption by
SWIFT, the international bank clearinghouse.

MIGRATION TO AUSTRALIA

Amedeo (‘Monte’) Filiberto Sala (aka Amedeo
Sala-Spini) was born in Trieste in 1927, and
was a post-war �emigr�e from Italy, arriving in

Australia in 1950 [24], [25]. He had started formal
civil engineering qualifications in Italy, but the onset
of World War II prevented him completing them.
Upon arriving in Australia, he was housed at the
Bonegilla Migration Hostel, where he was taught
some basic English. He then fulfilled his obligation
as an assisted migrant by working at the Melbourne
and Metropolitan Board of Works at its Werribee
Sewage Works. He moved to Western Australian
(WA) in 1952, hoping to find work in the mining
industry with the assistance of relatives in Kalgoor-
lie. But he did not like that temporary work and
moved to Perth, where opportunities in radio and
television opened up.

During the period 1954 to 1961, Sala moved from
radio technician into electronics, working with vari-
ous audio equipment and later TV. He worked for
several companies, and finally for Amalgamated
Wireless Australasia (AWA). There he was given the
task of installing the first computer in WA, a Bendix
G15 acquired by the Main Roads Department in

March 1962 [15], [24], gaining competence with this
computer [7].

NASA CARNARVON SPACE
TRACKING STATION

AWA won a contract to provide personnel to NASA,
and Sala was seconded in 1963 to work at the Carnar-
von Tracking Station, 900 km North of Perth [5], [24],
[25]. He received intensive and high-quality training for
this role from NASA, first at Muchea in WA, and then
in the USA, to become a Digital Command System
Engineer. He worked at the NASA Carnarvon Tracking
Station for 6 years in a senior engineering role during
the unmanned and manned Gemini and Apollo mis-
sions that were heavily reliant on radar tracking. He
rose to recognition within NASA circles for his ability
to improve the performance of equipment.

One device he developed was a typical example of
Sala’s ability to adapt, design, and implement innova-
tive solutions. He adapted superseded equipment from
the decommissioned Mercury tracking station at
Muchea, to develop a converter for radar track data
into teletype signals, which could be transmitted
instantaneously to the Goddard Space Flight Center in
Maryland. NASA approved the design for use at the
Wallops Island Virginia Tracking Station and elsewhere,
and it was used by NASA across the unmanned Saturn
SA-5 and SA-6 missions [12]. In 1969, Sala received a
NASA Apollo Achievement Award for advancing “. . .

the nation’s capabilities in aeronautics and space . . ..”
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property, though some sales were made [8]. Neverthe-
less, convinced that spin-offs from innovations often
had a much better chance of commercial success
than the original invention, Sala set out with an idea
derived from the Picture Transmission System devel-
opment. This was in telemetry.

This work started when Sala, on behalf of Deltec,
responded to a 1977 tender fromMount NewmanMining
Company who were concerned at the number of derail-
ments on their long iron ore trains in WA’s Pilbara region.
This sort of telemetry system was Sala’s forte, and he
made a successful bid for the work. Deltec subsequently
tendered for and achieved sales of telemetry systems
and optical fiber communications to many government
and industry players, including most Fire Brigades
around Australia, Security Monitoring firms, the Depart-
ment of Foreign Affairs at their offices in Washington,
London andCanberra, andmany other clients [22].

In addition to his telemetry systems, Sala also
developed a Random Noise Generator, producing long
sequences of truly random values derived from a ther-
mal noise circuit via a semiconductor. Based on this,
Sala designed, built, and sold automatic prize drawing
systems for the Lotteries Commission in WA and in
Queensland [30].

In 1978, the company Mayne Nickless Ltd, offered
to buy into Deltec, acquiring a majority shareholding,
and renaming it Deltec Pacific Pty Ltd. This provided
the capital and marketing clout that Deltec needed.

With this backing, Deltec won contracts to the
value of several million dollars. With a broad range of

products on offer, Deltec was now enjoying consider-
able commercial success. However, the company pur-
sued directions which did not necessarily align with
those of Sala, and still with many other ideas awaiting
his attention, he departed Deltec Pacific in early 1980,
and set up another company, Ran Data, as a vehicle to
pursue these ideas.

ENCRYPTION, RAN DATA, AND
MERRILL LYNCH

In keeping with his aim of pursuing spin-off opportuni-
ties, Sala exploited another by-product of the work on
the Picture Transmission System, which involved the
random number generator he had developed. This was
the burgeoning new field of Subscriber Pay TV, where
TV transmissions needed to be secured to prevent
nonsubscribers from gaining access, in a way that was
both fast and inexpensive.

By mid-May 1980, Sala demonstrated to the
Director of Government Computing for WA, Dennis
Moore, a fully operational Subscriber Pay TV system
incorporating an early form of his encryption algo-
rithm [11]. Moore asked for an independent assess-
ment, so Sala organized for Howard Shephard, a
television consultant and former chief engineer and
general manager for a commercial TV station in
Perth, to inspect the system. Shephard stated that
the quality of the reconstructed picture after
descrambling (the term then used) was better than
anything he had ever seen [29].

However, Moore felt that Sala should consider a
more general application—the design of an encryption
system to provide privacy of sensitive information on
common carrier links, such as those used in the govern-
ment’s networks [11]. Sala accepted the challenge, say-
ing, “I can do that!,” and within a few days adapted the
Subscriber Pay PV scrambler to develop and demon-
strate two working preproduction prototypes. These
units had the encryption and decryption embedded in
hardware, employing the “one-time pad” principle. When
tested on several computer systems operated within the
government, they performedwell andworked every time.

Soon after, in search of investment funds, Sala was
introduced to Merrill Lynch Pierce Fenner and Smith
(Merrill Lynch) in New York who suggested Sala visit
them, which he did in June 1980. A series of intensive
meetings with technical and intellectual property
experts was arranged by Merrill Lynch. It became clear
that the broad field of Subscriber Pay TV presented
the most immediate opportunity with Sala describing
his solution for a reliable, secure, and fast method of
addressing subscribers.

Monte Sala outside the University of Western Australia in 1979

[Used by permission of SymbionHealth Ltd, copyright owner].
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Over the next two years, detailed discussions took
place with Merrill Lynch, including the development by
McKinsey&Co of a pro-forma business plan andmarket-
ing plan [9]. These considered three key market areas for
communication network devices, being Cable Television
(the new term for Subscriber Pay TV), telemetry, and gen-
eral data communications encryption. Cable Television
was considered to have high barriers to entry, so the
business plan was adapted to focus on telemetry and
data encryption. After completing its due diligence, Mer-
rill Lynch took the rare step of investing in RanData itself
[6]. The investment was $US1.2 million, which gave it a
13%minority shareholding.

With a business plan in place and investment capital
secured, themarketing of RanData’s encryption technol-
ogy began at pace. Inevitably, of course, potential buyers
needed to be reassured of the security of the encryption,
which Sala called the Entropic Key Encryption System
(EKES). It was implemented in hardware, and was an
improvement on the original “scrambling” system, based
on a one-time pad. Ran Data contracted the statistical
and mathematical consultancy company Siromath Pty
Ltd to undertake a comprehensive study, which
stretched to mid-1984 and employed more than nine
months of senior consultant Dr. Geoff Riley’s time [16].

Ran Data made contact with Professor Adi Shamir,
the internationally acclaimed cryptanalyst, and co-
founder of RSA, one of thefirst public-key encryption sys-
tems, and engaged him to review Siromath’s analysis,
recognizing the value that having Shamir’s imprimatur
for EKES would bring. Sponsored by Ran Data, Shamir
visited Perth in July 1983 to conclude his review of EKES
and to deliver a series of lectures on data encryption and
communications security [31].

At the time, the “gold standard” for encryption was
the Data Encryption Standard (DES), established by the
National Bureau of Standards in USA, and first published
in 1977. It used a 56-bit key which was secret to the user
and was always a topic of discussion given its short key
length. In contrast, EKES had a 32,000-bit key, which was
generally accepted as being uncrackable [28]. Ran Data
incorporated theDES into its systemas an optional extra.

Accordingly, in-depth analysis of the statistical and
mathematical properties of EKES was undertaken by
Siromath [16] and reviewed by Shamir [28]. The analysis
included software simulations of discrete EKES compo-
nents and various combinations of these components.
Various mathematical analyses of the general structure
of the EKES algorithm were undertaken, including ran-
domness tests on the output sequences. It was also sub-
jected to a variety of specialized cryptanalytic attacks.
Shamir concluded that EKES did not have any statistical
or mathematical weaknesses which could compromise

its security, noting the robustness of the basic design
and multiple protection layers. In particular, he observed
the strength of having such a long key length, making
EKES superior to DES. Integrating DES into the EKES
algorithm combined the benefits of both.

Shamir was convinced that the EKES algorithmwas a
“well-designed and thoroughly checked cryptosystem,
which can safeguard highly sensitive information for
long periods of time against sophisticated opponents”
[28]. Sala was forever proud of that achievement. He did
not patent this algorithm design, receiving advice from a
leading New York patent attorney that the best form of
intellectual product protection in this instance was to
keep the design secret.

In addition to this research and analysis, Ran
Data continued in various ways to cement its status
as a world leader in the field. For example, it under-
took to sponsor a Research Scholarship at Deakin
University in Geelong, commencing in 1984, under
the supervision of well-known computer security
researcher, Professor B. J. Garner.1

This relationship benefited both parties and was in
line with Sala’s long-held belief in synergy between
researchers and industry.

Ran Data Encryptor Model 183 promotional brochure [13].

1Deakin Scholarship sponsored by Ran Data, established with
the Foundation Chair of Computing, Professor B. J. Garner,
for a 3-year period initially, with a focus on “high speed digital
communications with particular reference to algorithm
design and key management principles”. (Correspondence
dated 6 December 1988 held in Tony Sala’s private collection).
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property, though some sales were made [8]. Neverthe-
less, convinced that spin-offs from innovations often
had a much better chance of commercial success
than the original invention, Sala set out with an idea
derived from the Picture Transmission System devel-
opment. This was in telemetry.

This work started when Sala, on behalf of Deltec,
responded to a 1977 tender fromMount NewmanMining
Company who were concerned at the number of derail-
ments on their long iron ore trains in WA’s Pilbara region.
This sort of telemetry system was Sala’s forte, and he
made a successful bid for the work. Deltec subsequently
tendered for and achieved sales of telemetry systems
and optical fiber communications to many government
and industry players, including most Fire Brigades
around Australia, Security Monitoring firms, the Depart-
ment of Foreign Affairs at their offices in Washington,
London andCanberra, andmany other clients [22].

In addition to his telemetry systems, Sala also
developed a Random Noise Generator, producing long
sequences of truly random values derived from a ther-
mal noise circuit via a semiconductor. Based on this,
Sala designed, built, and sold automatic prize drawing
systems for the Lotteries Commission in WA and in
Queensland [30].

In 1978, the company Mayne Nickless Ltd, offered
to buy into Deltec, acquiring a majority shareholding,
and renaming it Deltec Pacific Pty Ltd. This provided
the capital and marketing clout that Deltec needed.

With this backing, Deltec won contracts to the
value of several million dollars. With a broad range of

products on offer, Deltec was now enjoying consider-
able commercial success. However, the company pur-
sued directions which did not necessarily align with
those of Sala, and still with many other ideas awaiting
his attention, he departed Deltec Pacific in early 1980,
and set up another company, Ran Data, as a vehicle to
pursue these ideas.

ENCRYPTION, RAN DATA, AND
MERRILL LYNCH

In keeping with his aim of pursuing spin-off opportuni-
ties, Sala exploited another by-product of the work on
the Picture Transmission System, which involved the
random number generator he had developed. This was
the burgeoning new field of Subscriber Pay TV, where
TV transmissions needed to be secured to prevent
nonsubscribers from gaining access, in a way that was
both fast and inexpensive.

By mid-May 1980, Sala demonstrated to the
Director of Government Computing for WA, Dennis
Moore, a fully operational Subscriber Pay TV system
incorporating an early form of his encryption algo-
rithm [11]. Moore asked for an independent assess-
ment, so Sala organized for Howard Shephard, a
television consultant and former chief engineer and
general manager for a commercial TV station in
Perth, to inspect the system. Shephard stated that
the quality of the reconstructed picture after
descrambling (the term then used) was better than
anything he had ever seen [29].

However, Moore felt that Sala should consider a
more general application—the design of an encryption
system to provide privacy of sensitive information on
common carrier links, such as those used in the govern-
ment’s networks [11]. Sala accepted the challenge, say-
ing, “I can do that!,” and within a few days adapted the
Subscriber Pay PV scrambler to develop and demon-
strate two working preproduction prototypes. These
units had the encryption and decryption embedded in
hardware, employing the “one-time pad” principle. When
tested on several computer systems operated within the
government, they performedwell andworked every time.

Soon after, in search of investment funds, Sala was
introduced to Merrill Lynch Pierce Fenner and Smith
(Merrill Lynch) in New York who suggested Sala visit
them, which he did in June 1980. A series of intensive
meetings with technical and intellectual property
experts was arranged by Merrill Lynch. It became clear
that the broad field of Subscriber Pay TV presented
the most immediate opportunity with Sala describing
his solution for a reliable, secure, and fast method of
addressing subscribers.

Monte Sala outside the University of Western Australia in 1979

[Used by permission of SymbionHealth Ltd, copyright owner].

October-December 2023 IEEE Annals of the History of Computing 67

BIOGRAPHIES



54	 ComputingEdge�  April 2025

BIOGRAPHIES

45mahc04-biography-3322950.3d (Style 7) 20-11-2023 12:58

Given the favorable reviews by such reputable
authorities as Shamir, the Ran Data encryption tech-
nology began to make strategic inroads both in Aus-
tralia and abroad, as significant numbers of orders
started to build [13], [14].

EXPORT ROADBLOCKS
By late 1984, Ran Data had become a publicly listed com-
pany, and its customer base was a “who’s who” of gov-
ernment and commerce in Australia. This covered some
50 high profile organizations that included police depart-
ments, royal commissions, customs offices, breweries,
data communications organizations, news services,
attorney-general departments, stock exchanges, taxa-
tion offices, large mining companies, credit unions and
banks of all descriptions, including the Reserve Bank of
Australia. The customer base also included a growing list
of international organizations with similar needs for data
security. The glowing testimonials, the high profile cus-
tomer organizations, and the volume of orders inevitably
attracted attention from themedia, and fromothermore
secretive agencies.

In 1983, if a company wanted to export encryption
products, it was necessary to obtain export approval
from the Australian Department of Defence Support.
This was done by having end-user certificates approved
by the Department, which required, in turn, the Minister
for Defence’s discretionary decision on a case by case
basis. There were no guidelines at that time for the proc-
essing of end-user certificates for export licenses gener-
ally, and there were also no avenues of appeal if export
licenses were refused. This was a new area both for the
government and for business. It was quite a revelation to
Ran Data that encryption equipment was considered to
be “defensemateriel” [4].

In February 1984, the Australian Defence Signals
Directorate Intelligence Agency (DSD) made itself
known to RanData. It said it needed to evaluate the then
new Ran Data EKES-183 algorithm for government use.
DSD had been involved with the evaluation of the EKES-
181 devices that were in use with the Australian Federal
Police. This first visit by the agency was a portent of
things to come, as they talked about countries deemed
“grey” to which exporting the Ran Data encryptors would
not be permitted. In addition, to Ran Data’s considerable
surprise, before long therewas talk of designing a special
device for exportmarkets.

DSD wanted the encryption algorithm to incorporate
a modification which Ran Data believed might introduce
a weakness into the system. They also proposed modifi-
cations to other system components. Ran Data had to
balance not alienating DSD, which might result in the

export market being reduced only to “profiled” users,
with not compromising the integrity of its encryption.
Ran Data was selling to multinational corporations, who
had the resources to undertake in-depth analyses of
these devices, and would inevitably discover any com-
promise that would likely have had a significant impact
on the company’s credibility and sales.

Indeed, already approvals to “unprofiled” users were
being caught up in a convoluted bureaucratic process.
Additionally, similar intelligence agencies in the U.K. had
by now also become involved, further complicating the
sale of equipment fromRanData’s U.K. office, which was
responsible for the Europeanmarket.

In the end, Ran Data resolved not to make any of
the proposed amendments to its design. This meant
that it was now only able to export to prequalified
financial institutions and other “profiled” users. This
considerably narrowed the market for its encryption
systems business [1], unlike the rival Swiss firm Crypto
AG which, it emerged recently, had effectively been a
vehicle for the CIA, initially in conjunction with West
German intelligence [10].

ULTIMATE ACHIEVEMENT: SWIFT
The international finance sector was always a large tar-
get market, a market that was defined and presided over
by a funds transfer banking titan, the Society for World-
wide Interbank Financial Telecommunication (SWIFT).
Ran Data put considerable effort into the pursuit of this
“jewel in the crown” of banking. Sala and colleagues
worked endlessly to demonstrate that the Ran Data
encryptors had specifications exceeding those of the
competition and were well priced. In 1987 success was
finally achieved, with SWIFT placing orders with Ran
Data [27]. This, as anticipated, saw other banks follow:
SWIFT had 2537 financial customers connected in 1988,
many of which became clients of RanData.

Sala was made a Member of the Order of Australia
(AM) in 1984 in recognition of his pioneering services
to the electronics industry [24], [34]. This was most
welcome to him, but his real reward was to have taken
on the giants of industry in the US and Europe and to
have beaten them. The technological excellence that
led to Sala’s encryption designs and which generated
worldwide demand was the recognition that he most
cherished. This was the pinnacle of his career. Most of
this actually happened after the AM award.

Although Ran Data encryptors in various forms were
marketed well into the 1990s [3], Sala decided to leave
Ran Data in February 1989, following a restructure of the
company’s share register and change in the controlling
interest brought on by the 1987 stockmarket crash.
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Given the favorable reviews by such reputable
authorities as Shamir, the Ran Data encryption tech-
nology began to make strategic inroads both in Aus-
tralia and abroad, as significant numbers of orders
started to build [13], [14].

EXPORT ROADBLOCKS
By late 1984, Ran Data had become a publicly listed com-
pany, and its customer base was a “who’s who” of gov-
ernment and commerce in Australia. This covered some
50 high profile organizations that included police depart-
ments, royal commissions, customs offices, breweries,
data communications organizations, news services,
attorney-general departments, stock exchanges, taxa-
tion offices, large mining companies, credit unions and
banks of all descriptions, including the Reserve Bank of
Australia. The customer base also included a growing list
of international organizations with similar needs for data
security. The glowing testimonials, the high profile cus-
tomer organizations, and the volume of orders inevitably
attracted attention from themedia, and fromothermore
secretive agencies.

In 1983, if a company wanted to export encryption
products, it was necessary to obtain export approval
from the Australian Department of Defence Support.
This was done by having end-user certificates approved
by the Department, which required, in turn, the Minister
for Defence’s discretionary decision on a case by case
basis. There were no guidelines at that time for the proc-
essing of end-user certificates for export licenses gener-
ally, and there were also no avenues of appeal if export
licenses were refused. This was a new area both for the
government and for business. It was quite a revelation to
Ran Data that encryption equipment was considered to
be “defensemateriel” [4].

In February 1984, the Australian Defence Signals
Directorate Intelligence Agency (DSD) made itself
known to RanData. It said it needed to evaluate the then
new Ran Data EKES-183 algorithm for government use.
DSD had been involved with the evaluation of the EKES-
181 devices that were in use with the Australian Federal
Police. This first visit by the agency was a portent of
things to come, as they talked about countries deemed
“grey” to which exporting the Ran Data encryptors would
not be permitted. In addition, to Ran Data’s considerable
surprise, before long therewas talk of designing a special
device for exportmarkets.

DSD wanted the encryption algorithm to incorporate
a modification which Ran Data believed might introduce
a weakness into the system. They also proposed modifi-
cations to other system components. Ran Data had to
balance not alienating DSD, which might result in the

export market being reduced only to “profiled” users,
with not compromising the integrity of its encryption.
Ran Data was selling to multinational corporations, who
had the resources to undertake in-depth analyses of
these devices, and would inevitably discover any com-
promise that would likely have had a significant impact
on the company’s credibility and sales.

Indeed, already approvals to “unprofiled” users were
being caught up in a convoluted bureaucratic process.
Additionally, similar intelligence agencies in the U.K. had
by now also become involved, further complicating the
sale of equipment fromRanData’s U.K. office, which was
responsible for the Europeanmarket.

In the end, Ran Data resolved not to make any of
the proposed amendments to its design. This meant
that it was now only able to export to prequalified
financial institutions and other “profiled” users. This
considerably narrowed the market for its encryption
systems business [1], unlike the rival Swiss firm Crypto
AG which, it emerged recently, had effectively been a
vehicle for the CIA, initially in conjunction with West
German intelligence [10].

ULTIMATE ACHIEVEMENT: SWIFT
The international finance sector was always a large tar-
get market, a market that was defined and presided over
by a funds transfer banking titan, the Society for World-
wide Interbank Financial Telecommunication (SWIFT).
Ran Data put considerable effort into the pursuit of this
“jewel in the crown” of banking. Sala and colleagues
worked endlessly to demonstrate that the Ran Data
encryptors had specifications exceeding those of the
competition and were well priced. In 1987 success was
finally achieved, with SWIFT placing orders with Ran
Data [27]. This, as anticipated, saw other banks follow:
SWIFT had 2537 financial customers connected in 1988,
many of which became clients of RanData.

Sala was made a Member of the Order of Australia
(AM) in 1984 in recognition of his pioneering services
to the electronics industry [24], [34]. This was most
welcome to him, but his real reward was to have taken
on the giants of industry in the US and Europe and to
have beaten them. The technological excellence that
led to Sala’s encryption designs and which generated
worldwide demand was the recognition that he most
cherished. This was the pinnacle of his career. Most of
this actually happened after the AM award.

Although Ran Data encryptors in various forms were
marketed well into the 1990s [3], Sala decided to leave
Ran Data in February 1989, following a restructure of the
company’s share register and change in the controlling
interest brought on by the 1987 stockmarket crash.
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Sala kept busy with a variety other interests until
he died on 1 April 2002, publishing with his son a paper
on steganography only weeks before his death [26].

MONTE SALA’S LEGACY
Sala is not well-known outside a relatively small local cir-
cle. This record of his achievements has been under-
taken in an attempt to redress that and to accord him
wider recognition. He had always been passionate about
and worked and lobbied tirelessly for the establishment
of an electronics industry in Western Australia. He was
also devoted to fostering links between academia, indus-
try, and government, which he saw worked well in his
own case, and he saw it working exceptionally well with
NASA. His influence, along with kindred spirits such as
the Deputy Premier of Western Australia at the time,
contributed to the establishment of the WA Technology
Park adjacent to Curtin University in 1985.

Most of this occurred before what are considered
to be his most significant and enduring achievements,
which were made in the field of encryption.

Sala should be remembered first for the intuitive
grasp he possessed of how to solve a wide range of
technological, electronic problems, often taking
merely days to conceive and design a solution and, in
some instances, build a prototype. This was exempli-
fied throughout his electronics career. One of his com-
mon expressions was “I can do that!” when presented
with a challenge [18]. And this was not false confi-
dence—he always did. This is best illustrated when he
was first challenged to develop a general-purpose
communications line encryption system—he had a
proof of concept designed, built and running on matrix
board flawlessly in just 10 days [11].

Second, in the murky world of national and com-
mercial espionage and code cracking, his integrity
stood out. He refused to compromise the integrity of
his encryption system, albeit some important markets
were then closed to him.

Finally, two aspects of his encryption inventions
stand out. First, he designed and built a system incor-
porating genuine random numbers as a basis for lot-
tery draws [30], [33], which was used for years in
lottery systems around Australia. Second, the crown
in his achievements, the EKES encryption system,
deemed to be uncrackable [16], [28], was taken up by
many banks but most importantly by SWIFT [27].

Throughout his career, Sala exhibited exceptional
intellectual ability and creative power. This record of
his achievements has been compiled in the hope that
they will be recognized, remembered, and celebrated
more widely, as they deserve to be.
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I met my cadaver before I had met most of my
classmates. Like many medical students, I was
glad to have anatomy as the first block of medical

school. But my reasons were different: Always a bit
squeamish, I figured it was better to discover if I was
not cut out for medicine early on—before I was in too
deep. Over seven weeks, we systematically dissected
our assigned cadaver, dutifully following each blade
stroke as spelled out in Grant’s Dissector. We started
with the heart. The face, covered by a damp cloth dur-
ing the earlier stages of dissection, was saved for the
last day. The ostensible reason for this concealment
was utilitarian: To prevent the face from desiccating.
But I suspect its more significant function, if not aim,
was that of depersonalization.

At the end of the course, we learned more about
the person behind the cadaver: How they died and
how they ended up on the dissecting table. While
some had earmarked their bodies for donation to the
anatomy lab in advance of dying, many cadavers today
are “donors by circumstance”—unclaimed bodies from
people, often impoverished, unhoused, and dispos-
sessed, who were not claimed by any living relatives or
associates. Ours was among the unclaimed. In Mary-
land, bodies fall under control of the State Anatomy
Board and can become “donors by circumstance” if
they remain unclaimed 72 h following a “reasonable
search.”1

The ethics of this situation has been thoroughly
analyzed and rightfully critiqued.2 Discomfort with the
use of unclaimed bodies in anatomy laboratories has
prompted many institutions to turn to new digital

tools for teaching anatomy. A growing number of
online applications and programs permit learning
anatomy through engagement with “digital bodies” on
smart phones and tablets. Many feel reassured using
these tools. (Surely these digital bodies circumvent
the problems of respect for persons and consent?)
But in fact these digital bodies came from people:
Real human bodies furnished the data on which digital
anatomical tools rely. At the Francis A. Countway
Library of Medicine in Boston, Harvard medical stu-
dents can learn anatomy using the Anatomage Table,
an interactive digital atlas based on cross-sectional
anatomical, CT, and MRI images in the public domain.
The male body displayed by the Anatomage Table is
based on data from Joseph Paul Jernigan, a 39-year-
old Texas man who was executed by lethal injection in
1993.3 Although Jernigan nominally gave consent for
the use of his data, one wonders whether consent
can truly be given under conditions of capital
punishment.4

Cadaveric dissection offers an especially clear
example of the entanglements of data with bodies,
but the relationship can be further explored. In this
essay, I sample works at the intersection of the history
of data and the history of the body and lay out an
agenda for bringing the fields closer together. I outline
two ways of thinking about the history of data through
a history of the body lens: Data having bodies, and
data coming from bodies. Putting the history of data
into more direct conversation with the rich scholar-
ship on the history of the body not only yields impor-
tant insights into the history and nature of data but
also places the ethical stakes around the present day
uses of data into sharper focus.

DATA AS BODIES
The challenge of learning anatomy is principally one
of volume: The sheer number of facts to memorize.

1058-6180 � 2023 IEEE
Digital Object Identifier 10.1109/MAHC.2023.3326052
Date of current version 23 November 2023.

1MD Health-Gen Code, 2013.
2D.G. Jones and M.I. Whitaker, 2012.

3K. Keet and B. Kramer, 2022.
4S. Hildebrandt, 2008.
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In between sessions at the dissection bay, I did my
best to cram my brain with thousands of facts about
human bodies. Most medical students had devel-
oped some material system of managing this data
deluge. Many turned to Anki, a then-new spaced-
repetition application, whose algorithm would pres-
ent flashcards to learners at varying intervals
depending on their familiarity with the cards on prior
iterations. My own system was manual. I created
hundreds of paper flashcards that I sorted into dif-
ferent boxes depending on how well I knew the
card. By the end of the seven weeks my deck of
cards had seen better days. The corners were bent,
the edges torn. On many cards, the ink had
smudged to the point of illegibility.

Recent years have seen growing attention
directed to the materiality of data. Many STS schol-
ars and historians have shown how data exist in the
material world; they are incarnate in stuff, whether
notebooks, spreadsheets, punched cards, or mag-
netic tape. As part of this material turn, many have
looked to the physical sciences for rich metaphors
to better understand the nature and function of
data. In his groundbreaking study on climate model-
ing, Paul Edwards invoked the notion of “data fric-
tion” to understand the materiality of data and their
sociotechnical kinetics. “Data are things,” Edwards
writes. “They are not just numbers but also numer-
als, with dimensionality, weight, and texture. “Data
friction” refers to the costs in time, energy, and
attention required simply to collect, check, store,
move, receive, and access data.”5 The invocation of
data having friction implies that it also has mass.
(Mass is, after all, one of the variables that goes
into calculating friction.) This insight has spurred
other fruitful Newtonian metaphors, such as framing
the epistemologies and biases baked into a dataset
as a kind of “data inertia.”6

What, then, is gained by a shift in metaphor from
physics to physiology? Seeing the corporality of data
creates opportunities to draw on analytic tools from
the history of the body. First, the data-as-bodies meta-
phor foregrounds the materiality of data. Dealing with
the body can be a messy affair; bodies leak, swell,
crack, desiccate, and smell. Data can be just as messy.
Second, like bodies, data depend on maintenance
and care: data must be “cleaned,” code must be
“debugged,” and software must be updated. Third,
bodies are complex systems, irreducible to the

function of their individual components. Such a per-
spective invites exploration of the emergent and
entangled properties of datasets—how they depend
on and operate within a complex system of infrastruc-
tures, regulations, human actors, social mores, and
much more. Finally, the history of the body also offers
productive conceptual resources for analyzing and cri-
tiquing anthropomorphic discourses around artificial
“intelligence.”

MANY STS SCHOLARS AND
HISTORIANS HAVE SHOWNHOW
DATA EXIST IN THEMATERIALWORLD;
THEY ARE INCARNATE IN STUFF,
WHETHER NOTEBOOKS,
SPREADSHEETS, PUNCHED CARDS,
OR MAGNETIC TAPE.

DATA FROMBODIES
The data on my anatomy flashcards also came from
bodies. Some of this information came directly from
engagements with my assigned cadaver. But other
flashcards contained systematized knowledge gen-
erated through anatomists’ interactions with past
bodies. The process by which bodies are made into
data has often been extractive, playing out in the
contexts of capitalism and colonialism.7 But the pro-
cess can also be empowering, such as when disen-
franchised groups create databases to ensure that
their bodies and lives are represented in the data-
sets that drive medical knowledge and practice.

Many historians have drawn attention to the
human origins of data. Iris Clever, for example, has
studied the mountains of data amassed by physical
anthropologists as they measured human bodies,
bones, and skulls.8 Rebecca Lemov has chronicled
the making of “personal” data through the history of
Don Talayesva, a Hopi Indian who gave his personal
materials to scientists for the creation of a “vast
data set” in the mid-twentieth century.9 The bodies
behind datasets are sometimes harder to make out.
The historian Joanna Radin, for example, has traced
the career of the Pima Indian Diabetes Dataset
(PIDD), whose origins from American Indian bodies
were sometimes forgotten (or ignored) as the

5P. Edwards, 2010, 84.
6A. Lea, 2019.

7T. Kukutai and J. Taylor, 2016.
8I. Clever, 2023.
9R. Lemov, 2017.
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In between sessions at the dissection bay, I did my
best to cram my brain with thousands of facts about
human bodies. Most medical students had devel-
oped some material system of managing this data
deluge. Many turned to Anki, a then-new spaced-
repetition application, whose algorithm would pres-
ent flashcards to learners at varying intervals
depending on their familiarity with the cards on prior
iterations. My own system was manual. I created
hundreds of paper flashcards that I sorted into dif-
ferent boxes depending on how well I knew the
card. By the end of the seven weeks my deck of
cards had seen better days. The corners were bent,
the edges torn. On many cards, the ink had
smudged to the point of illegibility.

Recent years have seen growing attention
directed to the materiality of data. Many STS schol-
ars and historians have shown how data exist in the
material world; they are incarnate in stuff, whether
notebooks, spreadsheets, punched cards, or mag-
netic tape. As part of this material turn, many have
looked to the physical sciences for rich metaphors
to better understand the nature and function of
data. In his groundbreaking study on climate model-
ing, Paul Edwards invoked the notion of “data fric-
tion” to understand the materiality of data and their
sociotechnical kinetics. “Data are things,” Edwards
writes. “They are not just numbers but also numer-
als, with dimensionality, weight, and texture. “Data
friction” refers to the costs in time, energy, and
attention required simply to collect, check, store,
move, receive, and access data.”5 The invocation of
data having friction implies that it also has mass.
(Mass is, after all, one of the variables that goes
into calculating friction.) This insight has spurred
other fruitful Newtonian metaphors, such as framing
the epistemologies and biases baked into a dataset
as a kind of “data inertia.”6

What, then, is gained by a shift in metaphor from
physics to physiology? Seeing the corporality of data
creates opportunities to draw on analytic tools from
the history of the body. First, the data-as-bodies meta-
phor foregrounds the materiality of data. Dealing with
the body can be a messy affair; bodies leak, swell,
crack, desiccate, and smell. Data can be just as messy.
Second, like bodies, data depend on maintenance
and care: data must be “cleaned,” code must be
“debugged,” and software must be updated. Third,
bodies are complex systems, irreducible to the

function of their individual components. Such a per-
spective invites exploration of the emergent and
entangled properties of datasets—how they depend
on and operate within a complex system of infrastruc-
tures, regulations, human actors, social mores, and
much more. Finally, the history of the body also offers
productive conceptual resources for analyzing and cri-
tiquing anthropomorphic discourses around artificial
“intelligence.”

MANY STS SCHOLARS AND
HISTORIANS HAVE SHOWNHOW
DATA EXIST IN THEMATERIALWORLD;
THEY ARE INCARNATE IN STUFF,
WHETHER NOTEBOOKS,
SPREADSHEETS, PUNCHED CARDS,
OR MAGNETIC TAPE.

DATA FROMBODIES
The data on my anatomy flashcards also came from
bodies. Some of this information came directly from
engagements with my assigned cadaver. But other
flashcards contained systematized knowledge gen-
erated through anatomists’ interactions with past
bodies. The process by which bodies are made into
data has often been extractive, playing out in the
contexts of capitalism and colonialism.7 But the pro-
cess can also be empowering, such as when disen-
franchised groups create databases to ensure that
their bodies and lives are represented in the data-
sets that drive medical knowledge and practice.

Many historians have drawn attention to the
human origins of data. Iris Clever, for example, has
studied the mountains of data amassed by physical
anthropologists as they measured human bodies,
bones, and skulls.8 Rebecca Lemov has chronicled
the making of “personal” data through the history of
Don Talayesva, a Hopi Indian who gave his personal
materials to scientists for the creation of a “vast
data set” in the mid-twentieth century.9 The bodies
behind datasets are sometimes harder to make out.
The historian Joanna Radin, for example, has traced
the career of the Pima Indian Diabetes Dataset
(PIDD), whose origins from American Indian bodies
were sometimes forgotten (or ignored) as the
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dataset was harnessed for all kinds of medical and
machine learning research.10

The work of making data is also an embodied pro-
cess. Despite the word’s etymology, “data” are not
given or bestowed; they are made. As Geoffrey Bowker
has noted, there is no such thing as “raw” data; data
are, in one way or another, always already “cooked”—
collected, cleaned, categorized, cared for.11 This pro-
cess of creating data is laborious. In the mid-twentieth
century, physicians working to create databases to
help with diagnosis described the work as “a slow, tire-
some, and troubling job.”12 A history-of-the-body fram-
ing underscores the embodied labor of collecting,
making, cleaning, processing, and sorting data. These
processes demand work in the most corporeal sense:
they break the back, strain the eyes, corrode the
joints. Data, then, come from bodies in more than one
way. They represent information about human bodies.
But they also exist thanks to the frequently unrecog-
nized embodied labor of data workers.

CONCLUSION: THE ANATOMY OF
DATA

The conceptual synergy between data and body opens
up many avenues for study beyond those outlined in
this essay. The association, for instance, invites fur-
ther exploration of the connections between the his-
tory of data and other disciplines where the body has
long been a central and productive focus: From dis-
ability studies to queer and gender studies to carceral
studies. The recent volume Abstractions and Embodi-
ments, edited by Janet Abbate and Stephanie Dick,
fleshes out many of these interdisciplinary connec-
tions by “foregrounding bodies as the site where the
power and pain of computer technology play out.”13

Above all, seeing data as and from bodies—that is,
understanding “the anatomy of data”—allows for a
more considered, ethical engagement with the data
we use and had a hand in making.
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