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Magazine Roundup

The IEEE Computer Society’s lineup of 12 peer-reviewed technical magazines covers cutting-edge topics rang-

ing from software design and computer graphics to Internet computing and security, from scientific appli-

cations and machine intelligence to visualization and microchip design. Here are highlights from recent issues.

A Root Cause Analysis of a 
Self-Driving Car Dragging  
a Pedestrian 

In this article, featured in the 

November 2024 issue of Computer, 

the authors use the Taxonomy for 

Artificial Intelligence Hazard Anal-

ysis to examine an accident on 

October 2, 2023, when a pedes-

trian was hit and dragged by one 

of Cruise’s self-driving cars. The 

authors discuss the company’s 

remote operations issues, the lack 

of periodic design and test proto-

col reviews, and Cruise’s post-col-

lision assessment deficiencies.

Exabiome: Advancing 
Microbial Science through 
Exascale Computing 

The Exabiome project seeks to 

improve the understanding of 

microbiomes through the devel-

opment of methods for acceler-

ating metagenomic science using 

exascale computing. This April–

June 2024 Computing in Science & 

Engineering article gives an over-

view of scientific impact of the 

three components of the project: 

metagenome assembly, protein 

family detection, and comparative 

analysis of metagenomes.

 

Turing’s Test, a Beautiful 
Thought Experiment

In the wake of the latest trends of 

AI, there has been a resurgence 

of claims and questions about the 

Turing test and its value, which are 

reminiscent of decades of practi-

cal “Turing” tests. This article, fea-

tured in the July–September 2024 

issue of IEEE Annals of the History 

of Computing, presents a wealth 

of evidence, including new archi-

val sources, and gives original 

answers to several open questions 

about Turing’s 1950 paper, includ-

ing its relation with early AI.

Quantum Machine  
Learning Playground

This article, featured in the Sep-

tember/October 2024 issue of 

IEEE Computer Graphics and 

Applications, introduces an 

innovative interactive visualiza-

tion tool designed to demystify 

quantum machine learning (QML) 

algorithms. The authors’ work is 

inspired by the success of classi-

cal machine learning visualization 

tools, such as TensorFlow Play-

ground, and aims to bridge the gap 

in visualization resources specifi-

cally for the field of QML.

Exploring Neural  
Networks for Musical 
Instrument Identification  
in Polyphonic Audio

This article in the September/

October 2024 issue of IEEE Intel-

ligent Systems introduces neu-

ral network-based methods that 

surpass state-of-the-art models, 

either by training faster or having 

simpler architecture, while main-

taining comparable effectiveness 

in musical instrument identifica-

tion in polyphonic music. Several 

approaches are presented, includ-

ing two authors’ proposals, i.e., 

spiking neural networks (SNNs) 

and a modular deep learning model 

named fully modular convolutional 

neural network (FMCNN).
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Requirements and  
Design Architecture  
for Digital Twin End-to- 
End Trustworthiness

In this July/August 2024 IEEE Inter-

net Computing article, the authors 

discuss how digital twins (DTs) can 

be designed, deployed, and man-

aged to enable end-to-end trust-

worthiness between applications 

and the physical domain. Particu-

larly, they 1) identify the key char-

acteristics enabling end-to-end 

DT trustworthiness, 2) evaluate 

the degree to which available DT 

platforms support these charac-

teristics, 3) highlight a blueprint 

architecture paving the way to 

innovative DT platforms natively 

supporting end-to-end trustwor-

thiness, and 4) show the benefits 

of their proposal with an industrial 

IoT use case.

Twenty Five Years  
of Warehouse- 
Scale Computing

When Google was founded in 

1998, it was already clear that suc-

cessful web search would require 

enormous amounts of comput-

ing power and storage, and that 

no single computer would be able 

to handle this task. Consequently, 

its infrastructure design marked 

a fundamental shift toward an 

approach now widely embraced 

as warehouse-scale computing 

(WSC). In this article, featured in 

the September/October 2024 issue 

of IEEE Micro, the authors chron-

icle the evolution of WSC, high-

lighting pivotal milestones, lessons 

learned, and the vast opportunities 

that lie ahead.

On Perceived AV 
Synchronization in  
360° Multimedia

Media synchronization and, in 

particular, audiovisual (AV) syn-

chronization, plays a pivotal role 

in multimedia systems, signifi-

cantly impacting the quality of 

experience (QoE) perceived by 

users. What is intriguing is that 

despite the growing prevalence 

of multimedia content consump-

tion in 360° environments, the 

issue of perceived AV synchro-

nization remains relatively unex-

plored. To tackle this challenge, 

the authors of this July–Septem-

ber 2024 IEEE MultiMedia arti-

cle present the results of a user 

study that assessed the influence 

of AV skews on QoE and the feel-

ing of presence within 360° multi-

media content.

The Future of Consumer  
Edge-AI Computing

In the last decade, deep learning 

has rapidly infiltrated the consumer 

end, mainly thanks to hardware 

acceleration across devices. How-

ever, as we look toward the future, 

it is evident that isolated hard-

ware will be insufficient. Increas-

ingly complex artificial intelligence 

tasks demand shared resources, 

cross-device collaboration, and 

multiple data types, all without 

compromising user privacy or qual-

ity of experience. To address this, 

the authors of this article, from the 

July–September 2024 issue of IEEE 

Pervasive Computing, introduce a 

novel paradigm centered around 

EdgeAI-Hub devices, designed to 

reorganize and optimize compute 

resources and data access at the 

consumer edge.

Inclusive Involvement  
of At-Risk Users in 
Cybersecurity Research

This article, featured in the Sep-

tember/October 2024 issue of 

IEEE Security & Privacy, outlines 

an approach to assist cybersecu-

rity research involving excluded 



6	 ComputingEdge�   January 2025

MAGAZINE ROUNDUP

at-risk users or those whose needs 

are overlooked. The authors bring 

attention to “ethics in practice” 

as an enabler of inclusive experi-

mentation accounting for “human 

vulnerabilities” and also address 

“cybersecurity vulnerabilities.”

Generative AI to Generate 
Test Data Generators

Large language models (LLMs) 

are powerful tools for support-

ing developers in generating 

high-quality faking data. LLMs 

are unique systems that possi-

bly encode 1) domain expertise, 2) 

testing fluency, and 3) cultural lit-

eracy. The authors of this article 

from the November/December 

2024 issue of IEEE Software study 

the original task of using LLMs for 

producing fake test data. They 

fully implement an approach based 

on state-of-the-art LLM tech-

niques for generating test data. 

To assess the feasibility of their 

approach, they curate real-world 

test data generation scenarios.

PAPR Analysis of 5G and B5G 
Waveforms Using Advanced 
PAPR Algorithms 

The implementation of advanced 

waveforms will play an important 

role in enhancing the throughput, 

spectrum access, data rate, and 

capacity of the 5G and beyond 5G 

systems. High peak-to-average 

power ratio (PAPR) is a serious 

concern in advanced waveforms, 

which can drastically reduce the 

performance of the system. In this 

July/August 2024 IT Professional 

article, the authors aim to analyze 

PAPR algorithms when applied to 

advanced waveforms. 
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Editor’s Note

Machine Learning: Weighing 
the Risks and the Rewards

M achine learning (ML) is an

invaluable tool that can 

help people become better and 

faster creators, workers, and engi-

neers. Yet ML can also be harmful 

because it is prone to biases, inac-

curacies, and cyberattacks. This 

issue of ComputingEdge grapples 

with the risks and rewards of using 

ML. The articles also discuss dis-

tributed computing, blockchain,

and business issues related to

technology.

Software engineers must 

design ML approaches that pri-

oritize safety, reliability, and eth-

ics. IEEE Software’s article, “Appli-

cation of Large Language Models 

to Software Engineering Tasks: 

Opportunities, Risks, and Implica-

tions,” defines large language mod-

els (LLMs) and highlights the possi-

bilities and problems they present. 

In “Revisiting Edge AI: Opportu-

nities and Challenges,” from IEEE 

Internet Computing, the authors 

walk us through the challenges 

associated with incorporating AI 

into edge computing, as well as 

how to navigate the attendant 

design considerations. 

Distributed computing is 

becoming more widely used. The 

authors of “PyCOMPSs as an 

Instrument for Translational Com-

puter Science,” from Computing 

in Science & Engineering, describe 

the PyCOMPSs project, a pro-

gramming model for distributed 

computing, and its applications 

for TCS. The article, “Distributed 

Quantum Computing via Integrat-

ing Quantum and Classical Com-

puting,” from Computer, illustrates 

a form of distributed computing 

that hybridizes quantum and clas-

sical approaches.

How do key topics in business, 

such as the modern landscape 

of work and enterprise software 

patterns, affect employees and 

business leaders? “New Ways of 

Working Are Already Old,” from IT 

Professional, argues that C-suites 

need to accept that remote work is 

here to stay and assess how to best 

leverage its positive attributes for 

innovation and business culture, 

even as they work to mitigate asso-

ciated challenges. The author of 

IEEE Software article, “Jon Smart 

on Patterns and Antipatterns for 

Enterprise Software Success,” 

presents a panel discussion on key 

topics in enterprise software, such 

as business agility, system entropy, 

and outcomes vs. outputs.

Engineers are exploring how 

to use blockchain efficiently and 

responsibly in gaming and with 

regards to its energy consumption. 

In “Integrating Blockchain Tech-

nology in Online Gaming Ecosys-

tems,” from Computer, the author 

insists that research and collab-

oration between blockchain and 

game developers are essential 

to addressing scalability, regula-

tory compliance, and system inte-

gration. Computer article “Block-

chain’s Carbon and Environmental 

Footprints” analyzes blockchains’ 

energy consumption and the result-

ing environmental impacts. 



8	 January 2025	 Published by the IEEE Computer Society � 2469-7087/25 © 2025 IEEE

EDITOR: Ipek Ozkaya, Carnegie Mellon Software Engineering Institute,  
ipek.ozkaya@computer.org

DEPARTMENT: FROM THE EDITOR

Application of Large Language 
Models to Software Engineering Tasks: 
Opportunities, Risks, and Implications
Ipek Ozkaya

Has the day we all have been waiting for really 
arrived? Have advances in deep learning 
and machine learning (ML) finally reached a 

turning point and have started to produce “accurate 
enough” assistants to help us in a variety of tasks, 
including software development? Are large language 
models (LLM) going to turn us all into better writers, 
artists, translators, programmers, health-care work-
ers, not to mention software engineers? Or are we at 
a risky turning point where we will not be able to sepa-
rate artificial intelligence (AI)-generated content from 
user-created ones, drowning in misinformation and 
perfect sounding yet fake and incorrect information 
and AI-generated faulty programs?

Recently released LLMs, such as Generative 
Pretrained Transformer (GTP) 4 used in ChatGPT by 
OpenAI and BERT used in Bard by Google, disrupt 
the search engine model that we have been used to. 
Use of these models shifts the end-user computer 
interaction from “here are a list of places to look at 
to potentially find an answer to your question” to 
“here is a suggested answer to your questions with 
well-constructed syntax, what is your next question 
based on this?”

Without a doubt, LLMs have use cases in assist-
ing software engineering tasks as well, including 
code generation models trained in programming lan-
guages, such as CoPilot by GitHub. The reaction of the 
software engineering community to the accelerated 
advances that LLMs have been enjoying since 2022 
has been varied, ranging from considering capabili-
ties offered by these models as “snake oil”1 to “end of 

programming and computer science education as we 
know it.”2 In this article, after a brief overview of LLMs, 
I will focus on the opportunities LLMs open up for soft-
ware development and implications of incorporating 
LLMs into systems as well as assisting with software 
development tasks.

WHAT ARE LMMs?
An LLM is a deep neural network model which has 
been trained on large amounts of data, such as books, 
code, articles, and websites, to learn the underlying 
patterns and relationships in the language that it was 
trained for. By doing so, the model is able to generate 
coherent content such as grammatically correct sen-
tences and paragraphs that mimic human language or 
syntactically correct code snippets. LLMs have appli-
cations in a variety of tasks, including language trans-
lation, summarization, and question answering and 
have potential in many fields as long as the data that 
the models have been trained on provide the appro-
priate input. While the content generated by LLMs are 
often grammatically correct, they may not always be 
semantically correct. The probabilistic and random-
ized selection of the “next token” in constructing the 
outputs on one hand gives the end user the impres-
sions of correctness and style, on the other hand may 
result in mistakes.3

While the recently released versions of LLMs, Chat-
GPT driving the pack, have made significant improve-
ments, there are several areas of caution around their 
generation and use:

	› Data quality and bias concerns: LLMs require 
enormous amounts of training data to learn 
language patterns and their outputs are highly 
dependent on the data that they are trained on. 

Digital Object Identifier 10.1109/MS.2023.3248401 

Date of current version: 18 April 2023

This article originally  
appeared in 

 

vol. 40, no. 3, 2023
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Any of the issues that exist in the training data, 
such as biases and mistakes, will be amplified 
by LLMs, potentially resulting in models that 
exhibit discriminatory behavior, such as making 
prejudiced recommendations. This means that 
the quality and representativeness of the train-
ing data can significantly impact the model’s 
performance and generalizability, mistakes can 
propagate. For example, language models that 
are used to recommend code patterns have 
been found to carry security flaws forward.4 This 
creates risks in not only generating buggy code, 
but also perpetuating immature implementation 
practices in developers.

	› Privacy and content ownership concerns: LLMs 
are generated using content developed by oth-
ers which both may contain private information 
as well as content creators’ unique creativity 
characteristics. Training on such data using 
patterns in recommended output creates plagia-
rism concerns. Some content is boiler plate and 
the ability to generate output in correct and 
understandable ways creates opportunities 
for improved efficiency. But content, including 
code, where individual contributions matter 
becomes difficult to differentiate. In the long 
run, increasing popularity of language models 
will likely create boundaries around data sharing 
and open source software and open science. 
Techniques to indicate ownership or even 
preventing certain data to be used to train 
such models will likely emerge. However, such 
techniques and attributes to complement LLMS 
are yet to come.

	› Environmental concerns: The vast amounts 
of computing power required in training deep 
learning models has been increasingly a concern 
related to their impact on carbon footprint. 
Research in different training techniques, 
algorithmic efficiencies, and varying allocation 
of computing resources during training will likely 
increase. In addition, improved data collection 
and storage techniques are anticipated to 
eventually reduce the impact of LLMs on the 
environment, but development of such tech-
niques are still in their early phases.5

	› Explainability and unintended consequence 

concerns: Explainability of deep learning and ML 
models is a general concern in AI, including but 
not limited to LLMs. Users seek to understand 
the reasoning behind the recommendations, 
especially if such models are to be used in safety 
or business critical settings. Dependence on 
the quality of the data and inability to trace the 
recommendations to the source increase trust 
concerns.6 In addition, since the sequences 
are generated using a randomized probabilistic 
approach, explainability of correctness of the 
recommendations create added challenges. 
Explainability as well as responsible AI practices 
are critical since such models can easily be used 
to spread misinformation.

The application programming interfaces (API) of 
GPT and BERT are now also available to other develop-
ers. This contributes to both accelerating the use and 
improvements on LLMs as well as increasing the num-
ber of opportunities of their misuse. OpenAI research-
ers are open about their lessons learned and have no 
choice but rely on software engineering best practices. 
They recommend policy enforcement as a mechanism 
to enforce avoiding misuses.7 Applications which help 
detect text written by such models have been quick 
to come, such as GPTZero written for educators to 
detect such text, and ironically it uses ChatGPT in 
doing so.8 It is safe to say LLMs have attracted a fair 
share of confusion, criticism, and excitement all at the 
same time.

APPLICATIONS IN  
SOFTWARE ENGINEERING

Research agendas developed recently had already 
shined the light on the future of software engineer-
ing to be an AI-augmented development lifecycle 
where both software engineering and AI assistants 
share roles from copilot to student, expert, and super-
visor.9 In the National Agenda for Software Engineer-
ing, my colleagues and I had suggested that develop-
ers will need to guide and consequently improve the 
AI assistants. AI assistants will also take on a supervi-
sory role by providing real-time feedback and, in time, 
demonstrating repeated mistakes to developers. On 
a developer team, there will always be some develop-
ers who you trust more than others (perhaps due to 
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experience, skill sets, or demonstrated performance). 
The AI-assisted development workflows will trigger 
the need to think of AI “partners” in the same way.9

While with caution, software engineers need to 
think about LLMs as partners and focus on where their 
optimal application can be. There are quite a number 
of software engineering tasks which can effectively 
benefit from using LLMs. Indulge me for a moment 
to assume that we solved the trust and unethical use 
issues as I enumerate potential use cases where LLMs 
can create strides of advances in improved productiv-
ity of software engineering tasks, and where the risks 
can still be manageable.

	› Specification generation: Quite a number of 
requirements can be common across applica-
tions, yet oftentimes requirements are also 
incomplete. LLMs can assist in generating more 
complete specifications significantly quicker.

	› Just in time developer feedback: Applications 
of LLMs in software development has been 
received with much skepticism, rightly so at the 
time being. While the code generated by current 
AI assistants, such as Copilot, have been found 
to carry more security issues,4 in time this will 
change. AI-based and other approaches which 
give developers syntactic corrections and sug-
gestions have been around a while. LLMs carry 
the promise of going the extra mile and recom-
mending not just corrections, but next steps.

	› Improved testing: Generating unit tests is one of 
the tasks where developers shortcut the most. 
Ability to generate test cases at ease would 
increase overall test effectiveness and cover-
age, and consequently system quality.

	› Documentation: Ranging from contracting 
language to regulatory requirements, there are 
many applications of LLMs to software develop-
ment documentation.

	› Language translation: Legacy software and 
brownfield development is the norm of system 
development today, and many organizations 
need to go through language translation efforts 
when they need to modernize their systems. 
This process is often manual and error prone, 
while some tools do exist to support developers. 
While will not work at scale, portions of code can 

potentially be translated to other programming 
languages using LLMs. Rewriting a system in 
an other programming language is not just a 
language translation exercise, it is mostly also 
a re-architecting exercise; however, ability to 
rewrite selected portions at ease would be a 
welcomed capability.

LLMs will also require software engineers to become 
more savvy in how they incorporate them into systems 
as elements. Example areas include the following:

	› LLMs as functional components: LLMs will 
definitely change some of the ways capabili-
ties are bundled and delivered as well, where 
pretrained models become parts of systems or 
parts of external systems. APIs to LLMs will drive 
different system composition scenarios and will 
be available as services.

	› Operations informing development: Data is the 
first-class citizen in LLM tools. Operational data 
will need to be more timely fed back to both the 
development process, e.g., areas where users 
make most mistakes, as well as functionality 
development, e.g., inform functionality that 
users do not use to be deprecated.

These examples focus on existing software 
engineering tasks that can be done better or faster 
because such models exist. There are also, however, 
task flows that will change, and new activities will likely 
emerge while time spent on others get reduced. An 
AI-augment software development lifecycle will likely 
have different task flows, efficiencies, and roadblocks 
than the current development lifecycles of agile and 
iterative development workflows. For example, rather 
than thinking about steps of development as require-
ments, design, implementation, test, and deploy, LLMs 
can enable bundling these tasks together. This would 
change the number of hand-offs and where they hap-
pen, shifting task dependencies within the software 
development lifecycle.

GOING FORWARD
All the areas of cautions and risks related to LLMs are 
areas where we need new research and innovations. 
These need to be targeted at improving correctness 
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of LLM recommendations, improving their generaliz-
ability, as well as improving the ethical implications of 
data use and content creation.

We are likely to see most advances in generaliz-
ability of models, development of integrated develop-
ment environments with new paradigms, and reliable 
data collection and use techniques in the near future. 
Curricula development and education of the next gen-
eration of computer scientists and software engineers 
cannot stay blind to the implications of such develop-
ments in generative AI either.

Generalizability of Models
Currently, LLMs work by pretraining on a large cor-
pus of content followed by fine-tuning on a specific 
task. What this implies is that the architecture of the 
model is task independent; however, its application 
for specific tasks requires further fine-tuning with sig-
nificantly large numbers of examples. Generalizabil-
ity of these models to applications where data are 
sparse, few-shot settings, is already a focus area by 
researchers.10

New Development Environments
If we are convinced by the argument that some tasks 
can be accelerated and improved in correctness by 
AI assistants including LLMs, that also implies that 
the current integrated development tools will need 
to incorporate these assistants. When assistants are 
integrated in, then development becomes a more 
interactive process with the tool environment. Soft-
ware engineering bots are already pushing the enve-
lope of the development environments in the direction 
of incorporating developer assistants.11

Data as a Unit of Computation
The most critical input which drives this next genera-
tion of AI innovations is not only the algorithms, but 
also data. Not only will a significant portion of com-
puter science and software engineering talent shift to 
data science and data engineer careers, but also, we 
will need more tool-supported innovations in data col-
lection, data quality assessment, and data ownership 
rights management. This is an area with huge gaps 
that requires skill sets that span computer science, 
policy, engineering, as well as deep knowledge in secu-
rity, privacy, and ethics.

Computer Science and Software 
Engineering Education
The biggest implications of LLMs are in how we teach 
programming languages and system design. LLMs 
are likely to take already existing platforms such as 
StackOverflow and Reddit, which have become indis-
pensable resources for developers, to a new level of 
reduced barrier of entry. Computer science and soft-
ware engineering programs need to start a shift in 
their curricula today. Software engineering and com-
puter science education has already missed the boat 
by continuing to focus on teaching green field devel-
opment while today the reality of system development 
is brownfield. Students are not adequately exposed to 
theories and techniques to support system develop-
ment by composition, legacy evolution, and using het-
erogeneous platforms and programming languages 

in concert. We teach students hello world develop-
ment, while we should be teaching them how to read 
millions of lines of code, triage and fix bugs that they 
have not contributed to and understand the struc-
ture and behavior of the software rather than the sin-
gle class or story card they are responsible for. With 
LLMs and their sister AI-driven apps assisting devel-
opers, we need to be teaching next-generation soft-
ware engineers when to trust, how to create evidence 
to trust, how to do trust assessment rapidly and cor-
rectly, and how to improve such assistants. We need to 
teach them how to evolve systems to incorporate such 
components, and we need to teach them to treat data 
as code. We need to make ethics courses mandatory 
every year of the curriculum. The list goes on.

After the two winters of AI, generally attributed to 
late 1970s and early 1990s, we have entered not only a 
period of AI blossoms, but also exponential growth in 
funding, in use, and in scare from AI. Advances in LLMs 
without a doubt are huge contributors to this growth. 
What will determine if the next phase includes inno-
vations beyond our imagination or another AI winter 

COMPUTER SCIENCE AND SOFTWARE 
ENGINEERING PROGRAMS NEED TO 
START A SHIFT IN THEIR CURRICULA 
TODAY.
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is largely dependent on not our ability to continue 
technical innovations, but on our ability to practice 
software engineering and computer science through 
the highest level of ethics and responsible practices. 
We need to be bold in experimenting with the potential 
of LLMs in improving software development, and we 
need to be cautious and not forget fundamentals of 
engineering ethics and rigor. 
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Edge computing is a significant paradigm shift
that is reshaping the internet and applications
landscapes by bringing data processing closer

to the source of the data. This strategic evolution has
the potential to enhance efficiency, responsiveness,
and the respect of privacy.2,3,4,21 Starting from mostly
cloud-based solutions, more and more applications are
now pushed along the computing continuum, closer
and closer to edge devices. While there have been sev-
eral definitions of the latter in the past, ranging from
user end devices up to small, localized data centers,
the general properties of edge devices are similar: their
closeness to the user and the locality of processed
data.2 While the popularity of edge solutions increased
in the recent years, the deployment of edge solutions
is still relatively slow compared to the growth of the
cloudmarket. This can be attributed to the high cost of
building and managing a distributed infrastructure,
but also to the relative complexity of building applica-
tions for the edge compared to building them only for
the cloud.

The emergence of artificial intelligence (AI) and its
significant demand for training data has made the use
of edge devices for training and inference a clear sub-
sequent development.a The requirements of machine
learning (ML) applications for vast amounts of data
make, indeed, the training and inference using that
data at the edge an efficient and reasonable option in
comparison to a cloud-centric approach. In addition,
training and inference of ML models close to or at the
edge come with significant advantages for end users,
including better respect for data privacy and faster
response times. However, the combination of artificial
intelligence with edge computing also opens further
challenges, especially due to the resource constraints
and availability of those edge devices. These limita-
tions are even more evident when comparing edge
devices with the robust and omnipresent cloud infra-
structure. Yet, applications like autonomous driving,
which demand low-latency responses as well as proc-
essing of very high-dimensional data at very high rates,
vividly illustrate the necessity of edge intelligence. In
such safety-critical applications, even milliseconds
matter, making it essential to have access to data sour-
ces and model decisions with minimal delay. Similarly,
bringing learning and inference to the edge will enable
new, innovative, and useful applications such as robot-
ics, immersive multi-user applications (augmented

reality), and smart health care, revolutionizing our way
of living.

While exploring the synergy of AI and edge comput-
ing, it is crucial to address the unique challenges
the integration of edge computing and intelligence
presents. Despite its potential, edge intelligence can
be influenced by resource constraints, notably in com-
puting and storage resources, which are in significant
contrast to the capabilities of traditional cloud infra-
structures. Due to these limitations, protecting data
and ensuring fast response times remain significant
challenges, in which today’s edge computing solutions
are still outperformed by pure cloud-based computing
on many occasions.21 Edge infrastructure is usually
deployed in physically accessible places and cannot
benefit from the perimeter-based protection measures
used in cloud computing. To make the edge a real
augmentation for current cloud-only solutions, future
research is necessary, focusing on the security, avail-
ability, and efficiency of edge intelligence. This articles
not only reviews the decade-long journey to edge AI
but also critically examines the viewpoints of various
stakeholders and outlines the pressing challenges and
exciting future research directions in this field.

THE DECADE-LONG JOURNEY
TO EDGE AI

Edge intelligence emerged as an evolution of the edge
computing paradigm, whose roots are traceable to the
2000s, primarily driven by the limitations of cloud com-
puting in handling the burgeoning data generated by
local devices, e.g., the Internet of Things (IoT). Edge
computing decentralizes data processing, pushing it
closer to data sources at the network’s edge. This prox-
imity reduces the distance data must travel, thereby
decreasing latency and conserving bandwidth. Further-
more, edge computing alleviates the data load on
central servers and enhances privacy by processing
sensitive data locally.4 Edge and cloud computing can
complement each other and form the so-called con-
tinuum, with edge computing addressing immediate,
localized processing needs while cloud computing
remains essential for large-scale data storage and
extensive computational tasks.

Advent of Edge AI
Edge intelligence represents a further paradigm shift
from edge computing, integrating AI to enhance the
processing capabilities at the edge of the network.
This integration further reduces latency and alleviates
the bandwidth demand on central servers, while also
providing additional benefits, such as enhanced privacy

aWhile there is debate about the differences between
edge AI and edge intelligence, we use the terms edge AI
and edge intelligence interchangeably in this article.
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due to distributed approaches for ML like federated
learning9 and improved resilience due to local auton-
omy and decentralized control.5 Edge intelligence has
applications in various domains, including smart cities,
health care, autonomous driving, and industrial auto-
mation, where low latency and local data processing
are critical. This trend is further augmented by the
increasing prevalence of 5G networks and the promises
of future 6G networks, which offer the high-speed con-
nectivity necessary for edge intelligence applications.7

Figure 1 presents an illustration of the shift from a
centralized, cloud-based use of AI for training and infer-
ence, to edgeAI solutions in two representative use cases:
autonomous driving and connected health solutions.

Edge AI Today
The state-of-the-art in edge intelligence can be divided
into two main subfields: AI on edge, focusing on AI
methods suitable for the decentralized, heterogeneous,
and opportunistic edge environment, and AI for edge,
focusing on the use of those methods for the benefit
of the computing continuum.6

AI on edge has been propelled by advances in ML
algorithms, particularly in deep learning, and their opti-
mization for execution on constrained devices. The
development of lightweight neural networks and tech-
niques like model pruning and quantization are crucial

in enabling complex AI models to run efficiently at the
edge. In Figure 1, AI on edge allows model training and
inference directly at the edge, either in a collaborative
form through direct interaction between edge devices
or using local edge servers close to these devices.

A notable trend is the emergence of distributed
ML techniques for training and inference of AI models
across multiple edge devices while preserving data pri-
vacy. For example, federated learning enables collabo-
rative model training without the need to centralize
data, aligning with the distributed nature of edge com-
puting and addressing growing concerns around data
security and privacy in AI.9 To perform inference of
large AI models at the edge without compressing them
via pruning or quantization, these models can be split
into several submodels. This allows for their distributed
and collaborative execution on multiple, possibly het-
erogeneous, edge devices.17,19 Alternatively, one may
explore adaptive computation techniques where the
inference cost is a function of the complexity of the
data.20 Finally, hierarchical inference22 has been pro-
posed where the interplay between larger and smaller
neural network structures is leveraged toward accuracy,
energy efficiency, and latency in edge-based inference
scenarios.23

AI for edge, on the other hand, has seen significant
advancements in integrating artificial intelligence with

FIGURE 1. An illustration of the shift from centralized AI in the cloud (left) and Edge AI (right), and the associated challenges and

opportunities, for two representative target applications: autonomous vehicles and personalized health care.
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edge computing architectures, enhancing the capabil-
ity of edge devices to perform sophisticated data
processing and decision-making tasks, and paving the
way for the intelligent orchestration of resources in
the computing continuum,10 as illustrated in Figure 1.
Indeed, in addition to technological advancements, the
current landscape of edge intelligence is shaped by an
increasing focus on energy efficiency and sustainabil-
ity.8 Researchers and practitioners are actively explor-
ing methods to reduce the energy footprint of edge AI
systems. This is crucial for their widespread deploy-
ment, particularly in environments where power avail-
ability is a constraint. Necessary progress includes, for
example, the development of energy-aware algorithms
and hardware optimizations.

Besides the characterization of AI on edge or AI for
edge, we observe differences in provider models. Many
applications of edge computing are extensions of mul-
titier architectures that shift the processing along the
continuum between sensors and actuators, coordina-
tion of the application domain, e.g., a production floor,
and cloud services. Edge computing offers the oppor-
tunity to conquer communication load and latency
requirements with the placement of processing along
this continuum. As such, we see edge AI as a phenom-
enon in industrial applications.

WHO SHOULD CARE?
While the importance of edge computing and edge AI
increased in the last decade with the introduction of
increasingly challenging and data-driven applications
like smart cities and industrial automation, different
stakeholders have different perspectives on these para-
digms and associated technologies. In the following, we
introduce the perspectives of four stakeholders: the
needs of society and industry are shaped into solutions
by developers. These solutions are then subject to poli-
cies and regulations set by governments. Understanding
the individual perspectives of these stakeholders is
pivotal for shaping future research directions and
enabling the sound development of Edge AI.

Figure 2 provides an overview of the interest of the
societal, governmental, industrial, and developer per-
spectives for the different challenges of Edge AI. The
plot should be interpreted as a general tendency.

Societal Perspective (Everyday Life
of People)
Societally, the interest in Edge AI centers on its practical
applications rather than on the underlying technological
innovations. People are likely to appreciate the use of
Edge AI in areas such as autonomous vehicles and

FIGURE 2. Demands of the societal, governmental, industrial, and developer perspectives. The darkness of the symbol illustrates

the importance of each demand for the respective stakeholder’s perspective (darker color means higher demand).
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due to distributed approaches for ML like federated
learning9 and improved resilience due to local auton-
omy and decentralized control.5 Edge intelligence has
applications in various domains, including smart cities,
health care, autonomous driving, and industrial auto-
mation, where low latency and local data processing
are critical. This trend is further augmented by the
increasing prevalence of 5G networks and the promises
of future 6G networks, which offer the high-speed con-
nectivity necessary for edge intelligence applications.7

Figure 1 presents an illustration of the shift from a
centralized, cloud-based use of AI for training and infer-
ence, to edgeAI solutions in two representative use cases:
autonomous driving and connected health solutions.

Edge AI Today
The state-of-the-art in edge intelligence can be divided
into two main subfields: AI on edge, focusing on AI
methods suitable for the decentralized, heterogeneous,
and opportunistic edge environment, and AI for edge,
focusing on the use of those methods for the benefit
of the computing continuum.6

AI on edge has been propelled by advances in ML
algorithms, particularly in deep learning, and their opti-
mization for execution on constrained devices. The
development of lightweight neural networks and tech-
niques like model pruning and quantization are crucial

in enabling complex AI models to run efficiently at the
edge. In Figure 1, AI on edge allows model training and
inference directly at the edge, either in a collaborative
form through direct interaction between edge devices
or using local edge servers close to these devices.

A notable trend is the emergence of distributed
ML techniques for training and inference of AI models
across multiple edge devices while preserving data pri-
vacy. For example, federated learning enables collabo-
rative model training without the need to centralize
data, aligning with the distributed nature of edge com-
puting and addressing growing concerns around data
security and privacy in AI.9 To perform inference of
large AI models at the edge without compressing them
via pruning or quantization, these models can be split
into several submodels. This allows for their distributed
and collaborative execution on multiple, possibly het-
erogeneous, edge devices.17,19 Alternatively, one may
explore adaptive computation techniques where the
inference cost is a function of the complexity of the
data.20 Finally, hierarchical inference22 has been pro-
posed where the interplay between larger and smaller
neural network structures is leveraged toward accuracy,
energy efficiency, and latency in edge-based inference
scenarios.23

AI for edge, on the other hand, has seen significant
advancements in integrating artificial intelligence with

FIGURE 1. An illustration of the shift from centralized AI in the cloud (left) and Edge AI (right), and the associated challenges and

opportunities, for two representative target applications: autonomous vehicles and personalized health care.
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smart homes. Although the average users, particularly
those without a technical background, may not
notice the latency differences between cloud-based
and edge-based execution, the accessibility of applica-
tions and their impact on daily life will be much more
significant, as it will enable richer interactions and
more complex applications. Especially in Europe, pri-
vacy is an important aspect, which is closely linked
with edge computing and edge AI.

Industry Perspective
We can distinguish perspectives for two categories of
industrial players: consumers of edge AI and providers
of edge AI.

For consumers of edge AI, the question of reliability
and guarantees is a major factor in deciding the future
use of edge intelligence. The multitude of cloud and
edge providers makes it hard to have confidence in the
reliable operation of multiple systems and services.
In addition, the ability to attribute system failures to
specific components or providers diminishes, thereby
limiting the potential for liability for such failures.
Although this challenge can bemitigated by using com-
bined cloud/edge providers, such as AWS Wavelength,
using a single provider may substantially impact some
of the benefits of edge computing, particularly in terms
of system robustness and data protection. Data pro-
tection is a factor that, similarly to the societal per-
spective, is critical from an industrial viewpoint. This
includes the protection of data while being processed
at the edge, ensuring the trustworthiness of the edge
network provider, and the protection of intellectual
property, i.e., of the developed edge applications and
trained AI models.1

For providers of edge AI, the question of business
cases is pivotal for the success of edge AI. In the past,
there already has been a transition from voice pro-
viders to data providers in telecommunication, who
can now again transition, this time to computation pro-
viders. Especially in mobile networks, telecommunica-
tion operators are natural candidates to support the
placement of computation close to the users and allow
them to use AI services with small latency. However, if
nongeneric models are required, this will result in the
migration and placement of user models at the edge.
As of now, it is unclear if this is a sound business case.
The number of possible applications, e.g., assisted driv-
ing, support of the elderly, and on-the-fly translation
services, are promising but require a business model to
justify such an extension of telecommunication infra-
structures. In addition, the multitude of cloud and edge
providers, along with their interconnections, makes it

challenging to ensure the system reliability that is
rightfully expected by consumers. Similarly, ensuring
the levels of data protection and trustworthiness
that are requested by consumers can be challenging.
Providers of edge AI solutions could also use edge
AI solutions to improve their service, in which case
they may again face challenges with the reliability of
their solution. One important aspect is the consider-
ation of consumer applications running on the edge,
such that the operations used for improving their oper-
ation do not interfere with the regular operation of
these applications.

Governmental Perspective
The governmental view of edge AI is multifaceted,
encompassing various aspects such as the enforce-
ment of ethical and responsible use, the safeguarding
of citizen privacy (echoing societal concerns), the pro-
tection of the intellectual property of companies, the
setup of the necessary infrastructure, the promotion of
interoperability through common standards, and the
monitoring of data exchanges via lawful intercepts.
The prioritization of these aspects varies for govern-
ments with different focuses. Notably, European nations,
already pioneers in privacy regulations like General Data
Protection Regulation (GDPR) and security regulations
such as the EU Cyber Resilience Act, are likely to
emphasize the ethical use of edge AI and the protec-
tion of privacy and security. We note, finally, that
governmental actors can improve the development
of edge intelligence through funding and regulations,
enabling new services in the respective country.

Developer Perspective
From a developer’s viewpoint, the ease of program-
ming is crucial for adopting edge AI, particularly for
creating distributed applications. Ideally, developers
should expend minimal effort in addressing typical
edge AI issues such as user and data mobility, distrib-
uted coordination, and synchronization. Therefore, to
facilitate developer access to edge AI, a programming
framework is necessary to simplify the development
and configuration of edge AI applications. That includes
managing computation and storage resources, auto-
mating the watermarking of deployed models, handling
the distribution of sensor data, and providing program
abstractions for new paradigms like quantum and neu-
romorphic computing.

Summary and Research Perspective
The research perspective combines all of the afore-
mentioned views into a holistic one, in which future
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research aims to solve parts of today’s problems of
edge AI. Several works like Rausch et al.24 and Nastic
et al.25 have proposed programming models for edge
AI, such that training and inference can be executed in
a decentralized manner; one example is the paradigm
of federated learning. While the locality of data and the
corresponding decentralization can be seen as a posi-
tive influence on data privacy, trust in edge devices
can be limited at times. Thus, there are additional chal-
lenges related to the protection of data privacy, for
which several ideas are currently being investigated.
These include the use of homomorphic encryption,
on-device filtering of task-relevant data in hardware-
secured execution environments, and research on ensur-
ing trust into edge AI solutions. Research results on
these topics can provide valuable inputs to governments
regulating edge processing systems.

CURRENT RESEARCH
CHALLENGES AND
OPPORTUNITIES

Edge AI offers a transformative approach to embed-
ding intelligence into local devices. It is associated
with challenges around resource constraints, security
and privacy, sustainability, and dealing with the energy
crisis. At the same time, it brings significant opportuni-
ties in real-time data processing, efficiency, and per-
sonalized experiences. The algorithms that make up AI
are finding their way into a growing number of excel-
lent services for users. The way this uptake happens
and its technical potential was analyzed in several pub-
lished studies.2,11,13 This raises a number of issues in
understanding the challenges and opportunities of
edge AI, from which we highlight the most current and
notable ones in the following.

Resource Limitations
Edge devices are characterized by limited computing
and storage resources. While cloud-based applications
can utilize a variety of computing devices, including
CPUs, GPUs, and sometimes field-programmable gate
arrays, edge devices commonly contain only a few
hardware accelerators that are often tailored for a
specific application or use case. In addition, the com-
puting, memory, and storage of edge devices are signif-
icantly constrained, limiting the possibility of training
and inference even further. This is especially a chal-
lenge when it comes to the application of edge AI solu-
tions, as ML models commonly rely on dedicated
hardware and require a large volume of memory and
storage. In addition, the exchange of data is often criti-
cal and limited by the available network bandwidth.

Thus, mechanisms need to be developed to limit the
amount of exchanged information, not only with cen-
tral infrastructure, but also between edge devices, e.g.,
by information-driven prioritization.27 The training of
ML models at the edge is particularly challenging due
to these resource limitations, representing an ongoing
challenge in the field.

Given that the location of inference is not always
predetermined, spanning from powerful centralized
devices to resource-constrained edge devices, the
necessity for multiple ML models becomes apparent.
Each deployment environment comes with its own set
of constraints and requirements, whether it is real-time
processing on edge devices or comprehensive analysis
on robust computational platforms. As a result, devel-
opers often need to tailor and optimize models to suit
diverse deployment scenarios, ensuring efficiency and
effectiveness across the spectrum. Automated mecha-
nisms are required to support this adaptation, such
that edge AI solutions can seamlessly integrate into
various contexts, catering to the specific needs and
constraints of each deployment scenario while main-
taining the best possible performance.

Privacy and Trust
Ensuring reliability, security, privacy, and ethical integ-
rity is key to establishing trustworthiness in both edge
AI applications and connected systems. This is crucial
as edge devices handle sensitive data, and the conse-
quences of breaches can be severe.

Essential to establishing trust is secure processing
and storage combined with robust encryption and
stringent access controls. AI models must be reliable
and accurate, despite the limited resources of edge
devices, and robust against adversarial attacks. The
use of hardware-supported, trusted execution environ-
ments is sometimes considered but comes with its
own set of challenges regarding performance and inte-
gration. Additionally, transparency and explainability in
AI decision-making are increasingly important, espe-
cially in critical applications. Compliance with regula-
tions like GDPR, mandating data privacy and security,
is also a key aspect of edge AI to be addressed.

Sustainability and Energy Efficiency
The growing need for AI applications emphasizes the
importance of creating energy-efficient and sustain-
able edge AI algorithms. Advanced AI, particularly deep
learning, consumes substantial energy,26 presenting a
sustainability challenge. Balancing performance with
energy efficiency is crucial for edge AI. While achieving
higher levels of accuracy may seem like the ultimate
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smart homes. Although the average users, particularly
those without a technical background, may not
notice the latency differences between cloud-based
and edge-based execution, the accessibility of applica-
tions and their impact on daily life will be much more
significant, as it will enable richer interactions and
more complex applications. Especially in Europe, pri-
vacy is an important aspect, which is closely linked
with edge computing and edge AI.

Industry Perspective
We can distinguish perspectives for two categories of
industrial players: consumers of edge AI and providers
of edge AI.

For consumers of edge AI, the question of reliability
and guarantees is a major factor in deciding the future
use of edge intelligence. The multitude of cloud and
edge providers makes it hard to have confidence in the
reliable operation of multiple systems and services.
In addition, the ability to attribute system failures to
specific components or providers diminishes, thereby
limiting the potential for liability for such failures.
Although this challenge can bemitigated by using com-
bined cloud/edge providers, such as AWS Wavelength,
using a single provider may substantially impact some
of the benefits of edge computing, particularly in terms
of system robustness and data protection. Data pro-
tection is a factor that, similarly to the societal per-
spective, is critical from an industrial viewpoint. This
includes the protection of data while being processed
at the edge, ensuring the trustworthiness of the edge
network provider, and the protection of intellectual
property, i.e., of the developed edge applications and
trained AI models.1

For providers of edge AI, the question of business
cases is pivotal for the success of edge AI. In the past,
there already has been a transition from voice pro-
viders to data providers in telecommunication, who
can now again transition, this time to computation pro-
viders. Especially in mobile networks, telecommunica-
tion operators are natural candidates to support the
placement of computation close to the users and allow
them to use AI services with small latency. However, if
nongeneric models are required, this will result in the
migration and placement of user models at the edge.
As of now, it is unclear if this is a sound business case.
The number of possible applications, e.g., assisted driv-
ing, support of the elderly, and on-the-fly translation
services, are promising but require a business model to
justify such an extension of telecommunication infra-
structures. In addition, the multitude of cloud and edge
providers, along with their interconnections, makes it

challenging to ensure the system reliability that is
rightfully expected by consumers. Similarly, ensuring
the levels of data protection and trustworthiness
that are requested by consumers can be challenging.
Providers of edge AI solutions could also use edge
AI solutions to improve their service, in which case
they may again face challenges with the reliability of
their solution. One important aspect is the consider-
ation of consumer applications running on the edge,
such that the operations used for improving their oper-
ation do not interfere with the regular operation of
these applications.

Governmental Perspective
The governmental view of edge AI is multifaceted,
encompassing various aspects such as the enforce-
ment of ethical and responsible use, the safeguarding
of citizen privacy (echoing societal concerns), the pro-
tection of the intellectual property of companies, the
setup of the necessary infrastructure, the promotion of
interoperability through common standards, and the
monitoring of data exchanges via lawful intercepts.
The prioritization of these aspects varies for govern-
ments with different focuses. Notably, European nations,
already pioneers in privacy regulations like General Data
Protection Regulation (GDPR) and security regulations
such as the EU Cyber Resilience Act, are likely to
emphasize the ethical use of edge AI and the protec-
tion of privacy and security. We note, finally, that
governmental actors can improve the development
of edge intelligence through funding and regulations,
enabling new services in the respective country.

Developer Perspective
From a developer’s viewpoint, the ease of program-
ming is crucial for adopting edge AI, particularly for
creating distributed applications. Ideally, developers
should expend minimal effort in addressing typical
edge AI issues such as user and data mobility, distrib-
uted coordination, and synchronization. Therefore, to
facilitate developer access to edge AI, a programming
framework is necessary to simplify the development
and configuration of edge AI applications. That includes
managing computation and storage resources, auto-
mating the watermarking of deployed models, handling
the distribution of sensor data, and providing program
abstractions for new paradigms like quantum and neu-
romorphic computing.

Summary and Research Perspective
The research perspective combines all of the afore-
mentioned views into a holistic one, in which future
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goal, it is imperative to recognize that each incremen-
tal improvement in accuracy often demands a substan-
tial increase in energy consumption. This tradeoff
becomes particularly apparent in scenarios where
ultrahigh accuracy might not be crucial. In such cases,
allocating excessive energy resources for marginal
gains in accuracy could be inefficient and environmen-
tally unsustainable. Thus, developers and researchers
must conscientiously evaluate the necessity of height-
ened accuracy against the energy footprint it entails.

Another important aspect is the growing impor-
tance of renewable energy sources to the energy grid.
Since most renewable sources are dependent on envi-
ronmental conditions (like sunshine for solar cells),
there are times, e.g., on a hot summer day with a lot of
wind, when power is abundant. While conservative
energy usage remains a significant challenge in edge
AI, another key challenge is the possibility of perform-
ing non-time-critical calculations like model training
when there is an energy surplus. Executing these
calculations at times of excess power can help balance
out spikes in energy generation and compensate
for the fluctuating nature of most renewable energy
sources. Moreover, distributing the energy demand
geographically can help alleviate supply problems
faced by large-scale data centers accumulated in cer-
tain regions such as Northern Virginia, USA and Amster-
dam, The Netherlands. As our energy storage capacities
are limited and often inefficient, this can greatly improve
the efficiency of the power grid and edge devices.

While energy consumption during operation is an
important challenge, so is the production and lifecycle
of the deployed edge devices. Designing more durable,
upgradeable, and recyclable devices is of critical impor-
tance to improve the environmental footprint of edge
AI solutions. Additionally, implementing policies to
encourage energy-efficient AI and regulating the envi-
ronmental impact of device manufacturing and dis-
posal is essential.

Programmability and Interoperability
Edge AI involves diverse devices like smartphones, IoT
devices, and industrial machinery, each with unique
constraints. Creating programmability frameworks for
edge AI is challenging due to the need to orchestrate
services across this varied hardware efficiently.17

Developers face the complexity of differing device
capabilities in terms of CPU power, GPU availability,
memory, and energy consumption.12 This complexity
makes the deployment of services at a large scale such
as smart cities a major and already continuing chal-
lenge.14 The lack of standardized tools further

complicates development, often requiring the use of
incompatible tools and platforms, leading to longer
development times and integration issues.

The programmability challenge of edge AI is even
further intensified by the need for interoperability, i.e.,
combining operations on a variety of devices and
systems, like sensors, smartphones, and industrial
machinery. These devices should work together seam-
lessly despite different operating systems, software,
and hardware. A key issue is the lack of standardized
protocols and data formats, making it crucial to
develop universal standards for effective communica-
tion. Integrating edge AI with existing systems poses
challenges because of unsupported software and hard-
ware components. As the number of interconnected
devices grows, scalability and easy integration of new
devices become important and difficult. Minimizing
delays caused by interoperability is crucial in real-time
processing scenarios like environmental monitoring,
autonomous driving, and industry 4.0. However, man-
aging resources efficiently in this interconnected envi-
ronment, together with resources available in the
continuum, is also a key challenge to be addressed.

To summarize, unified programmability frameworks
are essential for deploying edge AI algorithms effec-
tively, ensuring efficient service orchestration, resource
management, and device interoperability across the
continuum.

Dependability and Resilience
Dependability focuses on the reliability, security, and
robustness of AI systems operating on edge computing
devices used for AI decision-making. It encompasses
ensuring these systems perform consistently and
accurately, even in challenging or unpredictable envi-
ronments.18 Such systems, crucial in cyber-critical sec-
tors like health care and industrial automation, must
always be operational with robust design and effective
failover strategies.16 Developed systems must protect
data and AI model integrity against various threats, be
capable of handling more data, and accommodate
more devices or geographical areas. Systems must
autonomously detect and resolve faults and adapt to
changing conditions and emerging threats for depend-
able operation.

In addition to dependability, the resilience of edge
AI is pivotal to guarantee its operability at all times.
Resilience involves ensuring reliable functioning against
offensive security and disruptions under various condi-
tions. Edge devices must be robust against physical
challenges like extreme temperatures and mechanical
impacts and maintain data integrity and security. Even
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in poor network conditions, edge systems should either
be able to provide reliable connectivity (via alternative
communication technologies or robust protocols) or
operate offline until connectivity is available again. In
addition, these systems need to be fault-tolerant, possi-
bly with backup solutions. AI models should adapt
to changing data patterns without needing extensive
retraining. As edge AI networks grow, scalability and
manageability become key, alongside efficient resource
management to handle varying workloads across
the continuum.

Measurability
Defining generalized metrics for evaluating perfor-
mance across the cloud-edge continuum is challenging
due to the unique characteristics (e.g., distribution in
training and inference, shared resources) and con-
straints (e.g., resource limitations, real-time require-
ments) of different edge AI applications and connected
systems. This is particularly true for the challenges
mentioned earlier, which are currently difficult to mea-
sure and quantify. To allow for research in those areas,
identifying metrics that accurately measure the devel-
opment is pivotal.

Additionally, a significant challenge in edge AI
involves balancing tradeoffs among accuracy, latency,
resource usage, and privacy across this continuum.
While simulations or emulations can predict the perfor-
mance of approaches in certain scenarios, it is essen-
tial to verify the validity of developed approaches in
real-world testbeds. Developing benchmark evaluation
frameworks in such real-world environments and con-
sidering real-world use cases remains an open chal-
lenge. These benchmarks must rely on generalized
metrics to precisely measure and evaluate the unique
characteristics of Edge AI.

FUTURE RESEARCH DIRECTIONS
In this section, we identify the most promising
research directions: the integration of large language
models (LLMs) into edge AI applications, low-latency
inference for autonomous vehicles, shifting focus
toward energy and privacy in our society, enhancing
edge interoperability, and finally advancing trust and
security in edge AI systems. We detail each of these
directions next.

Integration of LLMs in Edge AI
The integration of LLMs into applications on the edge
presents an exciting avenue for future research. LLMs
have traditionally been considered too computationally
expensive for inference on the edge, relegating them

to cloud-based inference. Running them on edge devi-
ces introduces a paradigm shift. Increasingly, edge
devices are powered with energy-efficient accelera-
tors. For instance, Apple neural engines (ANEs) are
available in iPhones and edge-tensor processing units
from Google are available as submodules for embed-
ded devices. Running LLMs on these edge accelerators
offers the advantage of “free” inference to these com-
panies since the “cost” (primarily: energy consumption)
now occurs on end-user devices. This approach could
benefit applications with relaxed latency requirements,
such as social media platforms, where immediate
response is not critical. However, the challenge lies in
adapting these computationally intensive models to
the constraints of edge devices, including limited proc-
essing power and energy efficiency. Classical learning
techniques such as distillation, neural architecture
search, and systems techniques such as quantization
and sparsification are all potential candidates yet
“unproven” in their effectiveness. The challenge in eval-
uating LLMs makes this no easier. Future research
should focus not on optimizing LLMs for edge environ-
ments but could also lead to innovations in customized
hardware that meets the power profiles of the edge.

Edge Computing for
Autonomous Agents
Autonomous agents are becoming increasingly impor-
tant for our society. This includes, e.g., autonomous
robots in a smart factory and autonomous vehicles.
Even while both the first self-driving vehicles and the
first autonomous robots are deployed, these agents
currently only function with constant network connec-
tivity, in certain areas, or under certain conditions. But
even today, a multitude of sensors, both external and
on-board sensors, generate vast amounts of data that
could overwhelm traditional internet infrastructures.
This data, if shared with low delay, can improve the
driving behavior of other agents, allowing for even
higher levels of automation. Edge computing allows
local processing of data, reducing the need to transfer
massive volumes over the network. This not only
enhances response times and operational efficiency
but also supports real-time decision-making at “internet
blind spots” crucial for the reliable operation of the
agents. This is not merely a “nice to have,” but essential.
The multisensor inputs, perception at different times of
the day and in different environments, across diverse
weather conditions, and social elements not only advo-
cate for an edge-focused solution but open up new ave-
nues for research in both training and inference
aspects on the edge.
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goal, it is imperative to recognize that each incremen-
tal improvement in accuracy often demands a substan-
tial increase in energy consumption. This tradeoff
becomes particularly apparent in scenarios where
ultrahigh accuracy might not be crucial. In such cases,
allocating excessive energy resources for marginal
gains in accuracy could be inefficient and environmen-
tally unsustainable. Thus, developers and researchers
must conscientiously evaluate the necessity of height-
ened accuracy against the energy footprint it entails.

Another important aspect is the growing impor-
tance of renewable energy sources to the energy grid.
Since most renewable sources are dependent on envi-
ronmental conditions (like sunshine for solar cells),
there are times, e.g., on a hot summer day with a lot of
wind, when power is abundant. While conservative
energy usage remains a significant challenge in edge
AI, another key challenge is the possibility of perform-
ing non-time-critical calculations like model training
when there is an energy surplus. Executing these
calculations at times of excess power can help balance
out spikes in energy generation and compensate
for the fluctuating nature of most renewable energy
sources. Moreover, distributing the energy demand
geographically can help alleviate supply problems
faced by large-scale data centers accumulated in cer-
tain regions such as Northern Virginia, USA and Amster-
dam, The Netherlands. As our energy storage capacities
are limited and often inefficient, this can greatly improve
the efficiency of the power grid and edge devices.

While energy consumption during operation is an
important challenge, so is the production and lifecycle
of the deployed edge devices. Designing more durable,
upgradeable, and recyclable devices is of critical impor-
tance to improve the environmental footprint of edge
AI solutions. Additionally, implementing policies to
encourage energy-efficient AI and regulating the envi-
ronmental impact of device manufacturing and dis-
posal is essential.

Programmability and Interoperability
Edge AI involves diverse devices like smartphones, IoT
devices, and industrial machinery, each with unique
constraints. Creating programmability frameworks for
edge AI is challenging due to the need to orchestrate
services across this varied hardware efficiently.17

Developers face the complexity of differing device
capabilities in terms of CPU power, GPU availability,
memory, and energy consumption.12 This complexity
makes the deployment of services at a large scale such
as smart cities a major and already continuing chal-
lenge.14 The lack of standardized tools further

complicates development, often requiring the use of
incompatible tools and platforms, leading to longer
development times and integration issues.

The programmability challenge of edge AI is even
further intensified by the need for interoperability, i.e.,
combining operations on a variety of devices and
systems, like sensors, smartphones, and industrial
machinery. These devices should work together seam-
lessly despite different operating systems, software,
and hardware. A key issue is the lack of standardized
protocols and data formats, making it crucial to
develop universal standards for effective communica-
tion. Integrating edge AI with existing systems poses
challenges because of unsupported software and hard-
ware components. As the number of interconnected
devices grows, scalability and easy integration of new
devices become important and difficult. Minimizing
delays caused by interoperability is crucial in real-time
processing scenarios like environmental monitoring,
autonomous driving, and industry 4.0. However, man-
aging resources efficiently in this interconnected envi-
ronment, together with resources available in the
continuum, is also a key challenge to be addressed.

To summarize, unified programmability frameworks
are essential for deploying edge AI algorithms effec-
tively, ensuring efficient service orchestration, resource
management, and device interoperability across the
continuum.

Dependability and Resilience
Dependability focuses on the reliability, security, and
robustness of AI systems operating on edge computing
devices used for AI decision-making. It encompasses
ensuring these systems perform consistently and
accurately, even in challenging or unpredictable envi-
ronments.18 Such systems, crucial in cyber-critical sec-
tors like health care and industrial automation, must
always be operational with robust design and effective
failover strategies.16 Developed systems must protect
data and AI model integrity against various threats, be
capable of handling more data, and accommodate
more devices or geographical areas. Systems must
autonomously detect and resolve faults and adapt to
changing conditions and emerging threats for depend-
able operation.

In addition to dependability, the resilience of edge
AI is pivotal to guarantee its operability at all times.
Resilience involves ensuring reliable functioning against
offensive security and disruptions under various condi-
tions. Edge devices must be robust against physical
challenges like extreme temperatures and mechanical
impacts and maintain data integrity and security. Even
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Focus on Energy Efficiency and
Privacy in Society
The increasing societal awareness of energy consump-
tion and privacy concerns presents a unique opportu-
nity for edge AI. Local processing on edge devices
ensures data privacy by keeping sensitive information
within the device, thereby guaranteeing data privacy.
Moreover, in power-linear systems used on the edge,
such as deeply embedded deployments, communica-
tion costs (Wi-Fi, Bluetooth, and so on) can be higher
than computational expenses. Thus, there is a pressing
need for research focused on developing energy-
efficient edge AI solutions that balance communication
overhead with computational efficiency. This involves
exploring energy-aware algorithms, sustainable hard-
ware designs, and optimizing network protocols for
energy conservation. Low-power wide-area networks
are a promising direction, trading off throughput
with power. While this presents one design point in the
wide Pareto curve, how to develop solutions that are
general-purpose enough to lower production costs,
while being tailored enough to support the unique
needs of applications is an open research question.

Enhancing Edge AI Interoperability
As edge AI systems become more prevalent, ensuring
their scalability and interoperability is a new and unex-
plored frontier. An open question is how the different
AI-enabled edge devices should talk to each other.
Beyond the perennial debate of decentralized versus
centralized, hub-and-spoke versus circular, one excit-
ing thrust could be on developing standardized proto-
cols and frameworks that enable seamless integration
of diverse edge devices and systems. This includes
creating universal data formats and communication
standards to facilitate efficient interaction and more
critically discovery between different types of edge
devices, such as sensors, wearables, smartphones,
industrial equipment, autonomous vehicles, and so on.

The evolution of edge AI also brings along the need
to address interoperability with emerging non-von Neu-
mann architectures (e.g., quantum and neuromorphic
computing).15 It is essential to develop protocols and
standards that enable effective communication and
collaboration with traditional computing systems. This
involves not only the translation of data formats and
communication protocols but also the understanding
and alignment of the fundamentally different ways in
which different non-von Neumann architectures pro-
cess and interpret data. Neuromorphic computing
systems, for instance, mimic the neural structure of
the human brain to achieve extreme parallelism and

energy efficiency; however, they are event-driven and
operate with analog data (spikes). Bridging this gap is
crucial in creating a truly interconnected edge AI ecosys-
tem, where devices can leverage the unique strengths
of both current and future computing paradigms.

Advancing Trust and Security
in Edge AI Systems
Ensuring the trustworthiness and security of edge AI
systems are paramount, especially as they become
integral to critical infrastructures and personal devices.
Future research should focus on developing robust
security protocols and encryption methods to protect
sensitive data processed at the edge. This includes
enhancing the resilience of edge AI systems against
cyber threats and ensuring that AI decision-making
processes are transparent, explainable, and compliant
with regulatory standards like GDPR. This becomes
challenging given edge devices sometimes lack trusted
environments, which are pivotal for protecting privacy-
sensitive data. Addressing these aspects will not only
improve the security and reliability of edge AI systems but
also foster public trust in their deployment and usage.

CONCLUSION
In this article, we revisited the history and current state
of edge AI solutions, ranging from its origin as a combi-
nation of edge computing with AI to its current state
with decentralized interference and training of AI on
resource-constraint edge devices. We highlighted the
different challenges and research opportunities of edge
AI today, including the perspectives of the relevant
stakeholders in the edge AI area. Finally, we envision
future research directions for researchers in the field.
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Focus on Energy Efficiency and
Privacy in Society
The increasing societal awareness of energy consump-
tion and privacy concerns presents a unique opportu-
nity for edge AI. Local processing on edge devices
ensures data privacy by keeping sensitive information
within the device, thereby guaranteeing data privacy.
Moreover, in power-linear systems used on the edge,
such as deeply embedded deployments, communica-
tion costs (Wi-Fi, Bluetooth, and so on) can be higher
than computational expenses. Thus, there is a pressing
need for research focused on developing energy-
efficient edge AI solutions that balance communication
overhead with computational efficiency. This involves
exploring energy-aware algorithms, sustainable hard-
ware designs, and optimizing network protocols for
energy conservation. Low-power wide-area networks
are a promising direction, trading off throughput
with power. While this presents one design point in the
wide Pareto curve, how to develop solutions that are
general-purpose enough to lower production costs,
while being tailored enough to support the unique
needs of applications is an open research question.

Enhancing Edge AI Interoperability
As edge AI systems become more prevalent, ensuring
their scalability and interoperability is a new and unex-
plored frontier. An open question is how the different
AI-enabled edge devices should talk to each other.
Beyond the perennial debate of decentralized versus
centralized, hub-and-spoke versus circular, one excit-
ing thrust could be on developing standardized proto-
cols and frameworks that enable seamless integration
of diverse edge devices and systems. This includes
creating universal data formats and communication
standards to facilitate efficient interaction and more
critically discovery between different types of edge
devices, such as sensors, wearables, smartphones,
industrial equipment, autonomous vehicles, and so on.

The evolution of edge AI also brings along the need
to address interoperability with emerging non-von Neu-
mann architectures (e.g., quantum and neuromorphic
computing).15 It is essential to develop protocols and
standards that enable effective communication and
collaboration with traditional computing systems. This
involves not only the translation of data formats and
communication protocols but also the understanding
and alignment of the fundamentally different ways in
which different non-von Neumann architectures pro-
cess and interpret data. Neuromorphic computing
systems, for instance, mimic the neural structure of
the human brain to achieve extreme parallelism and

energy efficiency; however, they are event-driven and
operate with analog data (spikes). Bridging this gap is
crucial in creating a truly interconnected edge AI ecosys-
tem, where devices can leverage the unique strengths
of both current and future computing paradigms.

Advancing Trust and Security
in Edge AI Systems
Ensuring the trustworthiness and security of edge AI
systems are paramount, especially as they become
integral to critical infrastructures and personal devices.
Future research should focus on developing robust
security protocols and encryption methods to protect
sensitive data processed at the edge. This includes
enhancing the resilience of edge AI systems against
cyber threats and ensuring that AI decision-making
processes are transparent, explainable, and compliant
with regulatory standards like GDPR. This becomes
challenging given edge devices sometimes lack trusted
environments, which are pivotal for protecting privacy-
sensitive data. Addressing these aspects will not only
improve the security and reliability of edge AI systems but
also foster public trust in their deployment and usage.

CONCLUSION
In this article, we revisited the history and current state
of edge AI solutions, ranging from its origin as a combi-
nation of edge computing with AI to its current state
with decentralized interference and training of AI on
resource-constraint edge devices. We highlighted the
different challenges and research opportunities of edge
AI today, including the perspectives of the relevant
stakeholders in the edge AI area. Finally, we envision
future research directions for researchers in the field.
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With the advent of distributed computing, the need for frameworks that facilitate its
programmingandmanagement has also appeared. These tools have typically been used
to support the research on application areas that require them. This poses good initial
conditions for translational computer science (TCS), although this does not always occur.
This article describes our experiencewith the PyCOMPSsproject, a programmingmodel
for distributed computing.While it is a research instrument for our team, it has also been
applied inmultiple real use cases under the umbrella of European Fundedprojects, or as
part of internal projects between various departments at the Barcelona Supercomputing
Center. This article illustrates how the authors have engaged in TCSas an underlying
researchmethodology, collecting experiences from three European projects.

Programming parallel and distributed computing
systems is a challenging task. Many aspects
contribute to it: the complexity of the comput-

ing infrastructure with new architectures and heteroge-
neous devices, the computer and data distribution
aspects, or the complexity of the applications that need
to leverage the infrastructure computing power.

To address these challenges, multiple groups have
been conducting research towards providing program-
ming environments that simplify the development of
applications.1,2

Among the paradigms to ease the development of
parallel applications, a widely supported approach is
task-based programming. Based on defining parallel-
ism at the task level, a task may have different granu-
larities: from a few lines of code to a function, to an
invocation, to an external binary. Most environments
consider identifying data dependencies between tasks
and build a directed acyclic graph at execution, with
nodes representing tasks and edges data-dependen-
cies between them. The paradigm has proven to be

applicable both at node level3,4 and on distributed
computing environments.5,6

The PyCOMPSs projecta was started 15 years ago.
One of the project’s goals is to produce stable and reli-
able software that end-user applications can use. This
gives us feedback driving new research and develop-
ments in the project while at the same time enabling
progress in the application research areas.

This article describes our research methodology in
programming environments for distributed computing
and how translational research in computer science
(TCS) has guided our research process.7

OVERVIEW
PyCOMPSs8,9 is a programming environment designed
and developed at the Barcelona Supercomputing Center
(BSC). Based on the tasks paradigm, the primary goal of
this software is to ease the development of parallel appli-
cations for distributed computing platforms.

Depending on the granularity of the tasks, the envi-
ronment can be used to develop traditional task-
based applications (fine-grain tasks) or to develop
workflows (coarse-grain tasks).

1521-9615 � 2022 IEEE
Digital Object Identifier 10.1109/MCSE.2022.3152945
Date of current version 27 May 2022.

ahtt_p://compss.bsc.es/, PyCOMPSs is the Python binding of
COMPSs. For clarity, in this article, PyCOMPSs is used as a
generic term, which includes COMPSs.
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With the PyCOMPSs project, we have conducted
research on multiple topics, among others: the pro-
gramming model itself; resource management and its
execution in high-performance computing (HPC),
clouds, containers; task scheduling; integration with
storage and input/output; or convergence of HPC, Big
Data, and artificial intelligence.

The project does not target a specific application
area, and we have beenworking in the context of multi-
ple projects with user communities that have provided
specific requirements. PyCOMPSs have been lever-
aged in project use cases in biomedicine, engineering,
biodiversity, chemistry, astrophysics, financial, tele-
communications, manufacturing, and earth sciences.

Although PyCOMPSs is an academic open-source
research project, the code is managed under a contin-
uous integration & continuous deployment process
with a testing infrastructure that validates new fea-
tures before merging. Periodic stable releases are
delivered twice per year. We perform multiple training
activities, and the team members provide support
under a best-effort approach.

BSC is proud of having projects that live beyond their
funding schemes. For example, BSC’s performance tools
have been developed for more than 25 years and
PyCOMPSs for around 15 years now. While specific
developments from basic research projects may be only
done as prototype versions, most of those from funded
projects are integrated into the official versions.

TRANSLATION PROCESS
TCS in European (EU) Funded Projects
From its early times when COMPSs was started in the
CoreGRIDb project, the framework has been involved

in more than 25 EU-funded projects. While Abramson
and Parashar7 identified general shortcomings in
existing funding schemes for supporting TCS, some
EU funding schemes support projects that include
translational computing in some sense.

The European Commission (EC) not only funds
basic research programs, such as the prestigious ERC
or the Marie Curie award. For example, the current
H2020 program considers the following two types of
schemes: research and innovation actions (RIAs) and
innovation actions (IAs).

RIAs fund more research-oriented activities but
still expect industry involvement to explore the possi-
ble industrial feasibility of the research results. In IAs,
funding focuses on closer-to-the-market activities,
including prototyping, testing, demonstrating, piloting,
etc. In addition, the “HPC centres of excellence” (CoE)
address scientific applications and user communities
running application codes or large-scale workloads
seeking an extreme scaling performance.

These are three examples of the funding schemes in
Europe. All of them are collaborative in nature, expecting
a consortium that consists of universities, research insti-
tutes, small and medium enterprises (SMEs), and large
companies. The partners can play different roles in the
consortium: research or technology provider, application
provider, end-user, etc. In many cases, industry plays the
end-user role, providing use cases that are somehow
prototyped and evaluated in the project. This does not
mandate TCS, but from the authors’ point of view, it may
help in the process.

The EC indicates in the call text the expected
impact of the funded projects, for example, indicating
the level of innovation and productivity enhancement
that is sought.

In this article, we will focus on three exemplar EU
funding experiences on which we have been involved

FIGURE 1. PyCOMPSs and its relation to exemplar EU projects.

bhtt_p://coregrid.ercim.eu/
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with PyCOMPSs: The BioExcel CoE, the ExaQUte RIA
project, and the eFlows4HPC IA project (see Figure 1).

BioExcel CoE
BioExcelc is the HPC European Centre of Excellence
for Computational Biomolecular Research. BioExcel’s
mission is to provide applications, tools, support, and
networking opportunities to address grand scientific
challenges that fully exploit the power of large
e-infrastructures.

Our team focuses on a collaboration with the Insti-
tute for Research in BioMedicine toward the design
and development of the BioExcel Building Blocks
(BioBBs) library.10

WHILE THE BIOBB DEVELOPMENT
TEAMHAS CONDUCTED ITS
RESEARCH ONWORKFLOWS FOR
BIOMOLECULAR RESEARCH, THE
PYCOMPSS TEAM HAS PERFORMED
MORE GENERIC RESEARCH ON THE
RESOURCEMANAGEMENT AND
EXECUTION OF LARGEWORKFLOWS
IN HPC SYSTEMS.

Each BioBB is a Python wrapper on top of biomolec-
ular simulation tools. The building blocks share a unique
syntax, requiring input files, output files, and input
parameters, irrespective of thewrapped program.Work-
flows assembled by composing multiple building blocks
and packaged in a single Python script with a defined
Conda environment to be shared and reproduced.Multi-
ple workflow engines can enact BioBB workflows, spe-
cifically PyCOMPSs, when targeting HPC environments.

During the development of the BioBB library, the
BioBB development team and the PyCOMPSs team
have been working in collaboration. While the BioBB
development team has conducted its research on
workflows for biomolecular research, the PyCOMPSs
team has performed more generic research on the
resource management and execution of large work-
flows in HPC systems.

Multiple specific research topics in the PyCOMPSs
team have arisen thanks to the BioBB workflow’s
requirements. Some of these topics were related to
fault tolerance: management of application failures at

task-level, support to application restart, and applica-
tion checkpointing. For example, the original behavior
of PyCOMPSs applications was to safely terminate
the whole application if a task error was detected. The
BioBB developers indicated to the PyCOMPSs team
that such behavior was too conservative and would
like to enable the workflows to continue the execution
even when some tasks failed. We extended the
PyCOMPSs syntax to enable the developer to indicate
the desired behavior if an error occurred in a task.11

For example, this interface allows you to tell the run-
time to ignore individual tasks’ errors and continue
execution and cancel the execution of erroneous task
successors.

The BioBB library is offered to the user community
through tutorials, as ready-to-use workflows, or as
source code to build new workflows. An example of
the level of readiness of the BioBB workflows has
been demonstrated with the SARS-CoV-2 emergency.
In early 2020, the two teams worked together to define
a set of pre-exascale workflows. However, the pan-
demic changed the priorities toward research ques-
tions related to the virus’s evolutionary path or the
different human sensitivity reactions. The BioBB and
their workflows were quickly adapted to answer these
questions, and they were run in the MareNostrum 4
supercomputer at BSC.

ExaQUte Project
The ExaQUte project aimed at constructing a framework
to enable uncertainty quantification and optimization in
complex engineering problems, using computational
simulations on exascale systems. The project ran from
May 2018 to the end of 2021.

The project was based on multilevel Monte Carlo
(MLMC) to enable a large number of stochastic varia-
bles. TheMLMC algorithm is implemented with the xMC
library,d which explores multiple simulations of the Kra-
tos multiphysics software.e Kratos is fed with meshes of
different characteristics defined with the ParMmg soft-
ware.f The whole framework is integrated with Python
scripts annotated with PyCOMPSs decorators to sup-
port parallelism and distributed computing.

Concerning PyCOMPSs, the main goal was the
extension of existing task schedulers to extract the
parallelism of the MLMC algorithm and to support dis-
tinct levels of complexity of the tasks (OpenMP and
MPI tasks), which implies different duration and

chtt_ps://www.bioexcel.eu

dhtt_ps://doi.org/10.5281/zenodo.3235832
ehtt_ps://www.cimne.com/kratos/
fhtt _ps://www.mmgtools.org/
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with PyCOMPSs: The BioExcel CoE, the ExaQUte RIA
project, and the eFlows4HPC IA project (see Figure 1).

BioExcel CoE
BioExcelc is the HPC European Centre of Excellence
for Computational Biomolecular Research. BioExcel’s
mission is to provide applications, tools, support, and
networking opportunities to address grand scientific
challenges that fully exploit the power of large
e-infrastructures.

Our team focuses on a collaboration with the Insti-
tute for Research in BioMedicine toward the design
and development of the BioExcel Building Blocks
(BioBBs) library.10

WHILE THE BIOBB DEVELOPMENT
TEAMHAS CONDUCTED ITS
RESEARCH ONWORKFLOWS FOR
BIOMOLECULAR RESEARCH, THE
PYCOMPSS TEAM HAS PERFORMED
MORE GENERIC RESEARCH ON THE
RESOURCEMANAGEMENT AND
EXECUTION OF LARGEWORKFLOWS
IN HPC SYSTEMS.

Each BioBB is a Python wrapper on top of biomolec-
ular simulation tools. The building blocks share a unique
syntax, requiring input files, output files, and input
parameters, irrespective of thewrapped program.Work-
flows assembled by composing multiple building blocks
and packaged in a single Python script with a defined
Conda environment to be shared and reproduced.Multi-
ple workflow engines can enact BioBB workflows, spe-
cifically PyCOMPSs, when targeting HPC environments.

During the development of the BioBB library, the
BioBB development team and the PyCOMPSs team
have been working in collaboration. While the BioBB
development team has conducted its research on
workflows for biomolecular research, the PyCOMPSs
team has performed more generic research on the
resource management and execution of large work-
flows in HPC systems.

Multiple specific research topics in the PyCOMPSs
team have arisen thanks to the BioBB workflow’s
requirements. Some of these topics were related to
fault tolerance: management of application failures at

task-level, support to application restart, and applica-
tion checkpointing. For example, the original behavior
of PyCOMPSs applications was to safely terminate
the whole application if a task error was detected. The
BioBB developers indicated to the PyCOMPSs team
that such behavior was too conservative and would
like to enable the workflows to continue the execution
even when some tasks failed. We extended the
PyCOMPSs syntax to enable the developer to indicate
the desired behavior if an error occurred in a task.11

For example, this interface allows you to tell the run-
time to ignore individual tasks’ errors and continue
execution and cancel the execution of erroneous task
successors.

The BioBB library is offered to the user community
through tutorials, as ready-to-use workflows, or as
source code to build new workflows. An example of
the level of readiness of the BioBB workflows has
been demonstrated with the SARS-CoV-2 emergency.
In early 2020, the two teams worked together to define
a set of pre-exascale workflows. However, the pan-
demic changed the priorities toward research ques-
tions related to the virus’s evolutionary path or the
different human sensitivity reactions. The BioBB and
their workflows were quickly adapted to answer these
questions, and they were run in the MareNostrum 4
supercomputer at BSC.

ExaQUte Project
The ExaQUte project aimed at constructing a framework
to enable uncertainty quantification and optimization in
complex engineering problems, using computational
simulations on exascale systems. The project ran from
May 2018 to the end of 2021.

The project was based on multilevel Monte Carlo
(MLMC) to enable a large number of stochastic varia-
bles. TheMLMC algorithm is implemented with the xMC
library,d which explores multiple simulations of the Kra-
tos multiphysics software.e Kratos is fed with meshes of
different characteristics defined with the ParMmg soft-
ware.f The whole framework is integrated with Python
scripts annotated with PyCOMPSs decorators to sup-
port parallelism and distributed computing.

Concerning PyCOMPSs, the main goal was the
extension of existing task schedulers to extract the
parallelism of the MLMC algorithm and to support dis-
tinct levels of complexity of the tasks (OpenMP and
MPI tasks), which implies different duration and

chtt_ps://www.bioexcel.eu

dhtt_ps://doi.org/10.5281/zenodo.3235832
ehtt_ps://www.cimne.com/kratos/
fhtt _ps://www.mmgtools.org/
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different amounts of resources used by each task. A
critical paradigm to support was the relaxation of
global synchronizations required between simulations
belonging to different levels of the MLMC algorithm.12

In addition, the support for MPI tasks was very naive
at that time and required extensions to support more
complex data layouts.

The research in the project was conducted at mul-
tiple levels, with subobjectives, mapping to the com-
ponents mentioned before (xMC, Kratos, ParMmg,
and PyCOMPSs). While the components were provid-
ing requirements to others, the main driver was a final
user application aimed at robust optimization of struc-
tures subject to wind action.

Although ExaQUte involved a small number of part-
ners, it had the typical consortium structure, with an
end-user from industry, research and technology pro-
viders, and two supercomputer centers providing infra-
structure. The final user was the SME str.ucture, whose
main engineering activities lie around the industrial
application of advanced computer-aided simulation
methods on parallel HPC platforms. The company has
leveraged the research performed in the project to
study different use cases of its interest, like the assess-
ment of wind-induced galloping instability of cable cars
or the wind effects on large span bridges. This second
research was done in collaboration with German struc-
tural engineering companies.

eFlows4HPC Project
With the experience obtained in previous projects, our
research group proposed the eFlows4HPC project. The
technical objective of the project goes beyondPyCOMPSs
and proposes awhole software stack for the development
of workflows that involve HPC simulation and modeling,
artificial intelligence, andBigData analytics.

The project aims to demonstrate through three appli-
cation Pillars of high industrial and social relevance how
the realization of forthcoming efficient HPC and data-
centric applications can be developed adopting new
workflow technologies. It will integrate existing workflow
interfaces, programming models, artificial intelligence,
and data analytics libraries to provide a uniform, easy-to-
use platform that enables the exploitation of future
large-scale systems. eFlows4HPC also contributes with
the HPC Workflows as a Service idea to widen new-
comers’ access to HPC, and in general, to simplify the
deployment and execution of complex workflows in HPC
systems, providing mechanisms to enable the sharing,
reuse, and reproducibility of complex workflows.

The eFlows4HPC project involves three application
pillars to define complexworkflows based on the project

technologies. While validating the technologies, these
workflows are also a vehicle for research on the pillar
topics: digital twins for manufacturing, climate predic-
tion, and urgent computing for natural hazards.

Another goal is the user communities adopting the
project solutions to enable impact on industrial cases
and their exploitation in future HPC systems. To rein-
force the feedback to communities, the Centers of
Excellence ChEESE,g ESiWACE,h and EXCELLERATi are
involved in the project, in coordination with the Focus
CoE.j To this end, the project activities include organiz-
ing workshops and training schools that will transfer
the project methodologies and results to the relevant
CoEs and industrial communities, contributing to the
reduction of skills gaps in Europe related to HPC and
workflows development.

IMPACT
This article has described several cases where
PyCOMPSs is used in translational computer science
research. For the activities in the BioExcel project, the
impact of the translational process is evident for us.
All the stakeholders involved in the activities have
benefited from it. PyCOMPSs has been enhanced with
new features, which were fresh and exciting enough
to imply innovative research contributions.11 A signifi-
cant plus for our team is that these new features were
helpful for the BioBB workflows and have fostered the
research and development of workflows for molecular
dynamics. Finally, these activities impact the user
community, with new workflows available for their
research, and have been helpful for emerging research
activities, such as the COVID-19 investigations.

Similar conclusions can be derived for the Exa-
QUte project. The project put together a whole soft-
ware stack integrating components from different
partners. Beyond the research on programming mod-
els for distributed computing, other partners con-
ducted research on MLMC or simulation of structures,
to name a few. Multiple requirement-feedback loops
were exchanged between the consortium partners.
A small spin-off project, EdgeTwinsHPC,k was funded
to explore the viability of HPC software to generate
digital twins that run on the edge. Part of this research
is also conducted in Pillar I of the eFlows4HPC project.

We hope that in a couple of years we will also be able
to describe similar success stories for the eFlows4HPC

ghtt _ps://www.cheese-coe.eu
hhtt _ps://www.esiwace.eu
ihtt_ps://www.excellerat.eu
jhtt_ps://www.hpccoe.eu/about/
khtt _ps://www.edgetwins.eu
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project which, from our point of view, has been driven by
translational computingmethodology.

LESSONS LEARNED
Our experience shows that research translation is an
iterative process in which new ideas appear after
some work. The implementation of the new ideas ena-
bles further developments that can provide fresh
ideas, and so on. This turns out to have benefits to the
different teams involved in the translation process.

One of the challenges of translational research is the
multidisciplinary aspect that requires some adjustments
in the way of working. The progress sometimes seems to
be slow due to different communication languages, prior-
ities, or skills (i.e., what is easy for one group looks very
difficult for another). One lesson learned in this sense is
that patience is essential. One should not get disap-
pointed if the initial results do not look as expected.

Another lesson that we have learned is that at
BSC, we are privileged because we have multiple
research departments working on different topics in
the same place. While working with cross-disciplinary
teams requires some effort, the impact and results
exceed the investment. In this sense, our recommen-
dation would be to foster the foundation of interdisci-
plinary centers and encourage their groups to work
together in joint projects.

We recognize a trade-off between the cost of deliv-
ering stable software, usable for others, and the num-
ber of research publications produced. The effort is
not always recognized, at least in the short term. Nev-
ertheless, it is worth it: besides offering exciting tools
to the community, starting a new research topic from
stable, reliable software is a powerful beginning. The
group has been able to deal with this concern and at
the same time enjoy enough flexibility and creativity
to conduct research on new topics.

CONCLUSION
This article has presented the authors’ view of the
translational computer science methodology involved
with the PyCOMPSs project. PyCOMPSs is a parallel
programming model for distributed computing devel-
oped at BSC. Since its infancy, it has been partially
supported by multiple EU-funded projects. Instead of
proposing a brand new independent idea for each
project, which is developed as a prototype discontin-
ued after the funding period, the approach has been
to allow the project to continue alive thanks to
multiple cycles of funding.

In addition, we have leveraged the privileged situa-
tion at BSC with multidisciplinary research departments

and the collaborative nature of most EU funding
schemes to implement a TCS approach.
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project which, from our point of view, has been driven by
translational computingmethodology.

LESSONS LEARNED
Our experience shows that research translation is an
iterative process in which new ideas appear after
some work. The implementation of the new ideas ena-
bles further developments that can provide fresh
ideas, and so on. This turns out to have benefits to the
different teams involved in the translation process.

One of the challenges of translational research is the
multidisciplinary aspect that requires some adjustments
in the way of working. The progress sometimes seems to
be slow due to different communication languages, prior-
ities, or skills (i.e., what is easy for one group looks very
difficult for another). One lesson learned in this sense is
that patience is essential. One should not get disap-
pointed if the initial results do not look as expected.

Another lesson that we have learned is that at
BSC, we are privileged because we have multiple
research departments working on different topics in
the same place. While working with cross-disciplinary
teams requires some effort, the impact and results
exceed the investment. In this sense, our recommen-
dation would be to foster the foundation of interdisci-
plinary centers and encourage their groups to work
together in joint projects.

We recognize a trade-off between the cost of deliv-
ering stable software, usable for others, and the num-
ber of research publications produced. The effort is
not always recognized, at least in the short term. Nev-
ertheless, it is worth it: besides offering exciting tools
to the community, starting a new research topic from
stable, reliable software is a powerful beginning. The
group has been able to deal with this concern and at
the same time enjoy enough flexibility and creativity
to conduct research on new topics.

CONCLUSION
This article has presented the authors’ view of the
translational computer science methodology involved
with the PyCOMPSs project. PyCOMPSs is a parallel
programming model for distributed computing devel-
oped at BSC. Since its infancy, it has been partially
supported by multiple EU-funded projects. Instead of
proposing a brand new independent idea for each
project, which is developed as a prototype discontin-
ued after the funding period, the approach has been
to allow the project to continue alive thanks to
multiple cycles of funding.

In addition, we have leveraged the privileged situa-
tion at BSC with multidisciplinary research departments

and the collaborative nature of most EU funding
schemes to implement a TCS approach.
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Distributed Quantum  
Computing via Integrating Quantum  
and Classical Computing
Wei Tang  and Margaret Martonosi , Princeton University

As quantum computing confronts scalability challenges, distributed hybrid QPU–CPU 
techniques emerge as a crucial solution. These techniques distribute quantum algorithms 
across quantum and classical computing resources to surpass the computational reach of 
either one alone.

A s we navigate an era where the insatiable 
demand for computing power is increasingly 
outpacing the capabilities of traditional com-

puting, the slowing progress of Moore’s law poses a 
formidable challenge. At this critical juncture, quan-
tum computing (QC) emerges with the potential to 
greatly extend computing capabilities in key applica-
tion domains.

Unlike classical computing operating on binary 
information, QC rests on quantum bits, or qubits, 
exploiting the nonintuitive yet powerful properties 
of quantum mechanics, such as entanglement and 
superposition. This gives QC the potential to perform 
complex calculations at speeds unattainable by its 
classical counterparts, toward solving problems con-
sidered intractable today. However, scaling up QC sys-
tems to these levels involves overcoming substantial 
engineering and scientific challenges. Current efforts 
in QC primarily concentrate on enhancing the perfor-
mance of a single quantum processing unit (QPU). The 
goal of these efforts is to increase both QPU size and 
precision, paving the way for QC to tackle real-world 
applications that were once thought beyond reach.

By contrast, our work seeks to exploit dis-
tributed computing that hybridizes quantum and 
classical approaches. In today’s commercial world, 

distributed and parallel classical computing is not 
just conceptual; it’s an integral part of our daily 
tech interactions. Distributed classical computing 
divides complex tasks across multiple computers for 
simultaneous processing. Unlike the case of a single 
supercomputer handling all of the tasks, distributed 
computing spreads these tasks across several, or 
sometimes thousands of, CPUs, GPUs, and other 
units. Video games, high-resolution video editing, 
and artificial intelligence are just a few examples that 
leverage the collective power of numerous CPUs and 
GPUs to tackle tasks that would be impossible for a 
single machine.

The aim of this article is to provide an in-depth 
exploration of the emerging field of distributed QC, 
particularly through the lens of integrating quantum 
and classical computing paradigms. In classical dis-
tributed computing, data parallelism and model par-
allelism are two key strategies for processing large 
or complex tasks. Data parallelism divides a large 
dataset into smaller chunks, distributing them across 
multiple nodes for parallel processing. Each node 
works on its data segment independently, necessitat-
ing the initial distribution of these data parts and pos-
sibly aggregating the results later. Another approach, 
model parallelism, involves splitting a complex model, 
such as a neural network, across nodes, with each 
working on a different part. This strategy requires a 
continuous exchange of intermediate results among 
nodes for collaborative processing.
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At first glance, distributing QC 
tasks across multiple nodes seems 
a straightforward extension of 
classical distributed computing. 
However, the field faces a unique 
challenge rooted in the fundamen-
tal laws of quantum physics. The 
quantum no-cloning theorem,5 
a cornerstone principle in quan-
tum mechanics, dictates that it 
is impossible to create an exact 
copy of an arbitrary unknown 
quantum state. This prohibition 
against duplicating quantum data 
presents a significant obstacle 
in developing distributed QC 
systems as it contradicts the typical data-sharing 
methodologies employed in classical distributed com-
puting. This article plots a way forward for navigating 
this challenge, exploring innovative approaches to dis-
tribute quantum tasks without copying quantum data. 
We examine the intersection of quantum and classical 
computing techniques, shedding light on how this 
hybrid model can potentially unlock new capabilities 
and applications in the QC landscape.

BACKGROUND
Unlike classical computers, which use binary 0 or 1 
bits as the smallest unit of data, quantum computers 
use quantum bits, or “qubits.” Qubits have the unique 
ability to exist in multiple states at once, thanks to a 
quantum phenomenon known as superposition. Imag-
ine a coin that can spin in the air without ever land-
ing—its state is a probabilistic superposition of the 
heads and tails outcomes it might land as. Another 
principle is entanglement, where two qubits become 
linked in such a way that the state of one can instantly 
affect the state of another, regardless of the distance 
between them. Knowing whether one coin lands as 

heads or tails offers the observer information about 
the state of another entangled coin, even if distant. 
These properties are not observable at the scale of 
objects like coins, but they are real physical properties 
that are measurable at the atomic scale. By exploit-
ing these properties, quantum computers can per-
form complex calculations at incredible scale, poten-
tially solving problems that are currently intractable 
for classical computers.

At its core, a quantum program is expressed as a 
circuit composed of a sequence of quantum opera-
tions, known as gates, which act on the qubits. These 
gates, which can be single-qubit or multiqubit opera-
tions, play a crucial role in manipulating the states of 
the qubits. Figure 1 shows an example quantum circuit 
with five qubits. Each horizontal line denotes a qubit. 
Boxes incident on a single qubit wire are single-qubit 
quantum gates, which operate on that qubit. Boxes 
incident on two qubit wires are two-qubit quantum 
gates, which operate on both of them.

As the circuit progresses, gates are applied in 
sequence, altering the collective quantum states of 
the qubits. This process starts from an initial quantum 
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state on the left-hand side and evolves toward the 
desired final quantum state on the right. To control this 
process, sophisticated control electronics are used. 
These electronics manage the timing, order, and type 
of quantum gates applied to the qubits. They often 
include precision timing equipment and can include 
microwave pulse generators for systems like supercon-
ducting qubits, or laser systems for ion-trap qubits.

The process terminates with measuring the 
qubits, which produces a classical binary string—a 
phenomenon known as the collapse of the quantum 
state. Because quantum states and operations are 
probabilistic in nature, the quantum circuit is executed 
multiple times. This repetition allows for the accumu-
lation of statistical data, reflecting the final amplitude 
coefficients, denoted as αTx , for all possible quantum 
states. It is through this meticulous and repeated 
application of quantum gates and measurements 
that the quantum circuit unveils the solution encoded 
in the target quantum state. The illustrated circuit 
requires a QPU with at least five “good enough qubits” 
and “accurate-enough operations” to execute all of the 
quantum gates before too many errors accumulate to 
produce useful results.

Toward distributed QC
Traditionally, QC has primarily concentrated on the 
development and optimization of a single QPU, with the 
aspiration that it will eventually become sufficiently 
large and accurate to execute complex quantum cir-
cuits of practical significance. However, this approach 
encounters a formidable scalability challenge: many 
practical quantum applications require thousands of 
high-quality qubits. These are either implemented logi-
cally as error-corrected versions of millions of noisy and 
error-prone physical qubits, or the underlying physical 
qubits must have sufficient fidelity to avoid the need 
for error correction. Either way, the scale and complex-
ity introduces significant engineering obstacles, mak-
ing the realization of practical QC applications a daunt-
ing task. Against this backdrop, the role of distributed 
QC—which harnesses the collective power of multiple 
QPUs to share and process quantum workloads—has 
become increasingly crucial. By adopting a distributed 
framework, the scaling challenges of a single-QPU sys-
tem can be substantially mitigated, greatly enhancing 
the potential scope and impact of QC.

TOWARD DISTRIBUTED QC:  
WHAT IS CIRCUIT CUTTING?

Achieving the goals of QC requires a practical solu-
tion to its challenges by breaking down large, complex 
quantum circuits into smaller, more manageable sub-
circuits. Circuit cutting is an innovative technique2 
that offers practical approaches for the individual sub-
circuits to be processed on different QPUs in parallel, 
and for the classical reconstruction phase that has 
traditionally stymied QC circuit-cutting techniques.

At the heart of circuit cutting is the concept of 
decomposition: it essentially involves identifying spe-
cific points, known as cut points, within a quantum 
circuit and then decomposing the complex quantum 
states at these points into a series of classical com-
ponents based on a mathematical framework known 
as Pauli bases. Once each subcircuit is run on a 
QPU, the original, full quantum state must be recon-
structed through classical postprocessing, where 
the results of the separate subcircuits are combined 
in a specific and compute-intensive way. Naive 
implementations of classical reconstruction involve 
matrix multiplications and scale exponentially with 
factors like qubit state and cut points. Our work 
improves on these naive reconstruction approaches. 
By enabling QC circuit decomposition and by helping 
the subsequent reassembly of quantum tasks to be 
more tractable, circuit cutting effectively bridges 
the gap between the current capabilities of quantum 
hardware and the demands of complex quantum 
computations, making it a key technique in advanc-
ing the field of QC.

A QC circuit-cutting example
Figure 2 illustrates the process of circuit cutting using 
the straightforward quantum circuit example from 
Figure 1. In this example, circuit cutting is applied by 
making a strategic cut, denoted by a red cross, effec-
tively dividing the original circuit into two smaller 
subcircuits.

The real power of circuit cutting is showcased in 
the next step, where these subcircuits are assigned 
to multiple three-qubit QPUs. These three-qubit QPUs 
only need to support the smaller subcircuits, hence 
placing fewer requirements on hardware quality. In 
addition, this approach introduces flexibility and 
efficiency as these QPUs can operate the subcircuits 
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independently and in parallel, without the need for 
direct quantum communication between them. This 
independence is possible because the subcircuits are 
entirely decoupled by the cut.

What does a cut actually mean? At the red X, cir-
cuit cutting requires us to mathematically decompose 
the quantum state at the cut point into its four Pauli 
bases in {I, X, Y, Z}. This mathematical decomposition 
then allows classical computing to reconstruct the 
quantum state after QPU execution. Circuit cutting is 
thus characterized by making vertical cuts across the 
qubit wires, effectively segmenting a large quantum 
circuit into several smaller parts. In more complex sce-
narios, a large circuit might be divided using multiple 
cuts, further breaking down the computational task 
into even smaller subcircuits. This technique not only 
makes quantum computations more feasible on cur-
rent quantum hardware but also significantly expands 
the range of problems that can be tackled using avail-
able QC resources.

Classical reconstruction 
postprocessing
As previously noted, straightforward or naive clas-
sical reconstruction methods are computationally 
expensive, bordering on intractable. For example, 
early proposals for circuit cutting,2,4 while straightfor-
ward in approach and feasible to implement, involve 
a series of computationally intensive steps. Consider 
the method of Tang et al.,4 which at its core requires 

the computation of the tensor product of the out-
puts from each subcircuit corresponding to a specific 
Pauli basis. This process is not a one-off calculation 
but must be repeated for every possible combination 
of Pauli bases. Once these tensor products for each 
Pauli basis combination are calculated, the next step 
involves summing up all of these intermediate results 
to achieve the final output. The complexity of this 
method becomes evident when considering the num-
ber of Pauli bases involved: with four Pauli bases asso-
ciated with each cut, the total number of tensor prod-
uct calculations needed grows exponentially with the 
addition of each cut.

Challenges
Circuit cutting hence encounters two significant chal-
lenges. The first challenge lies in the scalability of the 
approach. The initial theoretical proposal2 for circuit 
cutting included a reconstruction formula for reas-
sembling the final quantum state from the subcircuits 
that scales exponentially with the number of cuts 
made in the circuit. This exponential scaling poses a 
significant obstacle to the practical implementation 
of circuit cutting, especially for very large and complex 
quantum circuits.

Second, identifying optimal cut points within 
large quantum circuits is a complex task. The process 
involves not just splitting the circuit, but doing so in 
a manner that ensures each resulting subcircuit is 
computationally manageable and capable of being 
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processed independently. This requires a careful bal-
ance between the complexity of individual subcircuits 
and the overall efficiency of computation.

The current state of circuit cutting
The first comprehensive implementation of circuit 
cutting4 marks a significant advancement in this field 
by introducing an automated solver algorithm. This 
algorithm is designed to determine the minimal num-
ber of cuts necessary to divide a large quantum circuit 
into smaller subcircuits, which can then be processed 
on available smaller scale QPUs. To achieve this, the 
problem of finding these optimal cuts is formulated 
as a mixed-integer programming problem, enabling 
a more systematic and efficient approach to circuit 
segmentation.

A key aspect of this implementation is its adoption 
of a relatively straightforward method for the classical 
reconstruction of the quantum state postcomputa-
tion. However, minimizing the number of cuts becomes 
a critical objective. The reason is that beyond a certain 
circuit complexity level in terms of size or connectivity, 
the time and resources required for classical postpro-
cessing overshadow the benefits gained from dividing 
the circuit, turning it into a computational bottleneck. 
The success of this implementation, therefore, hinges 
on striking a delicate balance—optimizing the circuit 

to fit smaller QPUs through the fewest possible cuts 
while keeping the postprocessing demands manage-
able to make circuit cutting a viable and practical 
approach in QC. Specifically, the work of Tang et al.4 
demonstrates running circuits up to 100 qubits.

Circuit cutting with tensor contraction
The state-of-the-art circuit-cutting technique3 pro-
poses to integrate distributed QC with classical ten-
sor networks to exponentially improve the postpro-
cessing process, hence eliminating the major obstacle 
for practical circuit cutting. Tensor networks have 
been widely used in classical simulations of quantum 
systems.1 At its core, a tensor network consists of ten-
sors (multidimensional arrays of numbers) connected 
by edges, where each edge represents a shared dimen-
sion or index between the tensors.

Tensor network contraction is a computational 
process in which the tensors in a network are sys-
tematically combined, or “contracted,” according to 
specific rules. This contraction involves summing over 
shared indices or dimensions between connected 
tensors, effectively reducing the network into a single 
tensor to represent the results of the original network. 
On the other hand, classical reconstruction for circuit 
cutting also involves multiplying the subcircuit results 
across their shared cut qubit wires and taking the sum-
mation. Figure 3 shows the mathematical equivalence 
between the two processes.

Utilizing tensor network contraction in circuit cut-
ting offers an exponential computational advantage 
over the simple brute-force reconstruction method, 
primarily because of its efficiency in managing 
high-dimensional data. In brute-force reconstruc-
tion, the process involves calculating and summing 
the tensor products for each possible combination of 
Pauli bases across all cuts, leading to an exponential 
increase in computations with the addition of each 
cut. By contrast, tensor networks contract the sub-
circuit tensors along their shared dimensions; this 
method effectively consolidates the network, step by 
step, into a single tensor.

This approach dramatically reduces the number 
of operations required as it eliminates the need to 
compute every possible combination of tensor prod-
ucts independently. Consequently, tensor network 
contraction transforms what would be an exponential 
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problem in the brute-force method into a much more 
tractable one, providing a scalable and efficient way 
to reconstruct the quantum state in circuit-cutting 
scenarios, particularly those involving a large number 
of cuts.

Figure 4 provides an overview of the practical appli-
cation of circuit cutting, showcasing its runtime across 
a diverse range of QC benchmarks. These benchmarks 
include tasks from quantum optimization algorithms 
and entangled states generation to key subroutines in 
quantum number factoring algorithms, all of which are 
pivotal in demonstrating the real-world applicability 
of QC. In these experiments, each benchmark circuit 
is constrained to a maximum of half the qubits and 
gates compared to its original, uncut counterpart, 
with the largest circuits tested on a 100-qubit QPU for 
benchmarks designed for up to 200 qubits. Notably, 
using tensor networks in circuit cutting (ScaleQC) is 
more than 1 billion times less classical post-processing 
overhead than brute force (CutQC).

This approach highlights the significant role of 
circuit cutting in enabling quantum computations that 
were previously unattainable because of hardware 
limitations. Without the use of circuit cutting, exist-
ing QC methods are restricted to executing quantum 
programs of considerably smaller scale. Moreover, the 
complexity and size of these benchmarks far exceed 
the capabilities of classical simulators; underlining 
the crucial enhancement that circuit cutting brings 
to the field of QC, particularly in bridging the gap 
between current quantum hardware limitations and 
the demands of advanced quantum algorithms.

Industry acceptance
The industry’s embrace of circuit-cutting technology 
is underscored by its integration into IBM’s Qiskit soft-
ware development kit, a toolkit used by more than half 
a million users globally. This significant move was fur-
ther highlighted at IBM’s 2022 annual quantum sum-
mit, showcasing the company’s commitment to this 
innovative approach. Moreover, IBM has announced 
plans to develop its future quantum infrastructure 
around circuit cutting, signaling a major shift in the 
landscape of QC. The technology’s potential and ver-
satility have also attracted the attention of multiple 
companies, all actively exploring various use cases to 
leverage its capabilities. This widespread interest is 

further validated by the numerous grants and awards 
received, indicating a strong confidence in the practi-
cal applications and future prospects of circuit cutting 
in the QC industry.

THE FUTURE OF DISTRIBUTED 
HYBRID COMPUTING

QC circuit cutting makes possible a novel hybrid CPU–
QPU computing paradigm, fostering multidisciplinary 
collaborations and driving real-world applications far 
beyond mere proof of concept. The growing industry 
acceptance of these works underscores distributed 
hybrid computing’s emergence as a pivotal aspect of 
QC. Looking ahead, there are exciting multidisciplinary 
opportunities to advance practical distributed hybrid 
computing. They include the following:

1.	 Integrating classical high-performance 
computing techniques: Bridging the gap 
between current quantum workloads 
and state-of-the-art distributed QC 
requires advancements in tensor network 
computing and the use of parallel GPUs, 
application-specified integrated circuits,  
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and field-programmable gate arrays. For 
example, practical benchmarks may require 
between 1015 to 1020 flops of classical post-
processing. As a comparison, GPT-3 training 
requires about 1023 flops.

2.	 Designing future hybrid QPU–CPU computing 
data centers: The advent of cloud computing 
data centers for QC opens new avenues in 
distributed systems, such as optimizing for 
reduced latency and increased throughput. 
This involves tackling challenges in load balanc-
ing and resource allocation.

3.	 Co-designing application and distributed 
hybrid CPU–QPU computing back ends: Recog-
nizing distributed QC as the standard back end 
for running workloads, domain experts across 
various fields are well positioned to develop 
more sophisticated and efficient algorithms, 
specifically optimized for these advanced 
computing platforms.

4.	 Analyzing hybrid QPU–CPU computing complex-
ity: The future development of hybrid comput-
ing relies on a comprehensive theoretical 
understanding of its advantages and limitations 
beyond empirical evidence. Theory researchers 
should take the charge to study the complexi-
ties of hybrid systems and guide the develop-
ment of efficient systems and applications.

5.	 Addressing hybrid data security challenges: 
Hybrid computing requires communications 
between quantum and classical back ends and 
hence may be susceptible to new data leakage 
channels. Hybrid data security will be the key 
to enabling trustworthy distributed hybrid 
computing.

In conclusion, distributed hybrid QPU–CPU com-
puting represents a transformative path forward 

for QC, bridging the gap between current quantum 
hardware capabilities and the demands of advanced 
quantum algorithms. Circuit cutting represents the 
key methodology for making these distributed hybrid 
approaches possible. By enabling the execution of 
large quantum circuits on smaller scale QPUs, this 
technique not only makes quantum computations 
more feasible but also expands the range of solvable 
problems. The integration of classical computing and 

QC through this method underscores a pivotal shift 
toward practical, scalable, and efficient QC solutions, 
setting the stage for a future where complex quantum 
tasks are more accessible. 
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The phrase “ways of working” means different
things to different industries and, of course, the
executives within those industries. Let’s try to

level set with the help of Lauren Soucy1 (the bold italics
aremine):

“‘Newways of working’was a radical departure
from the office-bound corporate culture of the
early 20th century. It started with concepts like
mobile offices, flexible workspaces, videocon-
ferencing, etc. with the aim to reduce people’s
burdens by using digitization for automating
work processes. Along the same lines, today’s
newways of working intend to enhance
employee experience and employee retention
in the workplace.”

The assumption is that new ways of working will
keep employees happy, and happy employees will
enable greater productivity and, ultimately, profits.
“Varied work agreements,” cultures of equality, work
flexibility, and work/life balance are all part of the pro-
cess, and it’s like nothing we’ve ever seen.

Let’s acknowledge that new ways of working are
also now “required.” There are changes in the work-
force impacting the way companies define traditional
roles, processes, structures, protocols and governance.
Many of these changes are almost nonnegotiable with
Generation Z, where expectations about “work” are
fundamentally changing. “The great resignation” and
“quiet quitting” describe some of the new relationships
with “work” that many professionals embrace. C-suites
must understand these relationships if they want to
recruit and retain the best talent without alienating
longstanding talent that’s still valuable:1

“Shifting from a traditional setup to a flexible
work environment is a radical change for any
company. Older employees and those who’re
used to the conventional working practices
can find it harder to adjust to the new ways . . .
companies must strike a balance between

attracting new talent and retaining the loyalty
of existing employees.”

All of that said—and thanks to a global pandemic—
the future of work arrived faster than expected. The
education and training industries, for example, learned
that professors, trainers, and students can live any-
where and that educational and training content can
live in the cloud. Health care now relies upon telemedi-
cine, and shopping of all kinds has been permanently
impacted by e-commerce. The pandemic also changed
management styles. “Back in the day,” managers
looked over the shoulders of their employees—or just
walked down the hall—to check on project progress.
However, since the pandemic, managers now often
manage by outcome: if project deliverables are on time
and of high quality, process management has largely
disappeared in many industries. Meetings are now only
remote in many companies, while others struggle with
hybrid meeting protocols. Yes, some companies are
“requiring” employees to return to the office, but some
of these companies are losing their best employees
who still want to work from home.

Note that assumptions about the permanency of
these new ways of working are sometimes challenged
by those who want everyone to return to the office to
work the way they always did and for managers to, once
again, just walk down the hall to check on a project.
However, make no mistake—the research suggests
that these new ways of working are here to stay.2,3,4

“Remote,” “tele-,” and “hybrid” are the newwatchwords.
So what should C-suites do?

UNDERSTAND AND COMMIT
There are several levels of understanding here. The first
is how we understand abstractions like, for example,
global warming. The second is how we understand the
real-world implications of global warming, and the third
is understanding what we should do about global
warming. This last understanding is how executives
should understand ways of working. The “future of
work”—another phrase made popular by technologists
and management consultants—also has levels of
understanding. The future of work is the umbrella

1520-9202 © 2023 IEEE
Digital Object Identifier 10.1109/MITP.2023.3236495
Date of current version 10 March 2023.

January/February 2023 Published by the IEEE Computer Society IT Professional 81



40	 ComputingEdge�  January 2025

LIFE IN THE C-SUITE

under which “ways of working” lives. Both concepts
can be understood as abstractions, influencers, and
agendas. It’s the agenda part—“What should I do about
it?”—that’s the most important now and forever.

Executives must commit to the urgency of how
ways of working will impact their profitability, which is
the most difficult part of the understanding process
becausemost executives are comfortable with abstract
understandings of most things. Why? Because abstract
understanding requires acknowledgement (“Yes, we get
it”), but no action. C-suiters often prefer to defer deci-
sions because decisions come with accountability. If
executives are unwilling to fully commit to new ways of
working, then potential benefits will be lost. Therefore,
the first test is an executive’s agenda-driven commit-
ment to newways of working.

There are no real choices here. The requirements of
the modern professional environment dictate commit-
ment and action despite how some C-suiters might
feel about the specific “ways” or their commitment to
older ways of working. There’s a generational shift
already well underway. The very definition of business
is changing as new professionals enter the workforce.
Turning back the clock is not an option. C-suites that
get out in front of these inevitable trends will fare bet-
ter than those who fight them.

ASSESS CONTEXT AND WAYS
Once a full commitment is made, the C-suite can focus
on how it wants to exploit new ways of working. Unlike
traditional approaches to leadership, which lie at the
heart of all action, the definition and exploitation of
ways of working require different approaches. Leader-
ship advice at the abstract level usually includes things
like “Listen,” “Be empathetic,” “Tell the truth,” “Be pre-
sent,” “Be consistent”—you get the idea. There are also
different leadership styles, like activist leaders, innova-
tive leaders, passivist leaders, democratic leaders, vision-
ary leaders, mentor leaders, and dictatorial leaders.

While abstract advice and cleverly named leader-
ship styles can be useful, leadership around ways of
working should be contextual. There are specific factors
that will influence both the definition of ways of work-
ing and implementation plans. For example, new ways
of working are different depending upon the following:

type of industry;
status of the company (private, public, not-for-
profit, etc.);
type of business offerings (product, service, etc.);
composition and activism of stakeholders;
number and effectiveness of competitors;

regulatory controls;
nature and frequency of crises;
stage of the business (start-up, early stage, etc.);
digital maturity;
national, global, or both;
condition of the business (making revenue pro-
jections, etc.);
definitions of success;
organizational structure;
number of “tenured” employees;
expected outcomes; and so on.

The advice is to avoid generalities at all costs and
develop new ways-of-working plans within your spe-
cific industry. If you inspect this list of contextual fac-
tors, you can locate your industry, your company, and
the state of your company, which will determine how
you identify and implement the best ways of working
for your company.

What are the major ways of working you must assess
in your specific context? They include the following:

flexible work schedules;
remote work;
process- versus outcome-based management;
self-management;
mobile work;
virtual collaboration;
workweek management;
automation;
wellness investment; and
investments in support technology.

As Figure 1 suggests, there’s a matrix here that’s big
and complex.

C-suiters should locate their companies contextu-
ally and then visit each of the new ways-of-working
options. While not all of the cells require an entry, the
matrix should help executives think about how they
should transition to new ways of working. For example,
if a company is continuously in crisis mode, it may be
necessary to rethink its approach to remote work.
Companies that sell services versus products might
rethink how they define virtual collaboration. Context
influences which ways of working are prioritized.

At Tesla, Elon Musk decided to mandate the end of
remote work:5

“Everyone at Tesla is required to spend amini-
mum of 40 hours in the office per week. More-
over, the officemust be where your actual
colleagues are located, not some remote
pseudo-office. If you don’t show up, we will
assume you have resigned.”

LIFE IN THE C-SUITE
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under which “ways of working” lives. Both concepts
can be understood as abstractions, influencers, and
agendas. It’s the agenda part—“What should I do about
it?”—that’s the most important now and forever.

Executives must commit to the urgency of how
ways of working will impact their profitability, which is
the most difficult part of the understanding process
becausemost executives are comfortable with abstract
understandings of most things. Why? Because abstract
understanding requires acknowledgement (“Yes, we get
it”), but no action. C-suiters often prefer to defer deci-
sions because decisions come with accountability. If
executives are unwilling to fully commit to new ways of
working, then potential benefits will be lost. Therefore,
the first test is an executive’s agenda-driven commit-
ment to newways of working.

There are no real choices here. The requirements of
the modern professional environment dictate commit-
ment and action despite how some C-suiters might
feel about the specific “ways” or their commitment to
older ways of working. There’s a generational shift
already well underway. The very definition of business
is changing as new professionals enter the workforce.
Turning back the clock is not an option. C-suites that
get out in front of these inevitable trends will fare bet-
ter than those who fight them.

ASSESS CONTEXT AND WAYS
Once a full commitment is made, the C-suite can focus
on how it wants to exploit new ways of working. Unlike
traditional approaches to leadership, which lie at the
heart of all action, the definition and exploitation of
ways of working require different approaches. Leader-
ship advice at the abstract level usually includes things
like “Listen,” “Be empathetic,” “Tell the truth,” “Be pre-
sent,” “Be consistent”—you get the idea. There are also
different leadership styles, like activist leaders, innova-
tive leaders, passivist leaders, democratic leaders, vision-
ary leaders, mentor leaders, and dictatorial leaders.

While abstract advice and cleverly named leader-
ship styles can be useful, leadership around ways of
working should be contextual. There are specific factors
that will influence both the definition of ways of work-
ing and implementation plans. For example, new ways
of working are different depending upon the following:

type of industry;
status of the company (private, public, not-for-
profit, etc.);
type of business offerings (product, service, etc.);
composition and activism of stakeholders;
number and effectiveness of competitors;

regulatory controls;
nature and frequency of crises;
stage of the business (start-up, early stage, etc.);
digital maturity;
national, global, or both;
condition of the business (making revenue pro-
jections, etc.);
definitions of success;
organizational structure;
number of “tenured” employees;
expected outcomes; and so on.

The advice is to avoid generalities at all costs and
develop new ways-of-working plans within your spe-
cific industry. If you inspect this list of contextual fac-
tors, you can locate your industry, your company, and
the state of your company, which will determine how
you identify and implement the best ways of working
for your company.

What are the major ways of working you must assess
in your specific context? They include the following:

flexible work schedules;
remote work;
process- versus outcome-based management;
self-management;
mobile work;
virtual collaboration;
workweek management;
automation;
wellness investment; and
investments in support technology.

As Figure 1 suggests, there’s a matrix here that’s big
and complex.

C-suiters should locate their companies contextu-
ally and then visit each of the new ways-of-working
options. While not all of the cells require an entry, the
matrix should help executives think about how they
should transition to new ways of working. For example,
if a company is continuously in crisis mode, it may be
necessary to rethink its approach to remote work.
Companies that sell services versus products might
rethink how they define virtual collaboration. Context
influences which ways of working are prioritized.

At Tesla, Elon Musk decided to mandate the end of
remote work:5

“Everyone at Tesla is required to spend amini-
mum of 40 hours in the office per week. More-
over, the officemust be where your actual
colleagues are located, not some remote
pseudo-office. If you don’t show up, we will
assume you have resigned.”
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Aremandates effective? Or is it better to explain why
some newways of workingmake sense for the company
and why others don’t? C-suites should explain which
ways of working they plan to adopt and which they will
avoid—for now or permanently. The matrix in Figure 1
can provide some guidance to this process.

FINAL THOUGHTS
Ten years ago, no one would have predicted that higher
education, complex training, and medical checkups
would be routinely delivered remotely (just as no one
would have predicted a global pandemic). “Tele-” is the
favored approach to lots of problem solving. The adop-
tion of new ways of working is inevitable. Generational
changes are accelerating adoption. Fortunately, digital
technology is available that enables most of the new
ways of working—technology that’s growing in capability
and use: who would ever have predicted the ease with
which grandparents would Zoom their kids and grandkids
during the pandemic? C-suites can recruit the best
employees—and succeed—by adopting new ways of
working. TheC-suites that fail to adopt newways ofwork-
ing will continue to live comfortably in the 20th century.

REFERENCES
1. L. Soucy, “New ways of working for modern

organizations.” Time Doctor. [Online]. Available: https://

www.timedoctor.com/blog/new-ways-of-working/

2. B. Robinson, “Remote work is here to stay and will

increase into 2023, experts say,” Forbes, Feb. 2022.

[Online]. Available: https://www.forbes.com/sites/

bryanrobinson/2022/02/01/remote-work-is-here-to-

stay-and-will-increase-into-2023-experts-say/

?sh=263797e220a6

3. P. Choudhury, “Our work-from-anywhere future best

practices for all-remote organizations,” Harvard Bus.

Rev., 2020. [Online]. Available: https://hbr.org/2020/11/

our-work-from-anywhere-future

4. D. Gerdeman, “COVID killed the traditional workplace.

What should companies do now?” Harvard Bus. School

Work. Knowl., Boston, MA, USA, 2021. [Online].

Available: https://hbswk.hbs.edu/item/covid-killed-the-

traditional-workplace-what-should-companies-do-now

5. K. Walters, “Elon Musk has a clear work-from-home

policy,” Accounting Today, Jun. 2022. [Online].

Available: https://www.accountingtoday.com/opinion/

elon-musk-has-a-clear-work-from-home-policy

STEPHEN J. ANDRIOLE is the Thomas G. Labrecque Profes-

sor of Business Technology with the Villanova School of

Business, Villanova, PA, 19085, USA, where he researches and

teaches in the emerging technology, artificial intelligence,

and machine learning areas. He is the former director of

cybernetics technology at the Defense Advanced Research

Projects Agency and the chief technology officer at Cigna

Corporation and Safeguard Scientifics. He was a professor of

information systems and electrical and computer engineering

at Drexel University; at George Mason University, he was the

George Mason Institute Professor Information Technology

and the chair of the Department of Information Systems and

Software Engineering. Contact him at stephen.andriole@

villanova.edu and at https://andriole.com.

FIGURE 1. Context and ways.

LIFE IN THE C-SUITE

January/February 2023 IT Professional 83



42	 January 2025	 Published by the IEEE Computer Society � 2469-7087/25 © 2025 IEEE

EDITOR: Robert Blumen, Katana Graph, robert@robertblumen.com

DEPARTMENT:  
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Jon Smart on Patterns  
and Antipatterns for Enterprise  
Software Success
Brijesh Ammanath

Brijesh Ammanath: What is business agility, and why 
is it important?

Jon Smart: It is improving ways of working to improve 
outcomes. The first industrial revolution went from 
craft working to division of labor and working in a fac-
tory. Today, you can trace the DNA of ways of working 
in large organizations back to 1771 and the very first 
factories. Business agility is triggered by the latest 
technologically led revolution, which is the age of digi-
tal, and it’s driven by competitive pressure—no longer 
can companies take a long time to have a feedback 
loop on the value they’re producing.

For companies of all sizes, it doesn’t take long to 
end up with the same level of dysfunction; people start 
to introduce more process and more gated controls 
and to slow down the flow of value. It’s a human charac-
teristic to keep adding more process and bureaucracy.

How are outcomes different from outputs?

Outputs work in a factory-type scenario. In the age of 
oil and mass production, the focus was on output, and 
the definition of productivity was the number of units 
of output per unit of input. An output is a thing, deliv-
erable, widget, piece of software, or system. The com-
mon antipattern here at organizations is a relentless 
focus on output, with hardly any focus on the outcome.

The reason for the output is to achieve a certain 
outcome. Outcome might be increased market share, 
increased revenue, support for more first-time buyers, 
increased market share in Latin America. The output 
is how you might achieve the outcome. This is a big 
mindset shift that includes an experimentation mind-
set. Because change is unique and unknowable, and 
the only way to learn is by doing, we have to run experi-
ments. And we have to minimize time to learning and 
feedback so that we can pivot and have the cheapest 
cost of failure. Milestones in a project plan don’t define 
success. The definition of success is the key results in 
an OKR: objectives and key results.
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In Episode 543 of “Software Engineering Radio,” Jon Smart, business agility practitioner, thought leader, 
coach, and lead author of Sooner Safer Happier: Patterns and Antipatterns for Business Agility, dis-
cusses patterns and antipatterns for the success of enterprise software projects with host Brijesh 
Ammanath. Topics include patterns and principles needed in the digital age; why doing an agile, lean, 
or DevOps transformation is an antipattern; outcomes versus outputs; and the importance of psycho-
logical safety, mindset changes, and transformational leadership. We provide summary excerpts below; 
to hear the full interview, visit http://www.se-radio.net or access our archives via RSS at http://feeds 
.feedburner.com/se-radio. —Robert Blumen
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What is psychological safety, and why is it important?

It’s the ability to feel safe, ask questions, chal-
lenge authority, have your voice heard, express your 
thoughts without fear of repercussion or of being shut 
down or belittled. It’s the ability to have open vulner-
able conversations with respect. It’s also about not 
having a blame culture. If something goes wrong, 
it’s not because somebody did something wrong. It’s 
because there was something in the system of work 
that enabled this thing to happen.

What is system entropy, and how is it related to tech-
nical excellence?

Human and technical systems go backward over time 
and get worse. With technology, there’s more techni-
cal debt, more treacle, and it takes longer to get stuff 
done. In the case of human systems, there’s more 
bureaucracy, more process, more approvals and com-
mittees. We humans like to keep adding processes, 
rather than taking things away.

Given that human and technical systems have 
entropy over time, it is necessary to continuously 
improve in terms of culture, process, and technology. 
Technical excellence is important here because if the 
focus is just on agile or Scrum, there’s nothing there 
about technical excellence. So, it’s important to have 
a focus on technical excellence continuously, to con-
tinuously refactor and improve, and to dedicate some 
bandwidth to that continuous improvement. Improv-
ing daily work is as important as daily work, and not 
doing that, you end up going slow to go faster, or you 
will end up going slower. What that means is make sure 
to put time aside to improve—in the case of technol-
ogy for refactoring—and continuously improve not 
only the technology but also your ways of working.

How do you measure technical excellence?

It all comes back to the lagging measures of time to 
value. So, lead time, flow efficiency, the amount of time 
that work has been worked on versus the end-to-end 
time, quality—and by quality, I mean failure demand, 
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not defects; I mean unplanned work, which is failure 
demand. That’s another measure, quality, and safety, 
so in terms of better value: sooner, safer, happier.

The words safety and safer, in particular, have to 
do with mandated controls, like information security, 
data privacy, encrypting data at move, encrypting 
data at rest, two-factor authentication, not making 
the newspaper headlines because customer data has 
been hacked and leaked onto the Internet.

And then obviously, happier. That’s happier col-
leagues as much as it is happier customers. That’s 
something that’s missing from the DevOps Research 
and Assessment metrics from “Accelerate”—the 
word happier is not there. That’s the one that’s usu-
ally missed. So, time to value, lead time, and flow effi-
ciency, quality, safety, and happiness, all of which lead 
to business value.

How are software development methodologies 
evolving? What will be the new ways of working?

There’s still a big gap between business and technol-
ogy. There’s a lot of room for improvement in terms of 

properly multidisciplinary teams, which are business 
and IT together. We can still have reporting lines into 
technology and into nontechnology, but work is not 
going to go through the reporting line. The reporting 
line is there for personal development, career growth, 
and care for the individual. Work is flowing in the value 
stream.

It is increasingly going to be BizDevOps, which for 
me is a bit back to the future. This is how we used to 
work in the early 1990s. This breaking down the bar-
riers, even for some Silicon Valley companies, even 
with the notion of product and engineering, there 
still ends up being a business silo, a product silo, and 
an engineering silo. And the product silo is just doing 
what business analysts used to do in the past, which 
is talking to the business, writing requirements, and 
handing them to engineering, which is not great. We 
need more outcome-focused value stream alignment 
— BizDevOps. 

BRIJESH AMMANATH, is a volunteer host at SERadio, Pune 

411040, India. Contact him at akbrijesh@gmail.com.
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Integrating Blockchain 
Technology in Online Gaming 
Ecosystems
Kevin Macwan , Amazon

Future research and collaboration between blockchain and game developers 
are essential to address challenges such as scalability, regulatory 
compliance, and system integration and fully realize blockchain’s potential 
in creating secure, transparent, and engaging gaming experiences.

B lockchain technology, characterized by its 
decentralized, immutable, and transpar-
ent nature, holds transformative potential 

across various industries, including online gaming.1 
Blockchain operates through a distributed ledger 
that records transactions across multiple comput-
ers, ensuring that the recorded information is secure, 
transparent, and resistant to tampering.2 This tech-
nology employs cryptographic techniques to create 
and verify transactions to provide a high level of 
security and trust without the need for intermediaries. 
Smart contracts, which are self-executing contracts 
with the terms directly written into code, further 
enhance blockchain’s utility by automating processes 
and reducing the need for manual intervention.3 The 
transformative potential of blockchain in online gam-
ing lies in its ability to provide secure, transparent, 
and decentralized solutions for in-game transactions, 
asset ownership, and player interactions. According 
to Vision Research Reports4 As shown in Figure 1, 
the market potential of Blockchain-based gaming is 
expected to reach US$887 billion in 2030.

The current state of online gaming ecosystems is 
characterized by centralized servers and databases 
managed by game developers and publishers.5 These 
traditional systems often face challenges related to 
security, transparency, and trust.6 Issues such as 

hacking, fraud, and lack of actual ownership of in-game 
assets are dominant.7 Furthermore, centralized systems 
mean that players are dependent on game developers 
for the integrity and availability of their gaming assets 
and experiences.8 Blockchain technology offers a solu-
tion to these challenges by decentralizing the control 
and management of game assets and transactions.9 
It enables true ownership of digital assets through 
nonfungible tokens (NFTs), enhances data security 
through its immutable ledger, and promotes transpar-
ency in in-game economies. By utilizing blockchain, the 
online gaming ecosystem can achieve a higher level of 
security, fairness, and innovation, driving the industry 
toward a more decentralized and player-centric future.

The primary objective of this article is to investigate 
the integration of blockchain technology within online 
gaming ecosystems, focusing on how blockchain 
can address existing challenges and introduce new 
opportunities. This involves a detailed examination of 
the technical mechanisms by which blockchain can be 
incorporated into game development, in-game transac-
tions, and asset management. Additionally, this study 
aims to identify and discuss the potential benefits 
and challenges associated with such integration. Pos-
sible benefits include enhanced security for in-game 
transactions, true digital ownership for players, and 
the creation of decentralized gaming platforms that 
empower users. Conversely, the challenges consist of 
technical hurdles such as scalability and interoperabil-
ity, economic considerations like the impact on exist-
ing game economies, and regulatory issues pertaining 
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to data privacy and compliance. By 
exploring these aspects, the study 
seeks to provide a comprehensive 
understanding of how blockchain 
technology can revolutionize online 
gaming. Ultimately, it will offer a 
roadmap for developers, research-
ers, and stakeholders interested in 
utilizing blockchain to enhance the 
gaming experience.

TECHNOLOGICAL 
BACKGROUND

Blockchain 
fundamentals
Blockchain technology is fundamentally a decentral-
ized, distributed ledger system that records transac-
tions across multiple computers, ensuring that the 
recorded information is immutable.10 Each block in a 
blockchain contains a list of transactions, and these 
blocks are linked together in chronological order, 
forming a chain. A critical aspect of blockchain is its 
use of consensus mechanisms, such as proof of work 
(PoW) or proof of stake (PoS), to validate and record 
transactions without the need for central authority. 
Smart contracts are self-executing contracts with the 
terms of the agreement directly written into code.11 
These contracts automatically enforce and execute 
the terms of the agreement when predefined condi-
tions are met, providing automation and reducing the 
need for intermediaries. This combination of distrib-
uted ledgers, consensus mechanisms, and smart con-
tracts creates a robust and secure framework that can 
revolutionize various industries, including gaming.7

Gaming ecosystems
Current online gaming ecosystems are typically central-
ized, with game developers and publishers maintaining 
control over the servers and databases that host game 

data and manage in-game transactions.12 These eco-
systems rely heavily on traditional client-server archi-
tectures, where the game client interacts with a cen-
tral server that processes and verifies all game-related 
activities. This centralized approach often leads to sev-
eral issues, such as vulnerability to hacking, fraud, and 
server downtimes, which can disrupt the gaming expe-
rience.13 Moreover, players need to have true owner-
ship of their in-game assets, as these assets are stored 
and controlled by the game developers. Technological 
frameworks within these ecosystems include various 
programming languages, game engines (such as Unity 
and Unreal Engine), and networking protocols that 
facilitate multiplayer interactions and online gameplay. 
Despite advancements in these technologies, the cen-
tralized nature of current gaming ecosystems poses 
significant limitations in terms of security, transpar-
ency, and player empowerment (Figure 2).

Intersection of blockchain and gaming
The integration of blockchain technology into online 
gaming ecosystems presents numerous potential 
intersection points that can address the limitations of 
centralized systems.12 One of the primary integration 

FIGURE 1. Blockchain gaming market size according to Vision Research Reports.4
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points is the use of blockchain for secure and trans-
parent in-game transactions. By utilizing blockchain’s 
distributed ledger, transactions can be recorded 
immutably, reducing the risk of fraud and ensuring 
transparency. Another critical integration point is 
the use of NFTs to represent in-game assets, allowing 
players to have true ownership and the ability to trade 
these assets across different platforms. Smart con-
tracts can automate various aspects of game mechan-
ics and in-game economies, ensuring fairness and 
reducing the need for manual oversight.15 Additionally, 
blockchain can facilitate the development of decen-
tralized gaming platforms, where the control and gov-
ernance of the game are distributed among the play-
ers rather than being centralized with the developers. 
This decentralization can lead to more resilient and 
player-centric gaming experiences, empowering users 
and fostering innovation within the gaming industry.

SECURITY ENHANCEMENTS 
THROUGH BLOCKCHAIN

Data integrity and transparency
Blockchain technology ensures data integrity in gam-
ing by utilizing its decentralized ledger system, where 

each transaction or piece of data are cryptographically 
linked to the previous one in a chain of blocks.16 This 
structure makes it virtually impossible to alter any part 
of the chain without affecting all subsequent blocks, 
thereby ensuring that data remains consistent and 
tamper-proof. In the context of gaming, this immuta-
bility guarantees that player actions, transactions, and 
in-game assets are recorded accurately and cannot be 
retroactively modified or deleted. Furthermore, the 
transparency inherent in blockchain systems allows all 
participants to view the history of transactions, foster-
ing trust among players and developers. This transpar-
ency is critical in online gaming environments where 
trust is paramount, as it provides an auditable trail of 
all in-game activities, thereby reducing disputes and 
enhancing the overall gaming experience.

Anticheating mechanisms
The implementation of anticheating mechanisms 
using blockchain technology addresses one of the 
most persistent issues in online gaming.17 Traditional 
anticheating measures rely on centralized servers to 
detect and prevent cheating behaviors, which sophis-
ticated attackers can bypass. Blockchain, however, 
offers a decentralized approach where game logic and 

FIGURE 2. A comparison of traditional gaming economics versus blockchain-based gaming economics.14
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player interactions can be encoded into smart con-
tracts that are executed deterministically and trans-
parently. These smart contracts can validate player 
actions against predefined rules, ensuring that any 
attempt to cheat is automatically detected and inval-
idated. For example, in multiplayer games, the out-
comes of actions (like damage calculations in a battle) 
can be verified by the blockchain network, making it 
difficult for players to alter game data for unfair advan-
tages. Additionally, the distributed nature of block-
chain means that there is no single point of failure or 
target for hackers, significantly increasing the diffi-
culty of executing widespread cheating schemes.

Fraud prevention
Blockchain enhances security in gaming transactions 
and in-game assets by providing a robust framework 
for fraud prevention.12 Each transaction recorded on 
the blockchain is timestamped and linked to previous 
transactions, creating a traceable and unalterable his-
tory. This traceability is particularly beneficial in pre-
venting fraud in the trading of in-game assets, where 
players can buy, sell, and trade items with confidence. 
The use of NFTs ensures that each in-game asset is 
unique and owned by the player, with ownership ver-
ifiable on the blockchain. This eliminates the risk of 
counterfeit items and ensures that players genuinely 
own their digital assets. Additionally, blockchain’s con-
sensus mechanisms prevent double-spending, where a 
player could try to use the same in-game currency or 
asset multiple times.18 By distributing the verification 
process across multiple nodes, the blockchain ensures 
that each transaction is valid and prevents fraudulent 
activities from compromising the gaming ecosystem.

DECENTRALIZATION  
AND OWNERSHIP

True ownership of in-game assets
The utilization of NFTs in gaming represents a signifi-
cant shift toward true ownership of in-game assets.13 
NFTs are unique digital tokens verified on the block-
chain, which can represent a wide range of digi-
tal items such as weapons, characters, or virtual real 
estate. Unlike traditional gaming assets that are stored 
on centralized servers and ultimately controlled by 
game developers, NFTs are stored on a decentralized 

blockchain, ensuring that the player has full ownership 
and control over their assets.19 This ownership is immu-
table and transferable, meaning players can buy, sell, 
or trade their assets on various platforms without rely-
ing on the game developer’s infrastructure. The decen-
tralized nature of NFTs ensures that even if a game 
server shuts down, the player’s assets remain intact 
and accessible, providing a level of security and perma-
nence previously unavailable in the gaming industry.

Interoperability of assets
Blockchain technology facilitates the interoperabil-
ity of assets across different games and platforms, a 
concept that significantly enhances the gaming expe-
rience.20 By standardizing the representation and 
ownership of in-game assets through NFTs, players 
can seamlessly transfer their items from one game 
to another. This interoperability is achieved through 
smart contracts and blockchain protocols that define 
and enforce the rules for asset transfer and utiliza-
tion. For instance, a sword acquired in one fantasy 
game could be used in another, or a piece of virtual 
real estate in a metaverse could serve as a hub for 
various games. This cross-game asset utilization not 
only increases the value and utility of in-game items 
but also fosters a more interconnected and expan-
sive gaming ecosystem. Developers can collaborate to 
create shared economies and ecosystems, enhancing 
player engagement and offering new revenue streams 
through cross-platform collaborations.

Decentralized game development 
and governance
Decentralized game development and governance 
represent a fundamental transformation in how 
games are created and managed. Traditional game 
development is centralized, with decisions made by a 
core team of developers and publishers. In contrast, 
decentralized game development leverages block-
chain technology to distribute decision-making pro-
cesses across the community of players and devel-
opers.1 Through mechanisms such as decentralized 
autonomous organizations (DAOs), game stakehold-
ers can participate in voting on game updates, fea-
tures, and governance policies. This community-driven 
approach ensures that the game’s development aligns 
more closely with the players’ interests and desires, 
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fostering a more inclusive and democratic gaming 
environment. Additionally, decentralized governance 
can enhance transparency and trust, as all decisions 
and transactions are recorded on the blockchain and 
accessible to all participants. This model not only 
empowers players but also creates a more resilient 
and adaptive game development process, capable of 
responding more effectively to community feedback 
and emerging trends.

ECONOMIC AND  
MARKET IMPLICATIONS

The integration of blockchain technology profoundly 
impacts in-game economies by introducing new mech-
anisms for value creation and exchange.21 Blockchain 
enables the creation of decentralized in-game cur-
rencies and assets, which are verifiable and transfer-
able on the blockchain. This verifiability ensures that 
in-game assets are not duplicable, enhancing their 
value and rarity. The decentralized nature of block-
chain also allows for peer-to-peer transactions with-
out intermediaries, reducing transaction costs and 
increasing the fluidity of in-game markets. Players 
can trade assets securely and transparently, which 
can lead to more dynamic and robust in-game econo-
mies. Moreover, the use of smart contracts automates 
and secures complex economic interactions, such as 
auctions, lending, and staking of assets, fostering an 
environment where economic activities can flourish 

with minimal friction. According 
to Research and Markets,22 The 
global blockchain gaming market 
is projected to grow from US$4.6 
billion in 2022 to US$65.7 billion by 
2027 at a compound annual growth 
rate of 70.3% during the forecast 
period. Rising funding for block-
chain games is one factor driving 
the market growth (Figure 3).

Blockchain technology paves 
the way for innovative business 
models and revenue streams within 
the gaming industry. One notable 
development is the play-to-earn 
model, where players are rewarded 
with cryptocurrency or NFTs for 
their participation and achieve-

ments in games.23 This model incentivizes engagement 
and provides players with tangible value for their time 
and skills. Additionally, blockchain enables fractional 
ownership and investment in virtual assets, allowing 
players to own and benefit from high-value items or 
properties collectively. Developers can also explore 
new monetization strategies, such as tokenized crowd-
funding, where players can invest in game development 
projects and receive tokens representing a share of the 
games future profits. This democratizes the funding 
process and aligns the interests of developers and 
players, fostering a more collaborative and invested 
gaming community.

TECHNICAL CHALLENGES  
AND SOLUTIONS

Scalability issues
Addressing the scalability issues of blockchain in gam-
ing is critical to ensuring that blockchain-based gam-
ing platforms can handle the high transaction volumes 
and complex interactions characteristic of modern 
online games.24 Scalability in blockchain refers to the 
network’s ability to process a high number of transac-
tions per second (TPS) without compromising speed or 
security. Current blockchain networks, such as Bitcoin 
and Ethereum, face significant scalability challenges 
due to their consensus mechanisms. For instance, Bit-
coin’s PoW and Ethereum’s existing implementation 

FIGURE 3. Economic and market implications of blockchain gaming ecosystem.22
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limit TPS to low double digits, which is insufficient for 
high-demand gaming environments where thousands 
of transactions per second may be necessary. Solu-
tions like layer-2 scaling (for example, state channels, 
sidechains) and next-generation blockchains (for exam-
ple, Ethereum 2.0’s PoS and sharding, Solana’s Proof of 
History) are being developed to address these limita-
tions. Layer-2 solutions offload transactions from the 
main blockchain, reducing congestion and increasing 
throughput, while sharding divides the blockchain into 
smaller, more manageable pieces (shards), each capa-
ble of processing its transactions in parallel, thus sig-
nificantly enhancing overall network capacity.

Integration with existing systems
Integrating blockchain with existing game infrastruc-
tures presents several technical challenges due to dif-
ferences in architecture and operation between tradi-
tional gaming platforms and blockchain networks.25 
Traditional game servers are centralized, whereas 
blockchain operates on a decentralized network, 
requiring a fundamental shift in how data are managed, 
and transactions are processed. One significant chal-
lenge is ensuring compatibility between the centralized 
databases of existing games and the decentralized led-
gers of blockchain. This often involves creating hybrid 
systems where certain game functions remain on cen-
tralized servers while transactions and asset owner-
ship are managed on the blockchain. Another area for 
improvement is the latency introduced by blockchain 
transactions, which can be slower compared to tradi-
tional systems due to the time required for consensus 
mechanisms. This latency can affect the real-time per-
formance essential for many online games. Middleware 
solutions and application programming interfaces are 
being developed to bridge these systems, enabling 
seamless data transfer and synchronization between 
traditional game servers and blockchain networks. 
Furthermore, integrating smart contracts to automate 
in-game transactions and enforce rules requires metic-
ulous programming and thorough security audits to 
prevent exploits and vulnerabilities.

Performance optimization
Optimizing the performance and efficiency of 
blockchain-based gaming platforms involves imple-
menting techniques that address the inherent 

limitations of blockchain technology while enhancing 
user experience.26 One approach is the use of efficient 
consensus algorithms like PoS, which offer faster 
transaction times and lower energy consumption 
compared to PoW. Additionally, off-chain transactions 
and layer-2 solutions, such as the Lightning Network or 
Plasma, allow for high-speed, low-cost transactions by 
conducting most operations off the main blockchain 
and only recording the final state on-chain. Another 
critical technique is optimizing smart contract exe-
cution to reduce gas fees and processing time, which 
can be achieved by streamlining code and minimiz-
ing on-chain computations. Techniques such as state 
channels enable private, off-chain communication 
between parties, recording only the outcome on the 
blockchain, thus reducing the burden on the network. 
Furthermore, optimizing data storage through distrib-
uted storage solutions like InterPlanetary File System 
(IPFS) ensures that significant game assets do not 
clog the blockchain, preserving its efficiency. These 
strategies collectively enhance the scalability, speed, 
and overall performance of blockchain-based gaming 
platforms, making them viable for large-scale adop-
tion and use.

Compliance and legal challenges
Navigating the complex field of global and regional 
regulations presents a significant challenge for inte-
grating blockchain technology into online gaming.27 

COMMENTS?

I f you have comments about this article, or 
topics or references I should have cited or you 

want to rant back to me on why what I say is non-
sense, I want to hear. Every time we finish one of 
these columns, and it goes to print, what I’m going 
to do is get it up online and maybe point to it at my 
Facebook (mikezyda) and my LinkedIn (mikezyda) 
pages so that I can receive comments from you. 
Maybe we’ll react to some of those comments 
in future columns or online to enlighten you in 
real time! This is the “Games” column. You have a 
wonderful day.
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Each jurisdiction has its own set of laws and regu-
latory frameworks governing the use of blockchain 
and cryptocurrencies, often leading to a fragmented 
legal environment. For instance, while some coun-
tries have embraced blockchain technology, others 
impose stringent regulations or outright bans. Com-
pliance involves ensuring that all blockchain trans-
actions and operations within the gaming platform 
adhere to these diverse regulatory requirements. This 
includes adhering to anti-money laundering (AML) and 
know your customer (KYC) regulations to prevent ille-
gal activities such as money laundering and fraud. 
Additionally, game developers must stay updated with 
evolving legal standards and ensure their platforms 
are adaptable to regulatory changes, which can be 
resource-intensive and complex.

Intellectual property and data privacy
Protecting intellectual property (IP) and ensuring data 
privacy are critical concerns when integrating block-
chain into gaming.28 Blockchain’s transparency and 
immutability can make it challenging to control the 
dissemination of proprietary game assets and code, 
potentially leading to IP infringements. Developers 
must implement robust IP protection strategies, such 
as tokenizing IP rights and using smart contracts to 
enforce usage terms automatically. Data privacy is 
another significant challenge, as blockchain’s immu-
table nature conflicts with data protection laws like 
the General Data Protection Regulation (GDPR), which 
grants individuals the right to be forgotten. Ensuring 
compliance with data privacy regulations requires 
innovative solutions, such as off-chain data storage 
and zero-knowledge proofs, which allow for data val-
idation without exposing the data itself. Balancing the 
benefits of blockchain transparency with the need for 
IP protection and data privacy requires meticulous 
planning and the development of new technical and 
legal strategies.

PRACTICAL APPLICATIONS AND 
FUTURE DIRECTIONS

Several successful integrations of blockchain tech-
nology into gaming have demonstrated their poten-
tial to revolutionize the industry. One notable exam-
ple is “CryptoKitties,” a blockchain-based game that 
allows players to breed, trade, and sell virtual cats 

using Ethereum.29 Each CryptoKitty is a unique NFT, 
ensuring true ownership and rarity. Another signifi-
cant case is “Axie Infinity,” a play-to-earn game where 
players collect, breed, and battle creatures called 
Axies, earning cryptocurrency in the process. The 
game has created a robust in-game economy driven 
by NFTs and blockchain-based governance, showcas-
ing how blockchain can enable new economic models 
in gaming. These examples highlight the transforma-
tive potential of blockchain by providing secure own-
ership, transparency, and innovative economic incen-
tives for players.

From these successful implementations, several 
key lessons have emerged. First, user experience 
is vital.12 While blockchain offers numerous advan-
tages, the complexity of managing digital wallets 
and understanding blockchain concepts can be a 
barrier to mainstream adoption. Simplifying the user 
interface and providing clear instructions can help 
bridge this gap. Second, scalability remains a critical 
issue. High transaction fees and network conges-
tion, as experienced by CryptoKitties during its peak 
popularity, underscore the need for scalable solutions 
such as layer-2 protocols or more efficient consensus 
mechanisms. Third, regulatory compliance is essen-
tial. Ensuring that blockchain games adhere to local 
and international regulations, particularly regarding 
financial transactions and data privacy, is crucial for 
long-term viability. Finally, community engagement 
and governance play a vital role. Games like Axie 
Infinity have shown that involving the community in 
decision-making processes through decentralized 
governance models can drive growth and create a 
loyal player base.

As blockchain technology continues to evolve, 
several emerging trends and research areas are 
poised to shape the future of blockchain gaming. 
One significant trend is the integration of blockchain 
with augmented reality (AR) and virtual reality (VR) 
to create immersive and interactive gaming experi-
ences.30 Research into cross-chain interoperability 
is also gaining momentum, aiming to enable seamless 
asset transfer between different blockchain networks, 
thereby enhancing the utility and liquidity of in-game 
assets. Another crucial area is the development of 
more scalable and efficient consensus mechanisms, 
such as sharding and PoS, to address the current 
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limitations of blockchain scalability and transaction 
throughput. Furthermore, the rise of DeFi within 
gaming ecosystems presents new opportunities for 
creating innovative economic models where play-
ers can lend, stake, and earn interest on their digital 
assets.31 These trends not only highlight the potential 
for technological advancements but also under-
score the need for continuous research to overcome 
existing challenges and fully realize the benefits of 
blockchain in gaming.

Upcoming technological innovations are set to 
have a profound impact on blockchain gaming, driving 
both technical and economic transformations. One 
key innovation is the advancement of zero-knowledge 
proofs, which can enhance privacy and scalability by 
allowing transactions to be verified without revealing 
the underlying data. Another promising technology is 
the development of decentralized identity solutions, 
enabling secure and portable digital identities that 
can be used across multiple gaming platforms. Addi-
tionally, the integration of artificial intelligence (AI) 
with blockchain can lead to the creation of dynamic 
and adaptive gaming environments where AI-driven 
NPCs and game mechanics are securely managed 
and verified on the blockchain.1 Collaboration oppor-
tunities between blockchain developers and game 
developers are crucial for driving these innovations. 
Joint initiatives can focus on developing standard-
ized protocols for asset interoperability, creating 
user-friendly interfaces to simplify blockchain interac-
tions, and exploring new business models that lever-
age the unique capabilities of blockchain technology. 
By fostering collaboration and innovation, the gaming 
industry can harness the full potential of blockchain to 
create more secure, transparent, and engaging gam-
ing experiences.

In conclusion, the integration of blockchain tech-
nology into online gaming ecosystems offers 

transformative potential by enhancing security, 
ensuring true ownership of in-game assets, and 
enabling innovative economic models. However, it 
also presents significant challenges such as scalabil-
ity issues, regulatory compliance, and the need for 
seamless integration with existing systems. Future 
research and technological advancements, par-
ticularly in areas like AR/VR integration, cross-chain 

interoperability, and decentralized identity solutions, 
are essential for addressing these challenges and 
unlocking new opportunities. Collaborative efforts 
between blockchain developers and game develop-
ers will be crucial in driving these innovations and 
creating more secure, transparent, and engaging 
gaming experiences. As the gaming industry con-
tinues to evolve, blockchain’s role will likely become 
increasingly central, paving the way for a new era of 
digital interaction and economic potential. 
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Blockchain’s Carbon and 
Environmental Footprints
Nir Kshetri, University of North Carolina at Greensboro

Jeffrey Voas, IEEE Fellow

We analyze existing discourses surrounding blockchains’ energy consumption and 
look at the actors and actions involved. We also provide an evaluation of various 
considerations and factors that affect blockchain networks’ energy consumption and 
resulting environmental impacts.

B lockchain networks’ energy consumption is 
a timely topic. According to the Cambridge 
Bitcoin Electricity Consumption Index, the 

Bitcoin network consumed 0.61% of world’s total elec-
tricity production in March 2022. This is more than the 
total consumption by Ukraine or Norway.1

Crypto enthusiasts, policy-making agencies, 
activists, consumers, and corporations hold diver-
gent perspectives about this. Regulators in China 
and Kosovo have banned Bitcoin mining. Bitcoin 
mining’s high energy consumption and negative 
environmental impact have been key reasons. In 
December 2021, Kosovo imported 40% of its energy. 
In January 2022, the government decided to ban all 
cryptomining activities to address the global energy 
crisis.2 Environmental activists have campaigned for 
a complete ban.

Cryptocurrencies’ proponents, however, have 
pointed out that electricity consumed by blockchain 
networks comprises only a small proportion of the 
electricity wasted from other sources. Quoting a study 
of Cambridge Center for Alternative Finance (CCAF), 
a cointelegraph.com article noted that electricity 
losses in transmission and distribution in the United 
States could power the Bitcoin network 2.2 times.3 
Galaxy Digital Mining’s study found that the amount 
of electricity lost in transmission and distribution is 
approximately 2,205 TWh/year, which is 19.4 times that 
of the Bitcoin network. Likewise, “always-on” electrical 
devices in U.S. households consume roughly 1,375 TWh/
year, which is 12.1 times that of the Bitcoin network.4 
Hence, it’s all relative to where you sit at the table.

ACTORS AND ACTIONS
In some jurisdictions, cryptocurrency has been sub-
jected to increased regulatory scrutiny due to energy 
supply shortages allegedly created by bitcoin min-
ing activities and perceived adverse environmental 
impacts. Blackouts have been reported in several cit-
ies in countries such as Iran, Kazakhstan, China, and 
Kosovo. Blackouts have also left thousands of people 
without power for days.5

Regulatory actions have been taken in several 
jurisdictions. In May 2021, China prohibited the coun-
try’s financial institutions from engaging in all crypto 
transactions. This was followed by a ban on crypto-
currency mining in June 2021. In September 2021, the 
country outlawed cryptocurrencies.6 One of the main 
reasons behind the cryptocurrency mining ban was 
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CRYPTOCURRENCIES’ PROPONENTS, 
HOWEVER, HAVE POINTED OUT 
THAT ELECTRICITY CONSUMED BY 
BLOCKCHAIN NETWORKS COMPRISES 
ONLY A SMALL PROPORTION OF THE 
ELECTRICITY WASTED FROM OTHER 
SOURCES.
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arguably an increase in illegal coal extraction, which 
made it difficult to attain China’s ambitious environ-
mental goals, and put people’s lives in danger. The 
preliminary investigation of an April 2021 coal mine 
accident in Xinjiang that trapped 21 people found that 
the mine was restarted without government permis-
sion to meet cryptoserver farms’ power demand.7

Similarly, in May 2021, the European Central Bank 
described the “exorbitant carbon footprint” of cryp-
toassets as “grounds for concern.”8 The European 
Union (EU) is under pressure from some member 
states to mitigate negative environmental impacts of 
blockchain applications. In November 2021, the Swed-
ish government asked the EU to ban “energy-intensive” 
cryptomining activities.9

Likewise, in May 2021, a bill was introduced in 
the New York State Senate to establish a “morato-
rium on cryptocurrency mining operations that use 
proof-of-work (PoW) authentication methods to 
validate blockchain transactions.”10 In March 2022, 
the New York State Assembly Environmental Conser-
vation Committee voted to pass the legislation.11

Similar concerns have been raised by international 
developmental organizations.12 Issuing a warning 
against El Salvador’s Bitcoin Law, which made bit-
coin a legal tender effective September 2021, the 
International Monetary Fund noted that adverse 
consequences on the environment are among many 
risks that countries that adopt cryptocurrencies as a 
national currency or legal tender can face.13

Social and environmental activists have played a 
vocal and visible role in explaining cryptocurrencies’ 
adverse environmental impacts. When cryptocur-
rency miners started their activities in New York’s 
industrial towns in 2021 using natural gas plants, envi-
ronmental groups such as Earthjustice and the Sierra 
Club expressed concerns over the way the cryptomin-
ing companies were operating. These groups argued 
that huge computer farms’ operations can increase 
greenhouse gas emissions and threaten the state’s 

emission-reduction goals, which require more renew-
able power and reductions in fossil fuel emissions. 
There are also complaints against using renewable 
energy. Environmentalists argued that because Bit-
coin mining plants can use more energy than most cit-
ies, their operations can increase the dependence of 
others on fossil fuels. And a blogger criticized a permit 
that allowed a cryptomining firm to draw more than 
100 million gallons of water daily from Seneca Lake for 
cooling purposes. The water would then be returned at 
a warmer level to a trout stream tributary.14

The environmental organizations that had embraced 
cryptocurrencies and nonfungible tokens (NFTs) 
in their fundraising initiatives have been forced to 
reverse their actions. Nongovernmental environmen-
tal organization Greenpeace, which had accepted 
bitcoin donations since 2014, stopped accepting dona-
tions in the cryptocurrency in 2021 due to concerns 
regarding the amount of energy needed.15 In February 
2022, World Wildlife Fund U.K. tried to raise money with 
NFTs, specifically what it called nonfungible animals, 
but, facing sharp criticism from traditional conserva-
tion supporters, the organization was forced to imme-
diately end sale of the tokens.16

Responding to criticisms, defenders of Bitcoin 
have argued that Bitcoin’s environmental impact is 
significantly lower than that of the financial and bank-
ing sectors. One report suggested that the Bitcoin net-
work uses less than half of the energy used by banks’ 
large data centers.4

ENVIRONMENTALISTS ARGUED THAT 
BECAUSE BITCOIN MINING PLANTS 
CAN USE MORE ENERGY THAN MOST 
CITIES, THEIR OPERATIONS CAN 
INCREASE THE DEPENDENCE OF 
OTHERS ON FOSSIL FUELS.
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Bitcoin proponents have also argued that cryp-
tocurrencies are helping build the future financial 
system and hence, their benefits outweigh the costs.15

CONSIDERATIONS AND FACTORS
A variety of considerations and factors can guide deci-
sions regarding the use of blockchains and potentially 
minimize the energy use and environmental impacts 
of blockchain use (see Table 1). Although many col-
lectible NFTs have little to no utility, blockchains can 
enable valuable applications such as securing prop-
erty titles. However, whether certain applications of 
blockchain are good or bad is subjective. Some view 
blockchain as an opportunity to realize interests and 
achieve goals that they value highly. A climate activ-
ist was quoted as saying that despite high energy 
consumption and adverse environmental impact, he 
would support cryptocurrencies as long as they fight 
the capitalist establishment and take power away 
from central banks.9

Energy consumption varies across phases and 
types of transactions. Mining accounts for most of 
the energy consumption of Bitcoin. For already-mined 
coins, minimal energy is required to validate transac-
tions.17 Memo Akten’s analysis of 8,000 transactions 
from the NFT platform SuperRare suggested that an 
average NFT consumes 340 kWh of energy. Accord-
ing to Akten’s calculation, the averages for energy 
consumption and carbon dioxide (CO2) emission for 
different activities associated with NFTs were as fol-
lows: minting (creation)—142 kWh, 83 kg CO2; bids—41 
kWh, 24 kg CO2; cancel bid—12 kWh, 7 kg CO2; sale—87 
kWh, 51 kg CO2; and transfer of ownership—52 kWh, 30 
kg CO2.18 Transferring ownership of an already-minted 
NFT thus creates fewer negative environmental 
impacts compared to minting a new NFT.

Another consideration is whether the energy used 
is renewable or not. Bitcoin networks carbon emission 
level is difficult to estimate with high certainty as min-
ers prefer to hide the details of their operations from 
competitors. A 2019 report by CoinShares notes that 
74% of the world’s Bitcoin mining operations “heavily” 
relied on renewable energy due to the availability of 
hydropower in mining hubs such as China and Scandi-
navia.19 In September 2020, the CCAF estimated renew-
able energy powered 39% of PoW mining.20 The propor-
tion further reduced to 25.1% in August 2021 as miners 
stopped using Chinese hydropower and moved to the 
United States, where gas supplies much of the power.21

Consideration/factor Explanation Example 

The ultimate goal of 
blockchain use

Energy consumption could be more justified
for valuable applications of cryptocurrencies
or if they are used for good cause.

Although many collectible NFTs have li�le 
to no utility, applications such as securing 
property titles are valuable.

Phase and type of 
blockchain transactions

Some phases and types of transactions are 
less energy intensive.

Minting an NFT consumes more energy than 
transferring ownership.

The source of energy 
used

Transactions that use renewable energy are
more justified.

HIVE claims that it uses only renewable 
energy to mine Bitcoin and Ether.

Where blockchain
applications are
carried out

Applications that take advantage of excess 
energy in some geographic locations can 
be more justifiable.

Before cryptomining was outlawed, Bitcoin 
miners in China migrated to locations with 
abundant hydropower during the rainy season.

Type of blockchain 
used

Energy consumption can be reduced by using 
blockchains that rely on PoS consensus model.

OneOf is built on Tezos.

PoS: proof of stake.

TABLE 1. The key considerations and factors that affect blockchain networks’ energy consumption and resulting 
environmental impacts.

DISCLAIMER
The authors are completely responsible for the 
content in this article. The opinions expressed here 
are their own.
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Some bitcoin miners are posi-
tioning themselves as environmen-
tally responsible. Canada-based 
HIVE Blockchain Technologies, 
which was listed on Nasdaq in 
2021, claimed that it uses only 
renewable energy to mine Bitcoin 
and Ether.22 Some critics, how-
ever, have questioned the justifi-
ability of using energy, whether 
renewable or nonrenewable, to 
power energy-intensive applica-
tions such as Bitcoin mining. They 
suggest that the argument that 
Bitcoin’s high energy consumption 
and environmental burden can be 
compensated for by plugging into 
renewable sources is convenient 
but possibly false. The renewable 
resources used to power block-
chains could be deployed to more 
essential needs.23

Another way to reduce the 
environmental impact is to take 
advantage of arbitrage geographic 
opportunities, that is, moving 
activities across borders to utilize 
excess energy production. This 
is possible because blockchains’ 
energy consumption differs from 
most other industries; whereas energy used for other 
activities must be produced close to its end users, bit-
coin can be mined anywhere in the world. In this way, 
miners can utilize power sources that cannot be used 
by other applications.20 Before cryptomining was out-
lawed in China, bitcoin miners used to migrate to the 
mountainous provinces with abundant hydropower 
resources during the rainy season. In these provinces, 
they took advantage of the excess electricity for sev-
eral months each year.24

Finally, energy consumption and environmental 
impacts vary across the types of blockchain networks. 
The blockchains that rely on PoW consensus mecha-
nisms consume more energy (Table 2). Moreover, the 
energy consumption of these networks is growing 
rapidly (Figure 1). By using blockchains based on the 
proof-of-stake (PoS) consensus model, in which only a 

small group of nodes can validate transactions, energy 
consumption can be reduced. Some platforms adver-
tise lower energy consumption as a selling proposi-
tion. The NFT platform designed for the music industry 
is built on Tezos,25 and OneOf promotes itself as a 
sustainable company.

Cryptocurrencies’ high energy consumption is a 
basis for regulatory scrutiny. More energy-efficient 

blockchains exist that run on PoS algorithms, but their 
use has been limited because they lack the character-
istics of completely decentralized blockchains.

Whether high energy consumption is viewed as 
justifiable or not depends on whether we value the 
functions and services blockchain provides. The ques-
tion of whether millions of dollars should be spent 
on an NFT that consumes 340 kWh of electricity is a 

Blockchain
Annual electricity
consumption (TWh) Blockchain

Annual electricity
consumption (TWh)

Bitcoin 204.5 Cardano 0.000598755

Ethereum 112.44 Tezos 0.000113249

Solana 0.01105 Algorand 0.000512671

Polygon 0.00079 Avalanche 0.000489311

Flow

Data source: Bitcoin—estimate by Digiconomist based on annualized data as of 23 March 2022.26 
Ethereum: estimate by Digiconomist based on annualized data as of 23 March 2022,27 Solana,28 
Polygon,29 Flow,30 and Cardano, Algorand, Tezos, and Avalanche.31

0.00018 — —

TABLE 2. The electricity consumptions of different blockchains.

Data Source29

0.09 0.09 0.95
5.36 2.45

8.29

16.89

42.2

52.18

66.91

103.72

2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021

FIGURE 1. The bitcoin network’s energy consumption (TWh).1
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question of values. The individuals that consider cryp-
tocurrencies to be a tool to build future financial sys-
tems and fight capitalism may view this energy con-
sumption as justifiable. On the other hand, those that 
view cryptocurrencies as a “fraud” or “Ponzi scheme” 
may consider this energy consumption a waste.

Measures can be taken to mitigate the high energy 
consumption and adverse environmental impacts. 
Blockchain applications such as Bitcoin mining and 
minting NFTs can be performed throughout the world. 
The environmental impacts can thus be reduced if 
these activities are performed in locations with excess 
energy. Likewise, blockchain activities that employ 
renewable energy may be more justified due to their 
carbon-neutral nature. 
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Fig. 15. Comparison with state-of-the-art neural dynamic clothing deformation methods. Rows from top to bottom : ground truth, SNUG [14], Neural Cloth
Simulation (NCS) [13], HOOD [18], and our prediction. Columns represent deformation with various garments and motions: (a)-(b) moving forward and hanging
leg raise, (c)-(e) palm striking and kicking, (f)-(h) layup.

As observed in the results, for motions with low dynamics:
forward movement (a) and hanging leg lifts (b), prior methods
can yield roughly reasonable deformations, but some finer de-
tails are lacking in HOOD’s prediction. In contrast, our method
demonstrates its capability to predict a substantial portion of
folds and dynamic trends, primarily due to the effectiveness of

our proposed spectral strategies. In scenarios where movements
involve actions such as the character’s palm strikes and body
twisting in cases (c) and (d), we can observe a continuous swing-
ing motion of the dress hem from left to right. However, SNUG
does not adequately capture this dynamic behavior, particularly
in the fold direction of the dress. This deficiency in capturing
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Quantum computing is a new, hot area of com-
puter science that promises great potential for 
solving problems that are currently intracta-
ble for traditional or classical computers. The 

concept of using quantum mechan-
ics as a basis for computing was first 
introduced around 1980 by Paul Be-
nioff.1 Since that time, researchers 
have been working on developing ac-
tual quantum computers as well as al-
gorithms using quantum computing. 
Algorithms have been developed that 
demonstrate quantum supremacy, that 
is, quantum computers can solve prob-
lems with a super polynomial speedup 
over classical computers.

Until recently, quantum comput-
ing has remained on the fringes of 
computer science research. This is 
primary because there haven’t been 
quantum computers built beyond a 
few qubits (the quantum equivalent 

of a bit), and the algorithms were on problems that were 
quite theoretical and of not much interest to people out-
side of computer science. That is until recently. Quantum 
computing is now gaining speed and moving out of the 
fringe area and toward a more mainstream computer sci-
ence research area. There are two main reasons for the 
surge in interest in quantum computing. First, IBM has 
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Fig. 2. Layout of experimental fields and sites (the red dots are the location of RPs). (a) Layout diagram. (b) Experimental site.

Fig. 3. Schematic illustration and APP interface of localization software system designed based on the proposed algorithm. (a) Localization system schematic
diagram. (b) App interface.

shadowing models are shown in Table III. Moreover, to better
visualize the differences among the models, we illustrate the
cumulative distribution function (CDF) of the RSS estimation
errors using different methods in Fig. 4. The four APs shown in
Fig. 5 reveal the lower and upper bounds of the RSS estimation
along the central axis based on the IRPLS method and the RSS
estimation of several other algorithms. The radio maps of four
APs generated by the IRPLS prediction model are shown in
Fig. 6

As shown in Table III, the proposed model achieves better
performance in the RSS estimation errors for different algo-
rithms. In the case of sparse sampling (0.046 RPS per square
meter), the RSS estimation error of the IRPLS model reaches

4.26 dBm, which is 21.40%, 15.98%, 13.77%, 14.29%, and
9.36%, respectively, compared with the algorithms lognormal
shadowing, covSE, covMater, covRQ, and covMater+RQ. This
is because the IRPLS model has good adaptability; it can capture
the RSS changes of spatial information in a sparse state and
appropriately expand RSS data.

The CDF curve is an important evaluation standard that intu-
itively reflects the performance of the algorithm. Its horizontal
axis represents the RSS estimation error, and its vertical axis rep-
resents the cumulative distribution probability within a specific
error. As shown in Fig. 4, IRPLS obtains the best performance,
followed by covMater+RQ, while RSS estimation of classical
lognormal shadowing exhibits the worst performance.
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Epidemic Spread Modeling for COVID-19 Using
Cross-Fertilization of Mobility Data

Anna Schmedding , Riccardo Pinciroli , Lishan Yang , Member, IEEE, and Evgenia Smirni , Fellow, IEEE

Abstract—We present an individual-centric model for COVID-
19 spread in an urban setting. We first analyze patient and route
data of infected patients from January 20, 2020, to May 31, 2020,
collected by the Korean Center for Disease Control & Prevention
(KCDC) and discover how infection clusters develop as a function
of time. This analysis offers a statistical characterization of mobility
habits and patterns of individuals at the beginning of the pandemic.
While the KCDC data offer a wealth of information, they are also
by their nature limited. To compensate for their limitations, we
use detailed mobility data from Berlin, Germany after observing
that mobility of individuals is surprisingly similar in both Berlin
and Seoul. Using information from the Berlin mobility data, we
cross-fertilize the KCDC Seoul data set and use it to parameterize
an agent-based simulation that models the spread of the disease in
an urban environment. After validating the simulation predictions
with ground truth infection spread in Seoul, we study the impor-
tance of each input parameter on the prediction accuracy, compare
the performance of our model to state-of-the-art approaches, and
show how to use the proposed model to evaluate different what-if
counter-measure scenarios.

Index Terms—Data analysis, simulation models, individual-
centric models, COVID-19, disease spread modeling, cross-
fertilization.

I. INTRODUCTION

ON MARCH 11, 2020, the WHO1 declared COVID-19
the first pandemic caused by a coronavirus. Since then,

a tremendous amount of data has been collected to help pub-
lic policy decisions that limit the spread of COVID-19. For
example, Google2 provides time-series data of infections at a
coarse granularity (i.e., as a function of the area’s population, no
information is provided at the granularity of single individuals).
Epidemiological simulation and mathematical models have been
used to predict the spread of the disease. Typically, model
effectiveness is tied to its input parameterization.
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In this article, we use the data provided by the Korean Center
for Disease Control (KCDC) and local governments during the
first wave of the disease in South Korea. In contrast to the
Google data, the KCDC data focus on individual patients and
allow the development of an individual-centric model of the
COVID-19 epidemic. Infected individuals are monitored3 and
their movements are logged using CCTV, cellphones, and credit
card transactions. The KCDC records patient movements in
plain text (i.e., natural language) without any unified rule. These
logs are parsed through automated code and rule-based methods
to extract keywords that are then used with web mapping service
APIs (e.g., Google Maps) to extract geographical coordinates
(i.e., latitude and longitude) and other data. The parsed logs are
made publicly available [1] and being collected by KCDC are
deemed trustworthy.

To the best of our knowledge, the KCDC logs are the only
publicly available data that contain patient-centric information
in great detail: they report on the patient mobility, i.e., traveled
distance and the sequence of locations visited on a daily basis, the
date of the onset of symptoms, whether and when the patient got
in contact with other patients that are also diagnosed. This leads
to our first research question, RQ1: What statistical information
can be extracted by the KCDC mobility data to parameterize an
agent-based simulation that models the spread of the disease?
The KCDC logs are a valuable resource for studying the spread
of COVID-19, yet they have limitations:� The last version of the KCDC data set contains data col-

lected up to May 31, 2020 (the KCDC data set has not been
updated since then). By that date, approximately 11,500
COVID-19 cases were confirmed in South Korea [2], but
only 35% of them have been logged into the data set.� Some locations visited by patients (e.g., locations where
people live) are not recorded due to privacy concerns.
Consequently, patient infection information and route data
do not always coincide. For example, there are patients that
infect each other even if their routes do not cross. This may
happen when patients belong to the same household.� Patient and route data may be incomplete (i.e., some
attributes are occasionally missing, such as the type of
locations visited by some patients) and require manual
completion before analyzing the data set.� There is route data information for only a portion of the
patients. Patient movement has been logged only for the
15% of all confirmed cases by May 31.

3https://bit.ly/3VMQvVm
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A Flexible Heuristic to Schedule Distributed
Analytic Applications in Compute Clusters

Francesco Pace , Daniele Venzano, Damiano Carra , and Pietro Michiardi

Abstract—This work addresses the problem of scheduling user-defined analytic applications, which we define as high-level

compositions of frameworks, their components, and the logic necessary to carry out work. The key idea in our application definition, is

to distinguish classes of components, including core and elastic types: the first being required for an application to make progress, the

latter contributing to reduced execution times. We show that the problem of scheduling such applications poses new challenges, which

existing approaches address inefficiently. Thus, we present the design and evaluation of a novel, flexible heuristic to schedule analytic

applications, that aims at high system responsiveness, by allocating resources efficiently. Our algorithm is evaluated using trace-driven

simulations and with large-scale real system traces: our flexible scheduler outperforms current alternatives across a variety of metrics,

including application turnaround times, and resource allocation efficiency. We also present the design and evaluation of a full-fledged

system, which we have called Zoe, that incorporates the ideas presented in this paper, and report concrete improvements in terms of

efficiency and performance, with respect to prior generations of our system.

Index Terms—Scheduling, distributed applications, distributed systems

Ç

1 INTRODUCTION

THE last decade has witnessed the proliferation of numer-
ous distributed frameworks to address a variety of

large-scale data analytics and processing tasks. First,MapRe-
duce [1] has been introduced to facilitate the processing of
bulk data. Subsequently, more flexible tools, such as Dryad
[2], Spark [3], Flink [4] and Naiad [5], to name a few, have
been conceived to address the limitations and rigidity of the
MapReduce programming model. Similarly, specialized
libraries such as MLLib [6] and systems like TensorFlow [7]
have seen the light to cope with large-scale machine learning
problems. In addition to a fast growing ecosystem, individ-
ual frameworks are driven by a fast-pace development
model, with new releases every few months, introducing
substantial performance improvements. Since each frame-
work addresses specific needs, users are left with a wide
choice of tools and combination thereof, to address the vari-
ous stages of their data analytics projects.

The context depicted above has driven a lot of research
[8], [9], [10], [11], [12], [13], [14], [15], [16], [17], [18], [19], [20],
[21] (see Section 7 for a detailed discussion) in the area of
resource allocation and scheduling, both from academia and
the industry. These efforts materialize in cluster manage-
ment systems that offer simple mechanisms for users to

request the deployment of the framework they need. The
general underlying idea is that of sharing cluster resources
among a heterogeneous set of frameworks, as a response to
static partitioning, which has been dismissed for it entails
low resource allocation [8], [9], [10]. Existing systems divide
the resources at different levels. Some of them, e.g., Mesos
and YARN, target low-level orchestration of distributed com-
puting frameworks: to this aim, they require non-trivial
modifications of such frameworks to operate correctly.
Others, e.g., Kubernetes [22] and Docker Swarm [23], focus
on provisioning and deployment of containers, and are thus
oblivious to the characteristics of the frameworks running in
such containers. To the best of our knowledge, no existing
tool currently addresses the problem of scheduling analytic
applications as a whole, leveraging the intrinsic properties of
the frameworks such applications use.

The endeavor of this paper is to fill the gap that exists in
current approaches, and raise the level of abstraction at which
scheduling works. We introduce a general and flexible defi-
nition of applications, how they are composed, and how to
execute them. For example, a user application addressing
the training of a statistical model involves: a user-defined
program implementing a learning algorithm, a framework
(e.g., Spark) to execute such a program together with infor-
mation about its resource requirements, the location for
input and output data and possibly parameters exposed as
application arguments. Users should be able to express, in a
simple way, how such an application must be packaged and
executed, submit it, and expect results as soon as possible.

We show that scheduling such applications represents a
departure fromwhat has been studied in the scheduling liter-
ature, and we present the design of a new algorithm to
address the problem. A key insight of our approach is to
exploit application properties and distinguish their compo-
nents according to classes, core and elastic, the first being
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Simulation Driven AI: From Artificial
to Actual and Vice Versa
Li Li , Tsinghua University, Beijing, 100084, China

Yilun Lin , Shanghai AI Laboratory, Shanghai, 200232, China

Yutong Wang and Fei-Yue Wang , Chinese Academy of Sciences, Beijing, 100190, China

In this perspective, we discuss the important role of simulations in building state-of-
the-art artificial intelligence (AI) systems. We first explain why simulations become
vital in building complex AI systems. Then, we study some challenges and candidate
solutions related to simulation-based AI systems. Finally, we discuss future
research directions in this field.

Artificial Intelligence (AI) research is embracing
a new age of renaissance due to neural net-
works.1 However, we still do not have a com-

monly accepted definition for AI while researchers
around the world are aggressively addressing various
aspects of AI from different viewpoints.

Reflecting and summarizing the idea of universal
language proposed by Leibniz, the concept of comput-
ability and intelligent machinery proposed by Turing,2

as well as the framework of Cybernetics proposed by
Wiener,3 we arrive at three basic functions of an AI
system4:

› The Representation of AI. First, an AI system
should be able to translate a special task into a
certain computational problem, by using a uni-
versal language.

› The Design of AI. Second, an AI system should
be able to find an algorithm to solve the compu-
tational problem.

› The Test of AI. Third, an AI system should be able
to find an algorithm to validate the answer to the
computational problem.

Reviewing the developing history of AI, we find that
various ideas and methods have been proposed to
implement these three functions during the last eight

decades. For example, reinforcement learning assumes
that AI systems consist of single or multiple agents that
learn to achieve a goal in a complex, potentially uncer-
tain environment via a process of trial-and-error.5 Build-
ing such an intelligent system can be viewed as a series
of tightly correlated trial-and-error actions. The designer
tries an initial setup first, then improves their building
strategy by observing agent behavior in a test environ-
ment until the system is successfully built.

To demonstrate how simulation plays a more criti-
cal role in building AI systems, we will first introduce
how to use simulations to build three functions of
intelligent systems, respectively, and then discuss sev-
eral important issues related to simulation-based AI.

SIMULATIONS FOR AI SYSTEMS
Simulation for AI Representation
Simulation usually refers to the imitation in a virtual
world for the operation of a real-world process/system.
It is a powerful tool to help us understand how a com-
plex process/system really works.6 In many situations,
we do not have an overall analytical formula to describe
the collectivemechanism of a complex process/system.
Instead, we can develop some models to represent the
key characteristics, behaviors, and functions of the
individual components within this process/process.
This allows us to use the simulation to represent the
operation of the process/systemover time.7

When the simulation model is determined, we can
collect lots of simulated data that can then be viewed
as the sampled input–output pairs of the complex pro-
cess/system. We can then use other tools (e.g., logical

1541-1672 � 2023 IEEE
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A Blockchain-Based Copyright Protection
Scheme With Proactive Defense

Xiaohu Chen, Anjia Yang , Member, IEEE, Jian Weng , Member, IEEE, Yao Tong,
Cheng Huang , Member, IEEE, and Tao Li

Abstract—Copyright protection, including copyright registra-
tion, copyright transfer and infringement penalty, plays a critical
role in preventing illegal usage of original works. The mainstream
traditional copyright protection schemes need an authority online
all the time to handle copyright issues and face some problems
such as intricate copyright transfer, single point of failure and so
on. To alleviate the burden of the authority, a few blockchain-based
copyright protection schemes are proposed. However, most of them
do not consider copyright transfer, and their infringement penalty
may only happen after copyright owners discover the infringement
behavior (i.e., “ex-post penalty”). In this article, we propose a new
security strategy, called “Proactive Defense” in copyright protec-
tion which can prevent infringement before it occurs. With our
proposed proactive defense strategy, we design a secure copyright
protection scheme which provides advantages of compact copyright
transfer and prior infringement penalty. More concrete, both copy-
right registration and transfer are regarded as transactions and
recorded to the blockchain. Based on the double-authentication-
prevention signature and non-interactive zero-knowledge proof
techniques, illegal copyright transfer can be detected and the in-
fringement penalty can be done automatically with a tailored smart
contract before the completion of the transfer. Our security analysis
shows that the proposed scheme can achieve all desirable security
properties. Moreover, we implement our scheme in Java and eval-
uate the performance experimentally. Experimental results show
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that the proposed scheme has good security and efficiency, which
can be applied for the copyright protection.

Index Terms—Blockchain, copyright protection, double-
authentication-preventing signature.

I. INTRODUCTION

INTERNET technology has greatly promoted the dissemi-
nation of data, but also makes the illegal reproduction and

unauthorized usage of the data extremely rampant. To prevent
data from being illegally used, and to track and punish copyright
violators, it is important that the data owner can prove their own-
ership (i.e., copyright) over the contents. For example, suppose
that a musician composed a piece of music, with the help of the
copyright, he was free to play and disseminate it without fear of
being taken away as creator by others. In addition, the copyright
can be transferred, which can raise incomes of the musician. The
timely and full enforcement of the rights of creators and dissem-
inators can stimulate the vitality of innovation and creation of
the whole society. As a consequence, copyright can promote the
prosperity and development of literature, art and science.

Acting as a kind of digital assets, copyright also faces some
problems. For example, It is easy to duplicate the copyright
across borders illegally, but hard to detect and punish the in-
fringement. Therefore, a set of effective methods are needed to
protect the copyright. Copyright protection, including copyright
registration, copyright transfer and infringement penalty, plays a
critical role in preventing illegal usage of original works. Several
requirements need to be satisfied associated with the copyright
protection: generating a unique label for the copyright in the
registration phase, ensuring the fairness in the transfer phase and
punishing the malicious party and protecting the honest party in
the infringement penalty phase.

The mainstream traditional copyright protection schemes are
based on watermarking and digital fingerprinting technologies
[1], [2], [3], [4], [5], [6]. Most of these schemes implement
copyright protection by adding a watermarking or digital finger-
printing to the file to be protected. By checking the added labels
in the files, data owners can detect illegal data usage and then
protect their rights through other methods, such as reporting to
the authority. Some studies consider secure copyright transfer
that can resist malicious copyright owner (seller) or buyer [7],
[8]. However, these traditional copyright protection schemes
need an authority online all the time to handle copyright issues,
which poses several problems such as intricate copyright transfer
procedure, single point of failure and so on [9].

1939-1374 © 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
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Fig. 3. Simplified execution steps based on trace in Fig. 2. Notation: gray columns: RTC steps, white columns: stable configurations, boldface in event pool:
dispatched event. (Trivial RTC steps where CEs are discarded or events are forwarded to the doActivity are omitted.)

Fig. 4. Overview of the semantic classes defined in fUML and PSSM for state machines and doActivities. Notation: rectangles: UML (meta)classes; other
vertices: implicit concepts in PSSM; solid lines: associations; dashed lines: dependencies.

test cases, executing the test cases in Cameo Simulation Toolkit,
and examining the source code and debugger executions of the
Papyrus Moka4 [31] reference implementation.

We highlight the parts that necessitate careful considera-
tion when developing state machine models (e.g., concurrent
behaviors or non-deterministic choices in priorities), and incon-
sistencies in the specification artifacts that could cause misun-
derstanding between engineers or tool vendors.

The supplementary material of the paper [25] contains de-
tailed artifacts collected from the specifications and simulator
executions (e.g., tables, screenshots and models), and complex
doActivities from the TMT industrial model [26].

4https://marketplace.eclipse.org/content/papyrus-moka

A. Overview of the Operational Semantics in PSSM

The fUML specification defines an operational semantics
for activities and actions, which is extended for state ma-
chines in PSSM. These specifications define an execution model
for a subset of the UML language. The execution model in-
cludes an abstract execution engine, classes for event handling
(SM_Object and EventAccepter), and semantic visitors
for each supported syntax class (e.g., StateActivation for
State). Operations of the semantic visitors encode the seman-
tics of the given element (e.g., enter in StateActivation
for entering a state).

Fig. 4 captures the most important semantic classes and their
connections relevant to doActivities. The following paragraphs
will introduce their main role, and the subsequent subsections
will go into more detail. Note that to ease understanding several
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https://cai.ieee.org/2025/
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11 May

• ASYNC (IEEE Int’l Symposium

on Asynchronous Circuits and

Systems), Portland, USA

• ISPASS (IEEE Int’l Symposium

on Performance Analysis of

Systems and So� ware), Ghent, 

Belgium

12 May

• SP (IEEE Symposium on Secu-

rity and Privacy), San Fran-

cisco, USA

19 May

• CCGrid (IEEE Int’l Symposium

on Cluster, Cloud and Internet

Computing), Tromsø, Norway

• ICDE (IEEE Int’l Conf. on Data

Eng.), Hong Kong

• ICFEC (IEEE Int’l Conf. on Fog

and Edge Computing) Tromsø,

Norway

26 May

• FG (IEEE Int’l Conf. on Auto-

matic Face and Gesture Recog-

nition), Tampa/Clearwater, USA

JUNE
2 June

• MDM (IEEE Int ’ l  Conf. on

Mobile Data Management),

Irvine, USA

3 June

• IPDPS (IEEE Int’l Parallel and

Distributed Processing Sym-

posium), Milano, Italy 

5 June

• ISMVL (IEEE Int’l Symposium

on Multiple-Valued Logic),

Montreal, Canada 

11 June

• CVPR (IEEE/CVF Conf. on Com-

puter Vision and Pa� ern Rec-

ognition), Nashville, USA

16 June 

• CSF (IEEE Computer Secu-

rity Foundations Symposium),

Santa Cruz, USA 

18 June

• CBMS (IEEE Int’l Symposium

on Computer-Based Medical

Systems), Madrid, Spain

• ICHI (IEEE Int’l Conf. on Health-

care Informatics), Rende, Italy 

21 June

• ISCA (ACM/IEEE Annual Int’l

S ymposium on Computer

Architecture), Tokyo, Japan

23 June

• DSN (Annual IEEE/IFIP Int’l

Conf. on Dependable Systems

and Networks), Naples, Italy

• SVCC (Silicon Valley Cybersecu-

rity Conf.), San Francisco, USA

26 June

• IEEE Cloud Summit, Washing-

ton, DC, USA

30 June

• EuroS&P (IEEE European Sym-

posium on Security and Pri-

vacy), Venice, Italy

• ICME (IEEE Int’l Conf. on Multi-

media and Expo), Nantes, France

JULY
6 July 

• ISVLSI (IEEE Computer Society 

Annual Symposium on VLSI),

Kalamata, Greece

7 July 

• IOLTS (IEEE Int’l Symposium

on On-Line Testing and Robust 

System Design), Ischia, Italy

• SERVICES (IEEE World Con-

gress on Services), Helsinki,

Finland

8 July 

• COMPSAC (IEEE Annual Com-

puters, So� ware, and Applica-

tions Conf.), Toronto, Canada

14 July 

• ICALT (IEEE Int’ l Conf. on

Advanced Learning Technolo-

gies), Changhua, Taiwan

20 July 

• ICDCS (IEEE Int’l Conf. on Dis-

tributed Computing Systems),

Glasgow, United Kingdom

21 July 

• ICCP (IEEE Int’l Conf. on Com-

put at ional  Photog raphy),

Toronto, Canada
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