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Magazine Roundup

The IEEE Computer Society’s lineup of 12 peer-reviewed technical magazines covers cutting-edge topics 

ranging from software design and computer graphics to Internet computing and security, from scientific 

applications and machine intelligence to visualization and microchip design. Here are highlights from recent issues.

Language Artificial 
Intelligence at a Crossroads: 
Deciphering the Future  
of Small and Large  
Language Models

This August 2024 Computer arti-

cle explores the future of language 

models, focusing on the devel-

opment and growth of large and 

small language models. It advo-

cates for interdisciplinary collab-

oration, responsibility guidelines, 

educational initiatives, sustainable 

practices, and effective governance 

to ensure that these technologies 

benefit society in the long run.

Deploying Optimized 
Scientific and Engineering 
Applications on  
Exascale Systems

Exascale supercomputers are 

first-of-their-kind instruments 

with potentially paradigm-shift-

ing capabilities. However, enabling 

complex applications at scale and 

high performance can be diffi-

cult, requiring hard work and deep 

technical understanding. The 

Application Integration (AppInt) 

area of the Exascale Computing 

Project was designed to be the 

integration point between applica-

tions, supporting software, system 

environments, high-performance 

computing facilities, and vendors. 

In this January–March 2024 Com-

puting in Science & Engineering 

article, the authors describe how 

the AppInt team addressed these 

challenges while also promoting 

the use of portable and sustain-

able programming models and 

helping harden systems prior to 

general availability.

 

Hardware Standardization 
and State-Socialist Piracy: 
The Global Reach of the  
Zilog Z80 

The broad contours of the per-

sonal computing industry can be 

traced via contradictory waves 

of consolidation and fragmenta-

tion. For example, the incorpora-

tion of diverse systems under the 

banner of Internet connectivity in 

the 1990s paradoxically resulted 

in a narrower range of platforms. 

This April–June 2024 IEEE Annals 

of the History of Computing article 

extends this framework back-

ward through the inverse case 

of the Zilog Z80 microprocessor. 

Despite platform divergences, the 

Z80 represents an important illus-

tration of globalizing computa-

tional infrastructure prior to the 

collapse of state socialism and the 

breakthroughs of the 1990s.

Human-in-the-Loop: Visual 
Analytics for Building Models 
Recognizing Behavioral 
Patterns in Time Series 

Detecting complex behavioral 

patterns in temporal data, such 

as moving object trajectories, 

often relies on precise formal 

specifications derived from vague 

domain concepts. However, such 

methods are sensitive to noise 

and minor fluctuations, leading 

to missed pattern occurrences. 

Conversely, machine learning 

(ML) approaches require abun-

dant labeled examples, posing 

practical challenges. In this arti-

cle, featured in the May/June 2024 

issue of IEEE Computer Graph-

ics and Applications, the authors 
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introduce their visual analytics 

approach, which enables domain 

experts to derive, test, and com-

bine interval-based features to dis-

criminate patterns and generate 

training data for ML algorithms. 

Affective Relevance 

Today, myriad relevance estima-

tion methods are extensively 

used in various systems and ser-

vices, mostly using behavioral sig-

nals such as dwell-time and click-

through data and computational 

models of visual or textual corre-

spondence to these behavioral 

signals. However, behavioral sig-

nals can only be used to produce 

rough estimations of the actual 

underlying affective states that 

users experience. In this July/

August 2024 IEEE Intelligent Sys-

tems article, the authors provide 

an overview of recent alternative 

approaches for measuring and 

modeling more nuanced relevance 

based on physiological and neuro-

physiological sensing. 

Protecting Data Buyer 
Privacy in Data Markets

Data markets serve as crucial plat-

forms facilitating data discovery, 

exchange, sharing, and integra-

tion among data users and pro-

viders. However, the paramount 

concern of privacy has predomi-

nantly centered on protecting pri-

vacy of data owners and third par-

ties, neglecting the challenges 

associated with protecting the pri-

vacy of data buyers. In this July/

August 2024 IEEE Internet Com-

puting article, the authors address 

this gap by modeling the intrica-

cies of data buyer privacy protec-

tion and investigating the delicate 

balance between privacy and pur-

chase cost. Through comprehen-

sive experimentation, their results 

yield valuable insights, shedding 

light on the efficacy and efficiency 

of their proposed approaches.

High-Performance Cooling  
for Power Electronics  
via Electrochemical  
Additive Manufacturing 

In this article, featured in the May/

June 2024 issue of IEEE Micro, the 

authors introduce an advanced liq-

uid-cooled thermal management 

solution for power electronics. Uti-

lizing a novel 3-D metal printing 

technology called electrochemical 

additive manufacturing (ECAM), 

copper cooling structures are 

printed directly onto the ceramic 

substrate of the component, 

thereby eliminating thermal inter-

face materials and significantly 

reducing the thermal resistance of 

the system-level stack. The use of 

ECAM-printed cooling structures 

in traction inverter applications is 

shown to have great potential for 

realizing significant gains in per-

formance, via thermal resistance 

improvements in the range of 

60%–120%.

A Convolutional Neural 
Network Ensemble for Video 
Source Camera Forensics 

In this April–June 2024 IEEE Mul-

tiMedia article, the authors 

address the problem of identify-

ing the video source camera of 

the video data acquired by investi-

gators. They develop a novel con-

volutional neural network (CNN) 

ensemble framework to iden-

tify the video source camera. In 

their method, the authors ana-

lyze the video data using patches 

extracted from intracoded frame 

(I-frame) quadrants (i.e., nonover-

lapping squares) using indepen-

dent CNNs for each quadrant 

to achieve location awareness. 

Experimental results demonstrate 

that their framework is robust for 

the same device-type classifi-

cation and outperforms existing 

deep learning-based techniques.
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Re-Envisioning the  
Role of a User in  
Sustainable Computing 

As more and more computing 

technologies become pervasive 

in our daily lives, more and more 

e-waste is generated. And yet, 

when designing the next gener-

ation of devices, qualities such 

as speed, usability, and useful-

ness (a.k.a. user-centered design) 

are prioritized, rarely exploring 

options that might not optimize 

for users but, instead, improve 

long-term environmental sustain-

ability. Exploring these alterna-

tives is essential for transitioning 

toward a more sustainable future 

in computing. To this end, the 

authors of this April–June 2024 

IEEE Pervasive Computing article 

argue that the envisioned roles 

attributed to users during user-

centered design should encom-

pass much more. They discuss this 

design shift through examples of 

two interactive systems they built 

to explore altering the role of the 

traditional ‘user’ to that of care-

taker and recycler.

Comprehensive Memory 
Safety Validation: An 
Alternative Approach to 
Memory Safety 

Comprehensive memory safety 

validation identifies the memory 

objects whose accesses provably 

comply with all classes of memory 

safety, protecting them from 

memory errors elsewhere at low 

overhead. In this article, featured 

in the July/August 2024 issue 

of IEEE Security & Privacy, the 

authors assess the breadth and 

depth of comprehensive memory 

safety validation.

Explainability for  
Property Violations in 
Cyberphysical Systems:  
An Immune- 
Inspired Approach 

A systematic approach is essential 

to help understand the system 

behaviors that lead to critical 

cyberphysical system failures. 

The authors of this article in 

the September/October 2024 

issue of IEEE Software present 

a methodology that identifies 

and isolates crucial anomalous 

behaviors that can hamper the 

system and are often challenging 

to capture.

Trajectory Analysis in UKF: 
Predicting Table Tennis Ball 
Flight Parameters

In this May/June 2024 IT Profes-

sional article, the authors aim to 

develop a sophisticated system 

capable of accurately predict-

ing the 3-D trajectory of a ball in 

sports and conducting an in-depth 

analysis of the obtained trajectory. 

The proposed system comprises 

three key components: a binoc-

ular vision system, an unscented 

Kalman filter trajectory and veloc-

ity prediction system, and an algo-

rithmic data analysis system. 

Compared to traditional binocular 

image triangulation, the proposed 

system improves accuracy by 25%, 

with an error margin reduced to 

only 86 mm. 

Join the IEEE 
Computer 
Society
computer.org/join
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Editor’s Note

Keeping an Eye on AI

T he rapid progression of the 

accuracy and precision of 

artificial intelligence (AI) is tangibly 

impacting engineering and systems 

as well as people’s livelihoods. For 

instance, computer vision allows 

AI to make decisions based on their 

collection and analysis of images 

and videos, enhancing surveillance 

and facial recognition technology. 

This issue of ComputingEdge dis-

cusses the ethics behind software 

engineering and AI, including the 

rising influence of AI and automa-

tion and the need to explain and 

understand how they work. The 

articles also explore how to make 

image coding more efficient, how 

to create effective automated sys-

tems, and the differences between 

cyberphysical systems (CPSs) and 

the Internet of Things (IoT). 

AI tools are used to make 

important assessments based on 

imagery. To employ this technology 

responsibly and effectively, engi-

neers must enhance image storage 

and processing and understand 

how AI makes decisions. Comput-

er’s article, “What’s in an AI’s Mind’s 

Eye? We Must Know,” emphasizes 

the importance of explaining how 

AI “thinks” as it analyzes images. 

The authors of “The JPEG AI Stan-

dard: Providing Efficient Human 

and Machine Visual Data Con-

sumption,” from IEEE MultiMedia, 

present an image coding tool that 

can facilitate more efficient trans-

mission and storage. 

While automation can replace 

many mundane tasks, human 

oversight is still essential. “Auto-

mation Doesn’t Work the Way We 

Think It Does,” from IEEE Soft-

ware, argues that human employ-

ees must be trained in coordina-

tion with automated systems to 

ensure that those systems func-

tion effectively. IEEE Software arti-

cle, “Automating a Massive Open 

Online Course’s Production,” dem-

onstrates how to automate an 

online course with tools and tech-

niques that can be applied to other 

types of projects. 

There has been a lot of debate 

over the relationship between 

CPSs and the IoT. In “The 12 Fla-

vors of Cyberphysical Systems,” 

from Computer, the authors 

define CPSs and contrast CPS and 

IoT technologies. Computer arti-

cle “Should Cyberphysical Sys-

tems and the Internet of Things 

Get Married?” includes a round-

table discussion on distinguish-

ing CPSs and the IoT and their key 

research areas. 

With the increasing influence 

of AI tools comes the increasing 

need to consider ethics in both 

the process and products of soft-

ware engineering. “Ethics: Why 

Software Engineers Can’t Afford 

to Look Away,” from IEEE Software, 

explains why ethics-based dis-

cussions should be crucial to the 

software engineering profession. 

The author of the IT Professional 

article “What If Ethics Got in the 

Way of Generative AI?” questions 

whether generative AI is accessi-

ble, equitable, and fair. 
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EDITOR: Hsiao-Ying Lin, IEEE Member, hsiaoying.lin@gmail.com

ARTIFICIAL INTELLIGENCE/MACHINE LEARNING

What’s in an AI’s Mind’s Eye?  
We Must Know
Moshe Sipper , Ben-Gurion University of the Negev

Raz Lapid , Ben-Gurion University of the Negev and DeepKeep

We discuss explainability and understandability in artificial intelligence (AI) and offer 
an experiment and a discussion of responses, challenges, and obstacles. The pursuit 
of AI explainability and understandability is crucial and ignored at our peril.

One of the major challenges of modern-day 
artificial intelligence (AI) is the striving to 
understand the “mind” of an AI (in particular, 

deep networks), that is, to comprehend how such 
networks “think” (some would argue the quotation 
marks are superfluous).

AI EXPLAINABILITY IS HARD,  
YET CRUCIAL

We humans often ask “why”; we need explanations. 
This is not just some abstract desire. It is part of our 
makeup, part of our evolutionary ancestry whose 
survival depended on modeling and understanding the 
world. Thus, it is natural that we seek explanations from 
AIs. Why did the AI reject a college application? Why did 
the AI classify the image as an elephant? What are the 
reasons? Are they sound? Or do they evidence bias or 
some other form of erroneous thinking? Why did the AI 
recommend a certain medical procedure? Indeed, in 
the medical domain, explainability is legally required.

An entire subfield of explainable AI (XAI) has arisen 
in recent years,1 focusing on finding explanations for 
the reasoning of deep networks. However, we find 
that usually, such explanations are “shallow” in some 
sense, when compared with deeper explanations 
that humans offer upon being questioned about their 
thoughts and reasoning.

A typical example of XAI in images involves a 
so-called “explanation map,” which shows the pixels 

most responsible for producing a network’s output, 
for example, classification of a bird in a nature image 
[Figure 1(a)]. Essentially, these are the pixels that had 
the most influence on the network’s predictions.2 
While such commonly used explanation maps offer 
insight into a network’s workings, we think the 
explanations are shallow and local, being, as they 
were, about low-level pixels and not about high-level 
concepts, such as “This is a bird because of its beak 
and feathers.” XAI is used not only to explain images 
but also for other forms of data: tabular, time series, 
linguistic, and more. Yet from what we have seen, there 
is always some sense of not being quite up to par with 
human explanations.

There have been interesting attempts to go beyond 
shallow explanations. For example, Feather et al.3 
focused on metamers, “stimuli that produce the same 
responses at some stage of a network’s representa-
tion,” showing that metamers from early network lay-
ers were recognizable to human observers, but those 
from deeper layers were not.

A recent work introduced the idea of a “probe,” 
a neural network that is simpler than the one under 
study, trained to decode the original network’s internal 
activations.4 While undoubtedly a step forward, this 
still does not quite provide a full-blown, humanlike 
explanation. Very recently, thanks to advances in mul-
timodal AI,5 new XAI approaches have begun deliv-
ering conceptual explanation capabilities. Another 
recent approach used a large language model (GPT-4) 
to explain neurons in another large language model 
(GPT-2XL), focusing on what they termed the “explana-
tion score”: a measure of a language model’s ability to 

Digital Object Identifier 10.1109/MC.2024.3356820 

Date of current version: 26 June 2024

This article originally  
appeared in 

 

vol. 57, no. 7, 2024
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FIGURE 1. Understanding AI thinking. (a) An image with a sample explanation map. (b) A sample output panel. Each row shows 

1 + 1 + 5 images: the original, the original again, and the five most similar to the original. (c) An example of an interesting error.
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compress and reconstruct neuron activations using 
natural language.6 Schwettmann et al.7 introduced 
Function Interpretation and Description, a bench-
mark suite for evaluating the building blocks of auto-
mated interpretability methods. These approaches 
are resource intensive since they rely on large, deep 
networks.

EXPLANATION AT EYE LEVEL: AN 
APPLIED GEDANKENEXPERIMENT

We wish herein to advocate a higher level of 
explanation modeling and understanding. Toward 
this end we designed and performed a simple yet 
thought-provoking setup focusing on faces in the 
CelebA dataset. We deployed the DeepFace software 
package, which includes both facial recognition and 
facial attribute analysis.8 The package offers several 
models, trained independently and on different 
datasets. For facial recognition we chose three of 
the available models: Google FaceNet, OpenFace, 
and ArcFace. For facial attribute analysis, DeepFace 
offers four models: gender, age, facial expression, 
and ethnicity.

Crucially, we now have access to completely 
different models, trained on different datasets, 
performing different tasks. We then perform the 
following steps:

	› Select a random image from CelebA; designate 
it the “original.”

	› Call DeepFace.find with the original image 
and the entire CelebA dataset. This function 
finds the most-similar images to the original by 
generating latent representations (embeddings) 
of all dataset images and then comparing 
those with the embedding of the original image 
through the cosine-similarity measure.

	› The most-similar image should be the same 
as the original. For the next five most similar 
images, call DeepFace.analyze, a function that 
deploys the four models that asses gender, age, 
expression, and ethnicity.

This simple procedure is repeated to produce 
multiple outputs. Note that find (facial recognition) 
and analyze (facial attributes) use different models, as 
explained above. (The code is available online.9)

Figure 1(b) shows a sample output panel. There 
are three rows, per three facial recognition models. 
For each model we considered the six most similar 
images. The most similar is the original, followed by 
five additional images to the right. Independently of 
face recognition, now come the attribute models and 
analyze the images. The analysis results are given 
below each image, showing the outputs produced 
by the gender model, the age model, the expression 
model, and the ethnicity model.

As we’ve emphasized above, there are several 
independent models at work here. Face recognition is 
done separately from face analysis, and within each of 
these two categories the models are different.

Observing the sample panel of Figure 1(b), we note 
that the analyses of similar images tend to agree to 
some extent or another. Indeed, to gather statistics 
we ran 1,000 random images, which amounted to 
15,000 images (1,000 × 3 models × 5 images). For 
each image we then asked whether the analyzed 
attributes agreed with those of the original (for three 
attributes this is a simple true/false assessment; for 
age, we defined “agreement” as being within three 
years either way). The results were as follows: age, 
59% agreement with original; emotion, 49%; gender, 
88%; and ethnicity, 68%.

We find it interesting that when one model 
outputs images it considers similar, a completely 
different model tends to view high-level concepts 
(and human at that), gender, age, emotion, and 
ethnicity, similarly.

Another intriguing phenomenon we observed 
is that now and again, similar images found by the 
recognition models caused the analysis models (again, 
independently) to make similar mistakes. This is 
demonstrated in Figure 1(c): the analysis models seem 
to have misjudged the original image with respect to 
gender and age. We then obtain similar images through 
the recognition model. They do not look quite similar 
(like humans, AI is not perfect), yet curiously, when you 
hand them over to the analysis models, gender and age 
coincide with the original mistakes.

RESPONSES, CHALLENGES,  
AND OBSTACLES

In response to the fundamental challenge of 
insufficient to no explainability in most contemporary 



www.computer.org/computingedge� 11

ARTIFICIAL INTELLIGENCE/MACHINE LEARNING

AI solutions, the literature presents several strategic 
avenues. Each approach comes with pros and cons.

Interpretable models, such as decision trees 
and linear models, inherently offer transparency in 
the decision-making process. This transparency, 
however, comes at the expense of a tradeoff between 
interpretability and predictive accuracy: the more 
interpretable the model, the simpler it needs to be, 
and thus, its predictive accuracy declines. That said, 
for some tasks, these oft-overlooked models are the 
perfect choice.

Rule-based systems define decision rules explicitly, 
thus offering inherent transparency. However, manual 
crafting of rules may be impractical for complex tasks, 
and automated rule generation encounters challenges 
in capturing subtle decision boundaries.

Explainability techniques for black-box models, 
such as local interpretable model-agnostic expla-
nations (LIMEs), provide locally good explanations 
for complex, black-box models. However, global 
interpretability is not guaranteed at all, and fidelity 
with respect to the overall model behavior may be 
compromised.

Visualizations, such as saliency maps, offer intui-
tive insights into model decisions. Challenges lie in 
designing effective visualizations, and interpretation 
by humans may greatly vary, potentially leading to mis-
conceptions. Further, it has been shown that it is pos-
sible to manipulate these maps, so-called adversarial 
attacks.2

The pursuit of XAI is often driven by the desire 
to enhance trust and understanding in AI systems. 
However, while XAI holds the potential to address 
these concerns, it is important to recognize possible 
unforeseen challenges and unintended consequences. 
We think there are (at least) four key obstacles that 
warrant careful consideration:

The tradeoff between accuracy and interpretability 
is always an intricate balancing act. A more accurate 
model will usually tend to be less interpretable and 
vice versa.

Security concerns are an issue. Explanations 
generated by XAI systems can be powerful tools for 
understanding and communicating AI decisions. 
However, they also carry the risk of being misused 
or misinterpreted. For example, explanations could 
be used to manipulate users by framing decisions in 

a biased or misleading way or to justify biased deci-
sions by providing a veneer of objectivity. Additionally, 
users may oversimplify or misinterpret explanations, 
leading to inaccurate or incomplete understanding of 
AI decisions.

Regarding fairness and robustness, XAI explana-
tions should not only provide insights into AI decisions 
but also be fair and robust to potential biases. This 
means that explanations should not perpetuate or 
reinforce existing biases in the data or the model itself. 
Moreover, explanations should be robust to adversar-
ial attacks or attempts to manipulate them to achieve 
specific outcomes. Ensuring fairness and robustness 
in XAI is particularly crucial in sensitive applications 
where AI decisions have significant impacts on indi-
viduals or groups (for example, the medical domain).

An illusion of understanding can exist. XAI can 
provide valuable insights into the inner workings of AI 
models, but it is important to avoid creating an illusion 
of complete understanding. AI models, especially 
complex ones, often involve intricate relationships 
among features, nonlinear dependencies, and 
stochastic processes. While XAI can help unravel some 
of these complexities, it is essential to recognize that 
explanations may not capture the full extent of the 
model’s behavior. Overreliance on XAI explanations 
without critical evaluation could hinder a deeper 
understanding of AI systems and their limitations.

...AND WHAT IS EXPLAINABILITY?
The point at which we shall be content with an 
explanation is unclear. Is “because it has feathers” 
enough? Why does the network output this 
explanation? Can it dig further to produce, for 
example, “because most birds have feathers”? Is 
that a sufficient explanation? Here we seem to be 
delving into the philosophical nature of explanations, 
but we may have to, given the rise of AI. As recently 
noted by Prince10: “There is also an ongoing debate 
about what it means for a system to be explainable, 
understandable, or interpretable… there is currently 
no concrete definition of these concepts.”

We believe the pursuit of AI explainability and 
understandability is crucial, to be ignored at 

our peril. Perhaps task completion and its explana-
tion should be fully integrated, as recently shown by 
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Sipper.11 Deep learning pioneer Geoffrey Hinton said 
in a recent interview (CBS News, 8 October 2023), 
“What we did was we designed the learning algorithm. 
That’s a bit like designing the principle of evolution. 
But when this learning algorithm then interacts with 
data, it produces complicated neural networks that 
are good at doing things. But we don’t really under-
stand exactly how they do those things.” 
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Formore than 30 years, the Joint Photographic Experts Group (JPEG) committee developedmany success-

ful and widely adopted image coding standards. JPEG AI is one of its most recent high-potential standardi-

zation activities, which has been initiated in order to cope with the dramatic increase in image creation and

utilization. Due to the significant breakthroughs in the Artificial Intelligence (AI) field, and specifically in the

field of deep neural networks, the learning-based image coding has already shown impressive compression

gains over traditional approaches. As a result, the JPEGAIwill provide a framework for the efficient distribu-

tion and consumption of images, especially when images are consumed by machines, further targeting to

reduce the bandwidth and storage requirements by around 50% for the same visual presentation quality.

The Joint Photographic Experts Group (JPEG) AI learning-based image coding

system is an ongoing joint standardization effort between International

Organization for Standardization (ISO), International Electrotechnical Commission

(IEC), and International Telecommunication Union - Telecommunication Sector

(ITU-T) for the development of the first image coding standard based on machine

learning (a subset of artificial intelligence), offering a single stream, compact

compressed domain representation, targeting both human visualization and

machine consumption. The main motivation for this upcoming standard is the

excellent performance of tools based on deep neural networks, in image coding,

computer vision, and image processing tasks. The JPEG AI aims to develop an

image coding standard addressing the needs of a wide range of applications such

as cloud storage, visual surveillance, autonomous vehicles and devices, image

collection storage and management, live monitoring of visual data, and media

distribution. This article presents and discusses the rationale behind the JPEG AI

vision, notably how this new standardization initiative aims to shape the future of
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image coding, through relevant application-driven use cases. The JPEG AI
requirements, the JPEG AI history, and current status are also presented, offering a
glimpse of the development of the first learning-based image coding standard.

Nowadays, image coding is an essential tech-
nology in our society, used billions of times
per day, by a very large percentage of the

world’s population. This includes not only personal pic-
tures, many widely distributed on social networks, but
also professional applications and services, such as in
stock photography and video streaming (e.g., movie
covers). The majority of personal photos are acquired
with mobile devices, where images frequently occupy
a large amount of storage, often becoming the main
motivation to buy a new device. In this context, to
drastically reduce image storage size, HEVC/H.2651

was adopted in several smartphones (e.g., Apple
iPhone) as the default image coding engine, but it is
still not enough to meet the growing demand for
image storage. More recently, VVC/H.2662 has
achieved significant improvement on compression
efficiency over HEVC/H.265 for video (40%-50%), but
shows moderate improvement (15%-20%) for still
images. Moreover, image resolution and target quality
have been increasing and thus the uncompressed size
of images is also increasing, critically asking for effi-
cient image coding solutions to further facilitate trans-
mission and storage. In this context, there is a need for
a new image coding standard, where compliant solu-
tions are able to achieve significantly higher compres-
sion efficiency and thus large rate savings.

Other applications, such as visual surveillance sys-
tems are also very popular nowadays, where multiple
cameras often capture, analyze, and store images,
especially when events of interest occur. This explo-
sive creation and availability of imaging data requires
the use of mining and analysis technologies (machines
that process visual data), which can be more effective
if performed in the compressed domain. Therefore, an
efficient compressed domain representation should
be pursued not only for visualization by humans but
also for effective machine visual data consumption.

The main objective of this article is to present
the motivation, vision, applications, and current sta-
tus of the Joint Photographic Experts Group (JPEG)
AI standard, with a special focus on the JPEG AI
use cases and requirements, the JPEG AI history
and the technology adopted so far. The article is
organized as follows. The “Scope” section describes
the JPEG AI scope while the “JPEG AI Vision and
Framework” section describes the JPEG AI

framework. The “JPEG AI Key Tasks” and “JPEG AI
Use Cases” sections describe key tasks and use
cases, which can clearly benefit from the JPEG AI
vision and the “JPEG AI Requirements” section
reviews the JPEG AI requirements. The history and
current status of the JPEG AI standardization
effort, namely the technologies adopted until now,
are described in the “JPEG AI History and Current
Status” section and finally concluding remarks are
presented in the “Final Remarks” section.

SCOPE
Recently, machine learning algorithms, such as deep
neural networks (DNNs), have attracted a lot of atten-
tion and have become a popular area of research and
development. This popularity is driven by several fac-
tors, such as recent advances in processing power,
the availability of large datasets and powerful and effi-
cient techniques, from convolutional layers to atten-
tion-based models. Nowadays, DNNs are the state-of-
the-art for several computer vision tasks, such as
those requiring high-level image understanding, e.g.,
image classification, semantic segmentation, and face
recognition, but also in low-level image processing
tasks, such as image denoising, super-resolution,
enhancement, and inpainting among others. These
advances have led to an increased interest in leverag-
ing DNNs and other machine learning techniques for
image coding to also obtain improvements, especially
in compression efficiency, which is currently a very
hot research topic. But more importantly, since in
many state-of-the-art computer vision and processing
tasks compact representations of the input are used,
it may be possible to create for the first time a com-
pressed representation using learning-based image
coding that is considered efficient for both human
and machine visual consumption. The creation of this
common “language” is the main motivation behind the
JPEG AI standard.

In the aforementioned context, the scope of the
JPEG AI standardization3 is the creation of a learning-
based image coding standard offering a single-
stream, compact compressed domain representation,
targeting both human visualization, with significant
compression efficiency improvement over image cod-
ing standards in common use at equivalent subjective
quality, and effective performance for image
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processing and computer vision tasks, with the goal of
supporting a royalty-free baseline.

In summary, the JPEG AI is the most recent mem-
ber of the JPEG family of image coding standards well
suited to have an important role in the multimedia
landscape, by offering an efficient way for human and
machine consumption, which was never considered in
past JPEG (and other) coding standards.

JPEG AI VISION AND FRAMEWORK
Learning-based image coding solutions in the literature
have already shown substantially higher compression
efficiency when compared to existing conventional
coding solutions; in particular, when compared to
JPEG, JPEG 2000, HEVC Intra, and VVC Intra, better
perceptual quality can be obtained measured both
using objective quality metrics and subjective assess-
mentmethodologies.4,5,6

Besides their high compression efficiency, learning-
based image coding solutionsmay be adaptedwith little
extra effort to image processing and computer vision
taskswithout the need for full decoding, i.e., without per-
forming image reconstruction. This contrasts with clas-
sical image coding that, when used in combination with
image processing and computer vision techniques,
often need to perform full decoding of the compressed
bitstream to obtain a pixel-based representation.

Figure 1 shows the high-level JPEG AI framework,
highlighting the three key pipelines. In the JPEG AI
framework, the input image is processed with a trans-
form, which aims to decorrelate the input image

information typically using convolutional layers of a
neural network, each one followed by nonlinear activa-
tion layers; each convolutional layer consists of learn-
able filters where some of them also perform spatial
downsampling. This is followed by quantization or
some simple rounding operation. At this stage, the so-
called latent representation (or latent code) is
obtained, which can be understood as a compact
representation of the input image. The statistical
redundancy present in the latent representation can
be exploited by the entropy coding engine to produce
the final bitstream to be transmitted or stored.

In the JPEG AI learning-based image coding frame-
work, the bitstream produced by the encoder may be
processed for human visualization by performing
entropy decoding and standard reconstruction, thus
producing a decoded image that aims to represent
the original image with high perceptual quality and
fidelity. In this case, the operations performed are the
inverse of the encoder, which means entropy decod-
ing to obtain the latent representation followed by
several convolutional layers to perform spatial upsam-
pling, thus, compensating the downsampling per-
formed on the encoder side.

However, as shown in Figure 1, for many applica-
tions where machines consume visual data, standard
reconstruction may be skipped since the latent repre-
sentation produced by the encoder contains the
essential information, i.e., features obtained from the
original image. Therefore, the two additional JPEG AI
pipelines (besides the standard reconstruction pipe-
line) use the same bitstream (produced by the

FIGURE 1. JPEG AI learning-based image coding framework.
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encoder) to perform image processing and computer
vision tasks at the decoder side. These tasks are per-
formed on the latent representation (obtained after
entropy decoding), directly extracted from the original
image and not from the (lossy) decoded image. This
intrinsically feature-rich latent representation can be
used in two main ways, in addition to the standard
reconstruction: 1) to perform an image processing
task, such as targeting the enhancement of the image,
for example, with increased resolution, contrast, etc.,
and 2) to perform a computer vision task where high-
level semantic information is extracted, e.g., to gener-
ate labels, regions, etc. Typically, these two pipelines
are implemented also with convolutional layers and
follow an architecture, which is specific to the task
being addressed. The key JPEG AI advantage is the
creation of a latent (compact) representation, not only
for image reconstruction but also for machine con-
sumption tasks such as image classification and
semantic segmentation, providing a multitask (or mul-
tipurpose) solution with low complexity and thus

lower energy consumption when compared to full
image decoding followed by learning-based enhance-
ment or analysis.

JPEG AI KEY TASKS
Following the JPEG AI scope, the compressed stream
will have a triple-purpose, offering compelling advan-
tages for applications where an image processing task
aims to enhance the image or where semantic (or
higher level) information needs to be extracted from
large amounts of visual data. The impact can be signifi-
cant since these tasks can be performed with lower
complexity by using as input the compressed domain
representation instead of the original or decoded
images (requiring lower computational resources). In
some cases, higher performance (e.g., accuracy) can
be achieved since features extracted from the original,
instead of the lossy decoded images, are used. Table 1
lists some relevant image processing and computer
vision tasks that can benefit from JPEG AI and Figure 2
shows examples obtained from popular image process-
ing and computer vision datasets.

Tomeet the JPEGAI scope and offer a single-stream
compact-domain representation that is useful for multi-
ple purposes, the encodermust create a bitstream inde-
pendent of the task, i.e., the latent representation
(obtained after entropy decoding) must allow efficient
processing by a compressed domain decoder (including
a standard reconstruction decoder). In this context, the
term decoder refers to not only the process of translat-
ing the bitstream to pixel data but also includes other
modalities, e.g., image to textual labels.

The JPEG AI has defined three representative key
tasks besides standard reconstruction for which com-
pressed domain decoder solutions will be developed,
one representative of the computer vision tasks and
two representatives of the image processing tasks:
1) compressed domain image classification; 2) com-
pressed domain super-resolution; and 3) compressed
domain denoising. It is expected that more compressed
domain decoders will be developed in the future.

A compressed domain image classifier receives as
input a quantized latent representation and should
achieve competitive image classification accuracy com-
pared to standard reconstruction followed by image clas-
sification, especially at lower rates, but also at lower
complexity. A compressed domain super-resolution
decoder should produce a higher resolution image and,
thus, lower the computational cost of upscaling the image
obtained by standard reconstruction. In this context,
bandwidth and storage costs can be reduced for local and
cloud-based visual systems since the original image to be

TABLE 1. List of JPEG AI key tasks.

Image processing
tasks

Computer vision tasks

Super-resolution Image retrieval and classification

Low-light
enhancement

Object detection and recognition

Color correction Semantic segmentation

Exposure
compensation

Event detection and action
recognition

Inpainting Face detection and recognition

FIGURE 2. Examples of relevant image processing and com-

puter vision tasks. (a) Image denoising. (b) Low-light enhance-

ment. (c) Semantic segmentation. (d) Face detection.
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In summary, the JPEG AI is the most recent mem-
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suited to have an important role in the multimedia
landscape, by offering an efficient way for human and
machine consumption, which was never considered in
past JPEG (and other) coding standards.

JPEG AI VISION AND FRAMEWORK
Learning-based image coding solutions in the literature
have already shown substantially higher compression
efficiency when compared to existing conventional
coding solutions; in particular, when compared to
JPEG, JPEG 2000, HEVC Intra, and VVC Intra, better
perceptual quality can be obtained measured both
using objective quality metrics and subjective assess-
mentmethodologies.4,5,6

Besides their high compression efficiency, learning-
based image coding solutionsmay be adaptedwith little
extra effort to image processing and computer vision
taskswithout the need for full decoding, i.e., without per-
forming image reconstruction. This contrasts with clas-
sical image coding that, when used in combination with
image processing and computer vision techniques,
often need to perform full decoding of the compressed
bitstream to obtain a pixel-based representation.

Figure 1 shows the high-level JPEG AI framework,
highlighting the three key pipelines. In the JPEG AI
framework, the input image is processed with a trans-
form, which aims to decorrelate the input image

information typically using convolutional layers of a
neural network, each one followed by nonlinear activa-
tion layers; each convolutional layer consists of learn-
able filters where some of them also perform spatial
downsampling. This is followed by quantization or
some simple rounding operation. At this stage, the so-
called latent representation (or latent code) is
obtained, which can be understood as a compact
representation of the input image. The statistical
redundancy present in the latent representation can
be exploited by the entropy coding engine to produce
the final bitstream to be transmitted or stored.

In the JPEG AI learning-based image coding frame-
work, the bitstream produced by the encoder may be
processed for human visualization by performing
entropy decoding and standard reconstruction, thus
producing a decoded image that aims to represent
the original image with high perceptual quality and
fidelity. In this case, the operations performed are the
inverse of the encoder, which means entropy decod-
ing to obtain the latent representation followed by
several convolutional layers to perform spatial upsam-
pling, thus, compensating the downsampling per-
formed on the encoder side.

However, as shown in Figure 1, for many applica-
tions where machines consume visual data, standard
reconstruction may be skipped since the latent repre-
sentation produced by the encoder contains the
essential information, i.e., features obtained from the
original image. Therefore, the two additional JPEG AI
pipelines (besides the standard reconstruction pipe-
line) use the same bitstream (produced by the

FIGURE 1. JPEG AI learning-based image coding framework.
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encoded has lower spatial resolution. Finally, a com-
pressed-domain image denoiser aims at performing pixel-
wise reconstruction while simultaneously removing the
noise, i.e., filtering out the noise of the latent representa-
tion toobtain a clean image. Again, the target is to achieve
lower computational complexity and, potentially, improve
the performance of the pipeline when compared to stan-
dard reconstruction and denoising in cascade.

JPEG AI USE CASES
This section describes the use cases considered more
relevant for the JPEG AI standardization defined by
relevant academia and industry experts, where the
JPEG AI vision may bring clear benefits.

Cloud Storage
Due to the popularity of online storage services, an
ever increasing number of images are stored in the
cloud, often, billions of photos are stored in a cloud ser-
vice, requiring a considerable amount of resources,
notably storage space, bandwidth, and energy. There-
fore, an efficient image coding solution for cloud stor-
age would be important to minimize costs since even
marginal savings may have a significant overall impact.
Higher compression efficiency would allow for reduced
storage space and latency, thus leading to the distribu-
tion of high-quality images at a fraction of the cost and
with improved quality of experience (e.g., low latency).

Visual Surveillance
Visual surveillance systems are widely deployed to
perform video monitoring with several objectives,
such as anomaly detection, detection of suspicious
activity, provision of forensic evidence, and intelligent
control. Often, many cameras generate huge amounts
of visual data that need to be processed, compressed,
analyzed, and stored. Intelligent surveillance systems
are used to record relevant events not just as video
but also as very high-resolution images. Considering
the amount of data, visual surveillance systems
require efficient compression, content understanding,
and in some cases image enhancement. Image proc-
essing or computer vision tasks are frequently
employed to allow efficient navigation by searching,
abnormal activity detection, object detection, crowd
behavior analysis, and recognition of faces and events.

Autonomous Vehicles and Devices
Self-driving cars, drones, and other autonomous devices
generate a vast amount of visual data thatmust be ana-
lyzed and sometimes stored.Moreover, images acquired
from autonomous vehicles and devices may need to be

processed offline and, thus, efficiently transmitted and/
or stored. For example, drones carry cameras that are
programmed to capture high-resolution aerial imagery,
which can be difficult to transmit over resource-con-
strained connections and thus require efficient image
coding solutions. The storage and transmission of
images representing key events allow very useful appli-
cations, such as traffic monitoring, accident investiga-
tion, etc. This use case often involves several computer
vision tasks, such as object detection, semantic seg-
mentation, and event recognition, which could benefit
from compressed domain processing.

Image Collection Storage and
Management
Due to the popularity of smartphones and other con-
sumer devices, every person has a digital camera that is
used to acquire and store images of relevant events.
This large collection of images is often backed up on
onlineweb storage to avoid their loss in the event of fail-
ure or even theft. Moreover, since these images usually
have very high resolution, they require a significant
amount of storage space, and images have to be orga-
nized conveniently, to facilitate their search and con-
sumption. In this use case, image classification, object
detection, and action recognition can be applied in the
compressed domain to facilitate the management and
organization of an image collection.

Live Monitoring of Visual Data
Live streaming of visual data has significantly
increased, from professional services such as online
lectures, videoconferences, and webcasts but also
entertainment services, such as video game live
streaming and, short-form personal videos (i.e., snack
culture). Often, such visual data have to be analyzed
to detect inappropriate content (as it is often done in
social media networks) that may violate policies, but
also to provide additional information such as labeling
of faces, emotions, gestures, etc. Also, computer
vision tasks could be applied to perform intelligent
review, rating, and distribution of this type of content.

Media Distribution
Billions of user-generated images are captured and
transmitted over the Internet daily. These images are
often uploaded and transcoded into multiple quality
versions and formats, then stored on worldwide serv-
ers for distribution. In such a scenario, more efficient
image compression solutions allow lowering storage,
transmission cost, and latency, which is especially rel-
evant to users with low-bandwidth connections.
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Progressive decoding may also be desirable, which
allows for useful lower-quality previews while the
image is still being received. In addition, lower resolu-
tion representations could be obtained for devices
that support a lower resolution, without requiring the
resources needed for the high-resolution version.

JPEG AI REQUIREMENTS
This section reviews the requirements that should be
met by the standard so that it can be employed for
the aforementioned use cases. Requirements are split
betweenmandatory requirements, which are essential
and desirable requirements which are only desirable,
but might actually enlarge the target application sce-
narios. Naturally, it is assumed that the technology to
be standardized will at least support the coding of
images with a wide range of spatial resolutions (from
128 � 128 to 8K).

The JPEG AI mandatory requirements3 are shown
in Figure 3 and described in the following paragraphs
along with a short motivation. JPEG AI standard-com-
pliant image coding solutions must:

High standard reconstruction compression effi-
ciency: offer significant compression efficiency improve-
ment over image coding standards in common use at
equivalent subjective quality. Following this requirement,
VVC Intra, HEVC Intra, JPEG 2000 and JPEGwere defined
as the JPEGAI anchors.7

Effective compressed domain image processing and
computer vision processing: provide clear benefits in

terms of performance (e.g., accuracy for specific target
rate) and complexity, especially with respect to full
decoding followed by image enhancement or analysis.

High fidelity for decoded images: be able to obtain
reconstructed images with high fidelity as measured
by full reference objective quality metrics and double
stimulus subjective assessment protocols. Thus, fidel-
ity should be preserved as much as possible, minimiz-
ing any distortion that modifies the visual content in
unwanted ways, e.g., generating textures without con-
sidering the corresponding original texture. To verify
this requirement, the JPEG AI Common Training and
Test Conditions (CTTC)7 defines seven full-reference
objective quality metrics based on the study of4: Multi-
Scale Structural Similarity Index Measure (MS-SSIM),
Information Content Weighted Structural Similarity
Measure (IW-SSIM), Video Multimethod Assessment
Fusion (VMAF), Visual Information Fidelity in Pixel
Domain (VIFP), Peak Signal-to-Noise Ratio–Human
Visual System–Masked (PSNR-HVS-M), Normalized
Laplacian PyramidDecomposition (NLPD), and Feature
Similarity Index Measure (FSIM). The Double Stimulus
Continuous Quality Scale (DSCQS)8 subjective assess-
ment methodology has been adopted, where both ref-
erence and impaired stimuli are shown side by side in
randomized order and both independently assessed by
the subjects. Figure 4 shows the graphical user inter-
face for a subjective assessment test using the DSCQS
methodology.

Device reproducibility: provide a similar decoded
image independently of the hardware type (such as
Graphics Processing Unit (GPU) or Central Processing
Unit (CPU) used for encoding or decoding and the spe-
cific hardware architecture (e.g., different GPU brands
or models). Reproducibility problems may occur due
to floating-point rounding errors generated by differ-
ent orders in the sequence of arithmetic operations
(which can be more sequential or parallel) and may be
very severe during the entropy decoding step. Natu-
rally, the JPEG AI standard must include tools or
mechanisms that minimize reproducibility errors.
More precisely, the performance difference between
obtained in different platforms should not be greater
than around 0.5% of the BD-rate.

Hardware platform agnostic: be implementable in
a wide range of hardware platforms, from CPU to
GPUs of different brands and even neural compute
engines. This means that the JPEG AI standard should
be agnostic to the characteristics of specific CPU and
GPU architectures.

Hardware/software implementation-friendly: enable
encoders and decoders, which exploit parallelism and
keep the memory, computational power, and energy

FIGURE 3. JPEG AI mandatory and desirable requirements.
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encoded has lower spatial resolution. Finally, a com-
pressed-domain image denoiser aims at performing pixel-
wise reconstruction while simultaneously removing the
noise, i.e., filtering out the noise of the latent representa-
tion toobtain a clean image. Again, the target is to achieve
lower computational complexity and, potentially, improve
the performance of the pipeline when compared to stan-
dard reconstruction and denoising in cascade.

JPEG AI USE CASES
This section describes the use cases considered more
relevant for the JPEG AI standardization defined by
relevant academia and industry experts, where the
JPEG AI vision may bring clear benefits.

Cloud Storage
Due to the popularity of online storage services, an
ever increasing number of images are stored in the
cloud, often, billions of photos are stored in a cloud ser-
vice, requiring a considerable amount of resources,
notably storage space, bandwidth, and energy. There-
fore, an efficient image coding solution for cloud stor-
age would be important to minimize costs since even
marginal savings may have a significant overall impact.
Higher compression efficiency would allow for reduced
storage space and latency, thus leading to the distribu-
tion of high-quality images at a fraction of the cost and
with improved quality of experience (e.g., low latency).

Visual Surveillance
Visual surveillance systems are widely deployed to
perform video monitoring with several objectives,
such as anomaly detection, detection of suspicious
activity, provision of forensic evidence, and intelligent
control. Often, many cameras generate huge amounts
of visual data that need to be processed, compressed,
analyzed, and stored. Intelligent surveillance systems
are used to record relevant events not just as video
but also as very high-resolution images. Considering
the amount of data, visual surveillance systems
require efficient compression, content understanding,
and in some cases image enhancement. Image proc-
essing or computer vision tasks are frequently
employed to allow efficient navigation by searching,
abnormal activity detection, object detection, crowd
behavior analysis, and recognition of faces and events.

Autonomous Vehicles and Devices
Self-driving cars, drones, and other autonomous devices
generate a vast amount of visual data thatmust be ana-
lyzed and sometimes stored.Moreover, images acquired
from autonomous vehicles and devices may need to be

processed offline and, thus, efficiently transmitted and/
or stored. For example, drones carry cameras that are
programmed to capture high-resolution aerial imagery,
which can be difficult to transmit over resource-con-
strained connections and thus require efficient image
coding solutions. The storage and transmission of
images representing key events allow very useful appli-
cations, such as traffic monitoring, accident investiga-
tion, etc. This use case often involves several computer
vision tasks, such as object detection, semantic seg-
mentation, and event recognition, which could benefit
from compressed domain processing.

Image Collection Storage and
Management
Due to the popularity of smartphones and other con-
sumer devices, every person has a digital camera that is
used to acquire and store images of relevant events.
This large collection of images is often backed up on
onlineweb storage to avoid their loss in the event of fail-
ure or even theft. Moreover, since these images usually
have very high resolution, they require a significant
amount of storage space, and images have to be orga-
nized conveniently, to facilitate their search and con-
sumption. In this use case, image classification, object
detection, and action recognition can be applied in the
compressed domain to facilitate the management and
organization of an image collection.

Live Monitoring of Visual Data
Live streaming of visual data has significantly
increased, from professional services such as online
lectures, videoconferences, and webcasts but also
entertainment services, such as video game live
streaming and, short-form personal videos (i.e., snack
culture). Often, such visual data have to be analyzed
to detect inappropriate content (as it is often done in
social media networks) that may violate policies, but
also to provide additional information such as labeling
of faces, emotions, gestures, etc. Also, computer
vision tasks could be applied to perform intelligent
review, rating, and distribution of this type of content.

Media Distribution
Billions of user-generated images are captured and
transmitted over the Internet daily. These images are
often uploaded and transcoded into multiple quality
versions and formats, then stored on worldwide serv-
ers for distribution. In such a scenario, more efficient
image compression solutions allow lowering storage,
transmission cost, and latency, which is especially rel-
evant to users with low-bandwidth connections.
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consumption to aminimum, exploiting the availability of
operations already defined in libraries or hardware, such
as convolution layers.

Support for 8- and 10-bit depth: be able to process
popular image representation formats that support 8
and 10 bit depth precision.

Screen and synthetic content coding: efficiently
code images with text and graphics, 3-D rendered
images, illustrations, etc., and not only natural con-
tent, such as photographs and aerial/satellite images.

Progressive decoding: support progressive decod-
ing, thus allowing a preview with lower quality or reso-
lution and hence image transmission with low latency
on low bandwidth connections.

The JPEGAI desirable requirements3 are also shown
in Figure 3 and described next (highlighted in italic).

Low complexity profile is nowadays considered
very important for the adoption of the JPEG AI stan-
dard, especially to support resource-constrained hard-
ware, such as smartphones.

The emergence of high dynamic range images,
with higher bit depth and/or high dynamic range have
attracted considerable attention, especially consider-
ing emerging capture and display devices and thus
high-bit depth coding is considered as desirable.

Region of interest image coding is also a technol-
ogy that allows to decode and visualize specific
regions of an image without decoding others (or with
lower resolution); this requirement is typically fulfilled
by defining coding units (or tiles) that can be encoded

and decoded independently. This is particularly useful
for very high resolution images.

For some types of content (such as illustrations),
not only RGB data are available but also an alpha
channel that defines the transparency of texture. This
channel needs to be transmitted to the decoder and,
thus, efficient lossless alpha channel/transparency
coding is needed.

Nowadays, an image coding algorithm such as JPEG
may also be used to compress short video sequences
(often called Motion JPEG) and is actually exploited in
many applications (from webcams to short clip con-
sumption). Therefore, the JPEG AI image coding stan-
dard should support animated image sequence coding,
which is often performed by including relevant headers
to convey order and/or timing information of each inde-
pendently coded frame.

With wide color gamut display devices becoming
available to consumers, it is desirable to support color
profiles often used by such displays, such as Adobe RGB,
Pro Photo RGB, and DCI-P3; such profiles are capable of
representing a wider range of colors than sRGB. Natu-
rally, the image coding pipeline to be defined by JPEG AI
should be able to maintain a high perceptual color accu-
racy in the presence of such data.

Not all content is available in the sRGB color repre-
sentation and, thus, it may be necessary to perform
color conversion before coding and include relevant
color profile information as metadata, thus supporting
multiple color representations.

FIGURE 4. Graphical user interface for subjective assessment.
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Thumbnail image coding can be a quick way to
have a glimpse of the image content and is often used
in many applications, such as personal photo manage-
ment and, thus, is also included as a desirable require-
ment for the JPEG AI standard.

JPEG AI HISTORY AND CURRENT
STATUS

The JPEG AI standardization has already reached an
important milestone since the collaborative phase of
this effort has been initiated. The work started during
the 82nd JPEG meeting in January 2019 and many stud-
ies were performed to gather data, tools, and knowledge
in the design and assessment of learning-based image
coding, followed by discussions among experts. More
recently, in 2022, several advances were attained, which
are described in the next sections.

Submission of Proposals
Following the JPEG AI joint International Organization
for Standardization (ISO)/International Electrotechnical
Commission (IEC)/International Telecommunication
Union - Telecommunication sector (ITU-T) Call for Pro-
posals (CfP) issued at the conclusion of the 94th JPEG
meeting (January 2022),10 14 registrations were received
among which 12 submitted codecs for the standard
reconstruction task. For computer vision and image
processing tasks, several teams submitted compressed
domain processors, notably six for image classification.
After submissions of decoders, no model retraining was
allowed for the following steps.

The JPEG AI CfP test set was then created and the
JPEG AI anchors were generated for standard

reconstruction, image processing, and computer vision
tasks. Objective performance assessment was per-
formed using the decoded images of the JPEG AI
anchors and the JPEG AI hidden test set committee
(which included experts not part of any proposal team)
selected 10 images from the test set to have a varied set
of content in terms of intrinsic characteristics (colorful-
ness, spatial complexity, etc.), degradations, and quality
ranges. After, a dry run of the subjective evaluation pro-
cedure for standard reconstruction was performed for
the JPEG AI anchors with expert viewers; the results
obtainedwere reported and discussed in 95thmeeting.9

This evaluation led to additions and corrections to the
JPEGAI CTTC11 and the definition of several recommen-
dations for the evaluation of the proposals, notably, the
anchors, images, and bitrates along with a clear cross-
check evaluation procedure.

Figure 5 illustrates the final selected eight test
images (from the ten previously defined by the JPEG
AI hidden test set committee by consensus among all
participants) and used in the subjective evaluation,
with the cropping regions defined in red. The cropping
regions were defined by the JPEG AI hidden test set
committee and correspond to salient and perceptually
important regions of each image, where artifacts are
clearly visible after compression with the submitted
learning-based image coding proposals.

Evaluation of Proposals
At the 96th JPEG meeting (July 2022), 11 responses to
the CfP were presented along with the subjective,
objective, and complexity assessment as well as the
identification of device interoperability issues by cross

FIGURE 5. Selected test images and cropping regions for the JPEG AI Call for Proposals.

January-March 2023 IEEEMultiMedia 107

INDUSTRY AND STANDARDS

30mmul01-ascenso-3245919.3d (Style 7) 02-05-2023 18:41

consumption to aminimum, exploiting the availability of
operations already defined in libraries or hardware, such
as convolution layers.

Support for 8- and 10-bit depth: be able to process
popular image representation formats that support 8
and 10 bit depth precision.

Screen and synthetic content coding: efficiently
code images with text and graphics, 3-D rendered
images, illustrations, etc., and not only natural con-
tent, such as photographs and aerial/satellite images.

Progressive decoding: support progressive decod-
ing, thus allowing a preview with lower quality or reso-
lution and hence image transmission with low latency
on low bandwidth connections.

The JPEGAI desirable requirements3 are also shown
in Figure 3 and described next (highlighted in italic).

Low complexity profile is nowadays considered
very important for the adoption of the JPEG AI stan-
dard, especially to support resource-constrained hard-
ware, such as smartphones.

The emergence of high dynamic range images,
with higher bit depth and/or high dynamic range have
attracted considerable attention, especially consider-
ing emerging capture and display devices and thus
high-bit depth coding is considered as desirable.

Region of interest image coding is also a technol-
ogy that allows to decode and visualize specific
regions of an image without decoding others (or with
lower resolution); this requirement is typically fulfilled
by defining coding units (or tiles) that can be encoded

and decoded independently. This is particularly useful
for very high resolution images.

For some types of content (such as illustrations),
not only RGB data are available but also an alpha
channel that defines the transparency of texture. This
channel needs to be transmitted to the decoder and,
thus, efficient lossless alpha channel/transparency
coding is needed.

Nowadays, an image coding algorithm such as JPEG
may also be used to compress short video sequences
(often called Motion JPEG) and is actually exploited in
many applications (from webcams to short clip con-
sumption). Therefore, the JPEG AI image coding stan-
dard should support animated image sequence coding,
which is often performed by including relevant headers
to convey order and/or timing information of each inde-
pendently coded frame.

With wide color gamut display devices becoming
available to consumers, it is desirable to support color
profiles often used by such displays, such as Adobe RGB,
Pro Photo RGB, and DCI-P3; such profiles are capable of
representing a wider range of colors than sRGB. Natu-
rally, the image coding pipeline to be defined by JPEG AI
should be able to maintain a high perceptual color accu-
racy in the presence of such data.

Not all content is available in the sRGB color repre-
sentation and, thus, it may be necessary to perform
color conversion before coding and include relevant
color profile information as metadata, thus supporting
multiple color representations.

FIGURE 4. Graphical user interface for subjective assessment.
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checking. The full results were reported in 96th JPEG
meeting.6 Figures 6 and 7 summarize the results for
the standard reconstruction track.

Figure 6 shows the decoding complexity, that is
measured through number of multiply accumulate
operations (kilo) per pixel (kMAC/pxl) versus the cod-
ing efficiency improvements measured through aver-
age BD-rate gains over VVC Intra (above the
horizontal axis means better than VVC Intra). The
BD-rate performance represents the average across
all JPEG AI CTTC quality metrics considering all test
images. Figure 7 shows the memory occupied for all
models needed for decoding any bitstream (at any
quality) using as unit million of parameters versus
the coding efficiency measured as aforementioned.
As shown, several contributions show significantly
higher compression efficiency when compared to
VVC Intra (the best performing conventional image
coding solution), more precisely, TEAM14 and
TEAM24 show 32.3% and 29.9% BD-rate improve-
ments. Regarding decoding complexity and memory
usage, it could be observed a wide range of values,
e.g., TEAM22 requires ~40 times less memory com-
pared to the TEAM12. Moreover, the best BD-rate
performing proposal has 3.3 higher computational
complexity compared to TEAM22, which showed the
lowest coding efficiency (similar to VVC Intra).
Among the two best performing proposals, TEAM24
shows the lowest decoding complexity while TEAM14
had much lower memory requirements.

Collaborative Phase
The collaborative phase of the JPEG AI project started
in the 96th JPEG meeting.

JPEG AI Verification Model
From the analyses and discussions of the results
obtained in the evaluation of the proposals (see “Evalu-
ation of Proposals” section), the most promising

technologies were identified from the best performing
proposals and the JPEG AI Verification Model under
Consideration (VMuC) was designed.12 The VMuC
mainly corresponds to a combination of two propo-
nents’ solutions13,14 (following the “one tool for one
functionality” principle), selected by consensus and
considering the CfP decision criteria and evaluation
conditions and procedures. The JPEG AI VMuC was
created to validate the first Verification Model (VM)
through a battery of tests. The JPEG AI VM was
approved at the 97th JPEG meeting (October 2022),
but does not address all functionalities under consider-
ation and will be improved in the future in
the collaborative process, through several Core
Experiments.

JPEG AI Current Status
The main focus so far has been the standard recon-
struction task. For this task, the JPEG AI VM has two
basic configurations, the first with a minimal set of
networks for encoding/decoding images (“tools-off”)
and the second with additional networks and tools
enabled to provide additional compression perfor-
mance improvements (“tools-on”). JPEG AI VM1 (first
version) can already provide average BD-rate gains
over VVC Intra of 28% for the tools-off configuration
and 31% for the tools-on configuration, considering
the new JPEG AI test set with 50 images.17 Regarding
subjective quality, improvements of JPEG AI VM over
VVC/H.266 Intra are illustrated in Figure 8 for two
bitrates (0.06 bpp and 0.12 bpp). Regarding complexity,
at the 98th JPEG meeting several proposals were pre-
sented based on the JPEG AI VM1 that can achieve
30% compression gain over VVC Intra operating at 200
kMAC/pxl (which may become acceptable for many
devices in mid-term) and 15% compression gain oper-
ating at just 20 kMAC/pxl, which could be affordable
in the nearest future (considering current trends in
computing/memory resources for high-end mobile
devices).

FIGURE 6. Compression efficiency improvements over VVC

Intra versus decoding computational complexity.

FIGURE 7. Compression efficiency improvements over VVC

Intra versus decoder memory requirements (all models).
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FIGURE 8. Decoded test images obtained with JPEG AI VM1 (left) and VVC Intra (right). (a) Test image 00019 (2120� 1608) coded

at 0.06 bpp. (b) Test image 00020 (1072 � 928) coded at 0.12 bpp.
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checking. The full results were reported in 96th JPEG
meeting.6 Figures 6 and 7 summarize the results for
the standard reconstruction track.

Figure 6 shows the decoding complexity, that is
measured through number of multiply accumulate
operations (kilo) per pixel (kMAC/pxl) versus the cod-
ing efficiency improvements measured through aver-
age BD-rate gains over VVC Intra (above the
horizontal axis means better than VVC Intra). The
BD-rate performance represents the average across
all JPEG AI CTTC quality metrics considering all test
images. Figure 7 shows the memory occupied for all
models needed for decoding any bitstream (at any
quality) using as unit million of parameters versus
the coding efficiency measured as aforementioned.
As shown, several contributions show significantly
higher compression efficiency when compared to
VVC Intra (the best performing conventional image
coding solution), more precisely, TEAM14 and
TEAM24 show 32.3% and 29.9% BD-rate improve-
ments. Regarding decoding complexity and memory
usage, it could be observed a wide range of values,
e.g., TEAM22 requires ~40 times less memory com-
pared to the TEAM12. Moreover, the best BD-rate
performing proposal has 3.3 higher computational
complexity compared to TEAM22, which showed the
lowest coding efficiency (similar to VVC Intra).
Among the two best performing proposals, TEAM24
shows the lowest decoding complexity while TEAM14
had much lower memory requirements.

Collaborative Phase
The collaborative phase of the JPEG AI project started
in the 96th JPEG meeting.

JPEG AI Verification Model
From the analyses and discussions of the results
obtained in the evaluation of the proposals (see “Evalu-
ation of Proposals” section), the most promising

technologies were identified from the best performing
proposals and the JPEG AI Verification Model under
Consideration (VMuC) was designed.12 The VMuC
mainly corresponds to a combination of two propo-
nents’ solutions13,14 (following the “one tool for one
functionality” principle), selected by consensus and
considering the CfP decision criteria and evaluation
conditions and procedures. The JPEG AI VMuC was
created to validate the first Verification Model (VM)
through a battery of tests. The JPEG AI VM was
approved at the 97th JPEG meeting (October 2022),
but does not address all functionalities under consider-
ation and will be improved in the future in
the collaborative process, through several Core
Experiments.

JPEG AI Current Status
The main focus so far has been the standard recon-
struction task. For this task, the JPEG AI VM has two
basic configurations, the first with a minimal set of
networks for encoding/decoding images (“tools-off”)
and the second with additional networks and tools
enabled to provide additional compression perfor-
mance improvements (“tools-on”). JPEG AI VM1 (first
version) can already provide average BD-rate gains
over VVC Intra of 28% for the tools-off configuration
and 31% for the tools-on configuration, considering
the new JPEG AI test set with 50 images.17 Regarding
subjective quality, improvements of JPEG AI VM over
VVC/H.266 Intra are illustrated in Figure 8 for two
bitrates (0.06 bpp and 0.12 bpp). Regarding complexity,
at the 98th JPEG meeting several proposals were pre-
sented based on the JPEG AI VM1 that can achieve
30% compression gain over VVC Intra operating at 200
kMAC/pxl (which may become acceptable for many
devices in mid-term) and 15% compression gain oper-
ating at just 20 kMAC/pxl, which could be affordable
in the nearest future (considering current trends in
computing/memory resources for high-end mobile
devices).

FIGURE 6. Compression efficiency improvements over VVC

Intra versus decoding computational complexity.

FIGURE 7. Compression efficiency improvements over VVC

Intra versus decoder memory requirements (all models).
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Timeline
Regarding the JPEG AI standard (ISO/IEC 6048) timeline,
Working Draft (WD) will be made available on January
2023, Committee Draft (CD) on July 2023, and the objec-
tive is to have the first learning-based image compres-
sion standard published byApril 2024.

Future Challenges
The first challenge regards the compression effi-
ciency for synthetic media, where all CfP submitted
image codecs and the JPEG AI VM underperformed
when compared to the screen content profiles of
conventional image codecs such as VVC Intra; these
profiles employ tools specifically designed to effi-
ciently code this type of content. Other challenge
regards decoding computational complexity, which is
still high for the JPEG AI VM configuration with maxi-
mum coding efficiency, especially when attention
models are used. A future deployment of the JPEG AI
VM on smartphones will enable to have a more com-
plete characterization (and accurate) measures
of the complexity bottlenecks that need to be
addressed. The final challenge regards the range
between very high quality to near-lossless quality,
which is especially important to professional photog-
raphy applications (and others that target high fidel-
ity). The current JPEG AI VM may require changes to
address such cases through the use of integer or
fixed precision weights on the convolutional layers of
the encoder and decoder transforms.

FINAL REMARKS
The JPEG standardization committee started the
development of the JPEG AI image coding standard
based on neural networks, following strong evidence
that learning-based image coding solutions can out-
perform previous coding standards in terms of com-
pression efficiency. The JPEG AI standard will offer
unique features desirable for an efficient distribution
and consumption of images, especially addressing
the very important case where images are consumed
by machines, which often employ large machine
learning models to enhance image quality (e.g.,
super-resolution), extract semantic information (e.g.,
image annotation). Regarding human consumption,
the impact of the JPEG AI standard could be large,
lowering bandwidth and storage requirements by
roughly 50% (estimated) for the same subjective qual-
ity for a large set of content, when compared to best
conventional image coding solutions (e.g., VVC Intra).
Naturally, a tradeoff between decoding computa-
tional complexity and coding efficiency can already

be observed in the first JPEG AI Verification Model,
which could be addressed using the concept of pro-
files. Therefore, compromises may have to be made
in the first deployments of JPEG AI image compres-
sion compliant solutions.
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tive is to have the first learning-based image compres-
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The first challenge regards the compression effi-
ciency for synthetic media, where all CfP submitted
image codecs and the JPEG AI VM underperformed
when compared to the screen content profiles of
conventional image codecs such as VVC Intra; these
profiles employ tools specifically designed to effi-
ciently code this type of content. Other challenge
regards decoding computational complexity, which is
still high for the JPEG AI VM configuration with maxi-
mum coding efficiency, especially when attention
models are used. A future deployment of the JPEG AI
VM on smartphones will enable to have a more com-
plete characterization (and accurate) measures
of the complexity bottlenecks that need to be
addressed. The final challenge regards the range
between very high quality to near-lossless quality,
which is especially important to professional photog-
raphy applications (and others that target high fidel-
ity). The current JPEG AI VM may require changes to
address such cases through the use of integer or
fixed precision weights on the convolutional layers of
the encoder and decoder transforms.

FINAL REMARKS
The JPEG standardization committee started the
development of the JPEG AI image coding standard
based on neural networks, following strong evidence
that learning-based image coding solutions can out-
perform previous coding standards in terms of com-
pression efficiency. The JPEG AI standard will offer
unique features desirable for an efficient distribution
and consumption of images, especially addressing
the very important case where images are consumed
by machines, which often employ large machine
learning models to enhance image quality (e.g.,
super-resolution), extract semantic information (e.g.,
image annotation). Regarding human consumption,
the impact of the JPEG AI standard could be large,
lowering bandwidth and storage requirements by
roughly 50% (estimated) for the same subjective qual-
ity for a large set of content, when compared to best
conventional image coding solutions (e.g., VVC Intra).
Naturally, a tradeoff between decoding computa-
tional complexity and coding efficiency can already

be observed in the first JPEG AI Verification Model,
which could be addressed using the concept of pro-
files. Therefore, compromises may have to be made
in the first deployments of JPEG AI image compres-
sion compliant solutions.
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DEPARTMENT: FAILURE MODE

Automation Doesn’t Work the 
Way We Think It Does
Laura Maguire

Increasing automation and artificial intelligence 
in software systems is driving a need for observ-
ability and explainability. This need for software 

to “show” what it is doing and “tell” how it functions 
points to broader considerations for coordination 
and collaboration with machines. It also indicates 
that observability and explainability are not enough. 
We should be investing in design for coordinative 
competencies between humans and automated tech-
nologies. Software outages provide clear examples 
of the significance of coordination to reliability and 
resilience. Consider the following example from a 
large multinational technology company.

A TALE OF THINGS GONE WRONG
NexusSky was a highly dependable digital services 
provider. Its architecture, designed to be highly avail-
able and fault tolerant, included thousands of servers 
(“hosts”) that made up a logical unit (“cluster”). Nex-
usSky ran hundreds of clusters to meet the needs 
of its many customers. The company’s site reliabil-
ity engineering (SRE) team was a proficient, knowl-
edgeable group known for their expertise in handling 
large-scale systems, and they had a long track record 
of reliable service delivery. Over time, the work they 
handled was increasingly focused on problem solving 
that was high value, business critical, and challenging.

Recently, engineering management in an adjacent 
part of the organization offered to fund additional 
headcount to assist with routine but helpful tasks to 
take some of the load off the SREs. “Jacob” was hired to 
support the team in managing the cluster. It had been 
a busy month for the SRE team and, since Jacob had 
been hired by the adjacent engineering management, 

he hadn’t been fully onboarded into the SRE group. 
For several weeks, Jacob helped out where he could, 
restarting a server here, answering a support ticket 
there—always wanting to be helpful while he waited 
for his training to be completed.

One afternoon, the team started seeing hosts going 
down to the point that it was making clusters unstable. 
Right away, they started working to bring the servers back 
up. It was a challenging incident involving very manual 
steps, but the team was able to get them back up.

Strangely, after bringing some hosts back up, some 
of the servers began to fail again. As more clusters 
became involved and the blast radius started growing, 
more SREs joined the incident response. The situation 
was quickly becoming chaotic.

Fearing the worst—a cascading or systemic failure—
they put a change moratorium in place so there would 
be no changes to the production environment while 
they were trying to figure out the problem. An hour into 
the response effort, the team was still stumped as to 
why the hosts remained unstable after manual restart.

Then someone remembered Jacob.
It turned out that Jacob had been told to monitor 

metrics, such as CPU and memory utilization, across 
the clusters and to restart the host if the utilization 
was too high for an extended period of time. However, 
he didn’t recognize that he needed to ensure the hosts 
were brought back up fully after restarting—and they 
weren’t. On top of that, he hadn’t noticed that more 
than half the hosts in the cluster were down, so he 
had kept on restarting hosts as the available pool of 
servers grew increasingly smaller.

The SRE team was dumbfounded! What was he 
doing!?!

It seemed unfathomable Jacob hadn’t realized 
that limping along with high-resource utilization and 
performance degradation among some hosts was 
better than the broader impact across the entire 
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cluster caused by unintentionally pulling more and 
more servers out of the cluster through failed restarts.

Surely, he must have noticed the pool of servers 
was shrinking! Why was he doing that?

The team realized that this was what had pushed 
the system into instability and would continue to exac-
erbate the problem, but Jacob seemed completely 
unaware of anything abnormal going on around him.

What the heck was he going to do next, and how do 
we get him to stop?!

Fearing for the worst, the incident commander 
quickly interrupted Jacob and told him to stop 
restarting the hosts. This time, when the engineers 
restarted the down hosts, everything stayed up. After 
a perplexing and stressful incident, the team was able 
to breathe a sigh of relief.

An Epilogue to the Tale
Poorly onboarded or junior engineers who lack the 
operational context for a system can often work at 
cross-purposes to a team’s larger goals when they 
fail to recognize how their actions get integrated 
into a broader system. There are similar unintended 
consequences when introducing automation into 
large-scale software systems.

In fact, the dutiful Jacob wasn’t a junior engineer 
hired to handle routine tasks. Rather, “he” was 
artificial intelligence for IT operations (AIOps) that 
had been implemented as part of a push to introduce 
automation into NexusSky’s operations. It reveals 
a difficult truth—machines cannot coordinate 
effectively with humans. That is problematic given that 
human–machine teams are increasingly responsible 
for society’s critical digital infrastructure.

MOVING BEYOND OBSERVABILITY 
AND EXPLAINABILITY

This vignette highlights the fundamental asymmetry 
inherent in human–machine teaming. When we 
consider the implementation of automation as similar 
to hiring new team members, we see coordination 
breakdowns more readily. Instead of a seemingly 
inconsequential redistribution of tasks from humans 
to machines, we see how problematic it is to be working 
alongside automated team members who are not 
designed to participate in joint activity1 with humans. 
We can see how much interdependence matters2 and 

how automation must be designed for both task work 
and teamwork.3

There’s a certain amount of irony in that software 
can be both a source of failure by causing service 
outages and a source of capacity by helping to handle 
the demands of continuous availability and to respond 
quickly when incidents occur. Automation has replaced 
many of the manual tasks that humans used to carry 
out—a practice that is often referred to as reducing 
toil. Reducing toil frees up engineers from repetitive, 
time-consuming, and often simpler tasks. This leaves 
them to handle more complex work. However, there is 
a pervasive belief that, when these tasks are handed 
off to automated agents, the engineer is no longer 
responsible for them. This belief holds that specific 
functions can be allocated to either humans or 
machines with no residual effort unaccounted for.

However, this isn’t quite accurate. Work is not 
eliminated when tasks are distributed between 
humans and machines; instead, it is changed. When 
automation is deployed, engineers may no longer be 
doing the task, but they are most certainly supervising 
the automation as it is being done. The engineer 
watches dashboards and checks log files. They 
supervise the automated processes being completed 
to ensure they are done as required—albeit often on a 
relatively infrequent basis.

This changes the task from being manual to being 
cognitive. An engineer no longer physically runs the 
script. Instead, they monitor dashboards and review log 
files to ensure the work is carried out within specified 
parameters and within acceptable thresholds. They 
determine the implications of variations. They assess 
whether they need to intervene and how. The need 
for observability comes from this shift from manual 
to cognitive work and reinforces the supervisory 
role for humans. Being able to adequately monitor 
and observe system performance at varying levels of 
granularity helps engineers with their role in detecting 
and diagnosing problems as they emerge and change. 
This shift from doing to watching it being done by 
automation changes the nature of the cognitive 
activity involved.

Continuous engagement with the system when 
carrying out a task provides rich detail to keep the 
engineer’s mental model current. It shapes expectancies 
about future performance. It helps with early detection. 
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It allows for anticipating problems before they arise. 
It primes action to respond. Intervening only when 
something goes wrong is cognitively demanding—so 
much so that studies have shown that, even when 
systems are highly automated, software engineers 
still allocate attentional resources to monitoring.4 This 
makes sense. If you are responsible when the site goes 
down, you need to be ready to act quickly if it does. 
If your role as a supervisor doesn’t allow you to react 
appropriately because your mental model is stale, you 
find ways to fill the gap and get yourself prepared.

It is no longer just manual tasks. Increasingly, 
automation is replacing cognitive work tasks. 
Advances in artificial intelligence and machine 
learning have improved machine capabilities in 
perceiving meaningful changes in the operating 
environment, carrying out more complex reasoning, 

and exercising discretion and judgment. This has 
increased the ability to act independently. Because of 
this, explainability has become more important. After 
working with a colleague across several incidents, 
you develop a strong sense of what they are good at, 
where they struggle, and how they are likely to act 
during an incident. Done well, explainability should tell 
you about the capabilities, limitations, and expected 
behaviors of an automated teammate.

However, explainability on its own is insufficient 
to improve human–machine team performance for 
handling failures in systems running at speed and 
scale. This is because failures are often emergent and a 
result of unexpected or unintended interactions. When 
failure is dynamic, emergent, and surprising, it requires 
more sophisticated reasoning, deeper knowledge, and 
flexibility in applying your knowledge to a situation 
you’ve never seen before. The incident response 
must then also be flexible and adaptive, requiring 
sophisticated levels of coordination and collaboration.

Automation—in particular, artificial intelligence—
that is not designed for this level of teaming will add 

to the complexity and difficulty of incident handling. 
In her seminal work Ironies of Automation, Lisanne 
Bainbridge notes, “By taking away the easy parts of 
his task, automation can make the difficult parts of 
the human operator’s task more difficult.”5 This was 
clearly shown in the opening vignette. “Jacob” was 
helpful, until he wasn’t. Then, his inability to coordinate 
effectively made things worse. He lacked context 
for nominal and off-nominal performance within the 
cluster. He failed to recognize any kind of anomalous 
activity outside of his tasks. He was unaware of hidden 
interdependencies in the architecture. He couldn’t 
reason about the global implications of his local 
actions. Most significantly, he couldn’t coordinate his 
actions with his human teammates. He did not signal 
to others what he was doing. He didn’t share his intent 
to continue restarting servers every time they went 
down. He didn’t tell anyone what he planned to do next. 
This meant the team could not integrate his activities 
into the evolving understanding of the problem they 
faced. He wasn’t able to adapt to the broader context 
and began working contrary to the SRE team’s larger 
goals for system reliability.

I continue to refer to “Jacob” as an independent 
actor because he has agency to act in the incident 
response, and, as an agent with an active role—he 
was recalcitrant. His actions were counterproduc-
tive to the collective joint activity of the SRE team. 
Working with someone who refuses to cooperate 
or to coordinate their actions is frustrating. Being 
literal-minded, context-limited automation6 means it 
does not know how to cooperate and coordinate. It 
was designed to restart services with little consid-
eration for anything else, and, while it did that com-
petently and diligently, it could not understand and 
adapt to the larger joint activity of incident response. 
In other words, it is not the kind of incident responder 
you would want to work with under time pressure, 
uncertainty, or stress.

While there are exceptions, human counterparts 
engaged in shared goals and missions will engage in 
cooperative coordinated activity. These cooperative 
and coordinative skills are precisely the kinds of 
capabilities—not simply observability and explain-
ability—that next-level automated systems require.

The questions posed by the confused SRE team—
What is it doing? Why is it doing that? What will it do 

CONTINUOUS ENGAGEMENT WITH THE 
SYSTEM WHEN CARRYING OUT A TASK 
PROVIDES RICH DETAIL TO KEEP THE 
ENGINEER’S MENTAL MODEL CURRENT.
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next? How can we stop t?—are representative of the 
common coordination breakdowns in poorly designed 
human–automation teams.7 These can occur, for 
example, because of a configuration error when the 
automation was initially being deployed or because 
the automated agent changes its behavior in response 
to inputs from the engineer. In complex and particu-
larly high-tempo operations, software observability 
and explainability are not enough for safe, reliable 
human–machine teaming. The limits to this approach 
come sharply into focus the more complex the work 
becomes, the larger the scale, and faster the speed. 
There are many examples in software where humans 
and machines ended up working at cross-purposes 
with high consequences. Examples include the run-
away automation in Knight Capital’s high-frequency 
trading algorithm resulting in a pretax loss of US$440 
million; AWS’s 8-h scaling issue impacting events such 
as final exams for colleges, online ordering, and retail 
delivery services; and the Boeing 737 Max 8’s Maneu-
vering Characteristics Augmentation System malfunc-
tion that killed 346 passengers onboard two flights.

JOINT COGNITIVE SYSTEMS — 
WORKING BETTER TOGETHER

Coordination with human tasks and human 
capabilities must be the central starting point for 
automation and artificial intelligence design. It is 
the engineer’s perception, interpretation, reasoning, 
and action that will be called upon when the system 
approaches or crosses the limits of the conditions 
the system was designed for. While they are powerful 
allies in managing large-scale systems, automated 
agents are literal-minded and disconnected from the 
world in which problems play out. Software engineers 
who manage continuously available services are 
ultimately accountable for the consequences of 
poor system performance. This is true even when the 
automated agent—purported to be highly reliable and 
trustworthy—fails or begins working against them. 
Therefore, machines should be designed around 
helping the engineer make sense of the situation as 
accurately and quickly as possible. This shift moves 
from “technology first” to a joint cognitive system.

As the software industry continues to push the 
boundaries of the possible by introducing intelligent 
machines, designers of these technologies have an 

inherent responsibility to ensure they are safe and 
reliable partners who are capable of meaningful 
collaboration and efficient coordination. This becomes 
increasingly important in environments where 
human–machine teams manage complex, challenging 
work. It becomes critical with multiple human teams 
working with multiple machine teams in large-scale 
cooperative work systems. In the next article, we will 
examine design principles for collaborative work in 
joint cognitive systems. 
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DEPARTMENT: ADVENTURES IN CODE

Automating a Massive Open 
Online Course’s Production
Diomidis Spinellis

For those of us who enjoy coding, automating 
a mundane task with software brings several 
benefits. Apart from raising our productivity in 

terms of quality and volume, it makes our work more 
interesting, and it provides us with several learning 
opportunities. When the task’s domain is one other 
than software engineering, say, contract drafting or 
machining, the automation also allows us to cross 
pollinate the domain with our time-honed practices, 
such as configuration management, build automa-
tion, continuous integration, reuse management, and 
verification.1 Here is a look behind the scenes at how 
I automated the production of a massive open online 

course (MOOC) I developed on the use of Unix com-
mand line tools for data, software, and production 
engineering.2 Although many of the tools and tech-
niques I present are specific to the particular course, 
the related ideas and concepts can be applied to many 
similar situations.

The six-week course consists of six units with 37 
modules in total, covering basic command line inter-
actions, the Unix Bourne shell syntax, and good prac-
tices as well as the use of data fetching, selection, 

processing, and reporting tools. Each module includes 
a short (6–10-min-long) video, reading material, and 
formative exercises coupled with discussion and FAQ 
sections. Following edX’s guidelines, we put signifi-
cant effort into making this an engaging rather than 
a typical material-only course, addressing all requests 
and questions and participating in discussions or 
starting new ones. This has been broadly recognized 
in our received feedback throughout the runs. In the 
videos, I present slides guiding the learner through 
each module’s material and narrate command line 
interactions demonstrating the use of the corre-
sponding tools. Up to now, more than 7,000 learners 
from about 100 countries have enrolled in the course.

The course was produced by DelftX, a Delft Uni-
versity of Technology partnership with the edX online 
education platform. Its educators guided the course’s 
design, and its production professionals and studios 
supported the material’s development. Yet, produc-
ing and managing the course’s five hours of video, 
with 896 slides, 234 narrated animations, and 47,000 
words of subtitles and transcripts, wasn’t trivial. The 
main challenges were producing polished content, 
reducing manual tasks, and organizing the material 
and its production. I addressed them by applying tried 
software engineering practices and developing about 
35 custom tools (see Figure 1).

When recording the course contents, I realized 
that it would be impossible for me to create profes-
sional videos in a single take: I would hesitate, use 
filler words, mistype commands, or forget what I had 
planned to say. We engineers solve the problem of 
creating reliable systems out of potentially faulty 
parts by modularizing them and assembling them from 
components that have passed testing. Similarly, for 
the course, I broke each module into a short recorded 
video of me guiding the learners through its structure 
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and several narrated full-screen demonstrations of 
commands or tools. A fault in any of them required only 
the video’s individual rerecording rather than ditching 
the whole module.

For each video guiding the learners through the 
module’s structure, I wrote a script in Markdown 
format with the exact wording I wanted to use. A 
simple tool processes this script to create text for 
the teleprompter together with annotations for the 
buttons I need to press to advance slides or switch 
between my image and a full-screen view of the 
computer’s screen. This allowed me to concentrate 
during recordings on the clear delivery of the material, 
without worrying about the content or what button to 
press each time.

CLICKETY-CLICK
The most challenging part of the course videos was 
the tool demonstrations. For these, I would have 
to coordinate the flawless typing of commands 
with the narration of what was going on. After 
realizing my incompetence in this area, I developed 
a less error-prone workflow. Rather than live typing 
commands, I created scripts showing each typed 
command and its output. Here is an excerpt from a 
script demonstrating the grep command:

$ grep a.a.a.a words | head
acatamathesia
amadavat
amalaka
anabata
$^Pgrep'̂ . . ..$'words | wc–1
5272
$

I implemented the workflow through two programs. 
The first one (180 lines of Python) reads such scripts; 
shows their contents onscreen, pausing between 
commands (as indicated by the ̂ P sign in the preceding 
script); and highlights each script part that needs to 
be explained. In parallel, it records me describing what 
is going on together with timing information for each 
segment’s narration.

The bulk of the work is performed by a second 
program, which converts the script and the narration 
with its timing information into a video simulating the 
typing of commands and appearance of results. The 
program employs several techniques to enhance the 
video’s realism and utility (see Figure 2):

	› It alternates the rate at which characters appear 
between a human’s slow typing and the com-
puter’s fast output.

	› It mixes into the narration the sound of the 
keyboard clicks associated with the typing of 
each character.

	› It shows typed commands in blue and 
computer-generated output in black.

	› It allows scripts to annotate commands with 
comments, which appear in the video instanta-
neously and colored in green.

THIS LITTLE DANCE ENHANCES THE 
MATERIAL’S REALISM BY INTERMIXING 
ELEMENTS OF THE COMPUTER-
GENERATED ANIMATION WITH THE 
LIVE VIDEO.

Timings

Narrations Interaction
SimulatorInteraction

Scripts

Narration
Recorder

Interaction
Videos

Live Video
Recording

Video
Combiner

Module
Video

Module
Slides

Slide
Creator

Teleprompter
Text

Teleprompt
Generator

Live Video

Live Video
Script

FIGURE 1. The data flow among the MOOC’s processes and tools.



32	 ComputingEdge�  November 2024

ADVENTURES IN CODE

I wrote most of this program (1,500 lines) in 
Processing, a language targeting the electronic arts, 
new media art, and visual design communities.3 Its 
powerful yet uncomplicated graphics support and 
integrated development environment helped me 
iteratively adjust the output to the form I required.

The program produced thousands of individual 
frames. I then employed a shell script using the FFmpeg 
and SoX programs to convert the individual graphics 
frames, the previously recorded narration, and the 
key click sound effects into a video for the specific 
segment. Using the most appropriate language or tool 
for each part of the task simplified the required code 
for a job tailored to the needs of the specific course.

AUTOMATION
Having secured the command description videos, 
the next challenge was to automate the creation and 
assembly of the course’s content. For that, I devel-
oped several small programs, each addressing a part 
of the workflow.

One program automates the creation of the slides. 
It reads the teleprompter script and creates the mod-
ule’s opening slide, slides with the title of each of the 
module’s parts, slides with descriptive images, and 
transition slides for guiding the video merging (more 
on that later). The program creates each slide as a PDF 
document and then uses the pdfunite command to 
combine the slides into a single presentation. For the 
creation of each slide, I employed a technique that has 
served me many times, from creating journal review 
appreciation certificates to best paper award plaques. 

I created a template of each 
slide type in the Inkscape vector 
graphics editor program, using 
variable-like placeholder text (e.g., 
$UNIT or $SECTION) for elements 
that would need to be filled in (see 
Figure 3). Because Inkscape saves 
image files in the textual scalable 
vector graphics (SVG) format (an 
application of XML), it is easy for 
the program to tailor them to the 
required contents through simple 
textual replacements. The pro-
gram then invokes Inscape as a 
command line tool to convert the 

tailored SVG file into a PDF.
I also used the slides I presented during the live 

video recording of the module’s structure as keys to 
automate the creation of the entire module video 
containing both the live parts and the narrated anima-
tions. At each point where an animated video was to 
be inserted, the presentation contained three slides: 
a slide with an empty computer screen containing 
just the shell prompt character (the animation’s first 
frame), a key slide with a green background listing the 
name of the animation video to be inserted, and a slide 
containing the animation’s last frame. When recording 
the live video, on seeing the shell prompt slide, I would 
switch the slide presentation to full screen, advance 
to the key slide and to the animation’s end slide, and 
then switch back to live video (as seen in Figure 2). 
This little dance enhances the material’s realism by 
intermixing elements of the computer-generated ani-
mation with the live video. A 157-line Python program 
written around the MoviePy library processes the live 
video frame by frame. In the places where it detects 
the mostly green key frame, it inserts each module’s 
animation and, finally, writes out the combined video. 
Thus, the program flawlessly merged the 234 narrated 
animations into the 37 live-recorded videos in just a 
couple of hours.

I tried to automate the creation of the typescripts 
and subtitles for each module by passing the recorded 
audio to Google’s speech-to-text recognition engine. 
At the time (2019), the results were subpar, forcing us 
to manually type in most of the text. However, I guess 
this would work much better today.

FIGURE 2. The live video with the animation’s last frame.
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Finally, I automated the addi-
tion into the edX platform’s course 
structure of the presentation 
slides, typescripts, and reading 
material. Unfortunately, no appli-
cation programming interface was 
available for this task. As a work-
around, I downloaded the entire 
course as XML and HTML files, 
reverse engineered the format, 
and had a program create addi-
tional files to inject the material 
into the course files, which I then 
uploaded as an edited course.

ORGANIZATION
Organizing the course’s primary materials (752 files) 
was a matter of adopting commonly applied soft-
ware engineering practices. I established and fol-
lowed naming conventions for each module and 
animation script, using descriptive names and 
prefixing each name with a number denoting its 
sequence within the module or course. Small tools 
automate the renumbering when I change the pre-
sentation order.

Each of the 37 modules is stored in a separate 
directory containing its animation scripts, their 
transcribed narrations, the live video script, reading 
material, and knowledge checks. The course mate-
rial build process is controlled and automated using 
the Make program4 and a Makefile shared between 
modules through file symbolic linking. Makefile 
rules specify the creation of videos, presentations, 
typescripts, readings, and knowledge check files. 
In total, 22 GB of course content is generated from 
3.4 GB of narration audio recordings, 17 GB of 
autogenerated animation videos, and 11 GB of live 
video recording.

I put all textual course materials and tools under 
Git version control. The 558 committed changes 
simplified the collaboration with teaching assistants 
while also allowing me to make bold changes without 
fear because I could always revert them if they didn’t 
work out.

In sum, automating the course’s production 
process tipped the balance from churning through 
mind-numbing repeated tasks to the joy of coding the 

required programs while also maintaining a high level 
of quality in the created materials and streamlining 
our interactions with the production team. Such 
automation used to be a perk for those of us versed 
in software development. However, assistance from 
systems, such as ChatGPT, has lowered the bar of 
the required expertise, making automation more 
widely accessible. 
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FIGURE 3. The module’s first slide, with a title placeholder.
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The 12 Flavors of  
Cyberphysical Systems
Joanna F. DeFranco, Pennsylvania State University

Dimitrios Serpanos, University of Patras

There is wide variation in the definitions of cyberphysical systems and the 
Internet of Things. Different organizations have attempted to provide clarity, 
as consensus and consistency will help advance both technologies.

In the October issue of Computer, the “12 Flavors 
of IoT” were presented in this column.1 A part two 
and follow-up column on cyberphysical systems 

(CPSs) is appropriate given their relationship to the 
Internet of Things (IoT).

It is not surprising that, when a new technical 
concept is introduced, its definition evolves until it 
reaches a stable state—this can take years. The defini-
tion variations could simply be due to the technology’s 
application use expanding and/or its architecture 
being refined, and so on. The problem is that, given 
the nature of the Internet, the varying definitions are 
persistent and cause confusion. This situation has 
occurred with the definitions of both IoT and CPS. In 
addition, the relationship between the IoT and CPS 
technologies adds to the complexity of creating 
clear definitions. Thus, work groups, consortiums, 
government entities, and various stakeholders have 
attempted to provide clarity with their own definitions.

The term CPS was coined by Dr. Helen Gill, a 
scientist at the National Science Foundation (NSF). 
CPSs were at the forefront of discussions beginning in 
2006.8 In 2008, Dr. Gill defined CPS at a workshop titled 
“New Research Directions for High Confidence Trans-
portation CPS: Automotive, Aviation, and Rail” and at a 
conference held at Carnegie Mellon University.9,10

Since 2008, the CPS domains have expanded to 
systems such as

	› communication (for example, cellular, sensor 
networks, and wireless)

	› consumer (such as audio and video systems as 
well as interactive games)

	› energy (including energy production, distribu-
tion, and optimization)

	› infrastructure (for example, disaster recovery; 
health monitoring; and water safety, distribu-
tion, and optimization)

	› manufacturing (such as robotic machinery, 
embedded vision, and computer-controlled 
actuation)

	› military (encompassing unmanned vehicles and 
weapon systems, among others)

	› physical security (including card access control, 
video analytics, and so on)

	› robotics (such as motion control, among others)
	› smart buildings (for example, building system 

management)
	› transportation (including automotive, avionics, 

aerospace, railroads, traffic management, and 
so forth).

The goal of this article is to facilitate a path toward 
a consistent understanding of CPSs, as was done with 
the “12 Flavors of IoT” column in October 2021.1 Defi-
nitions of CPSs written by the most prominent CPS 
stakeholders, beginning with Dr. Gill’s 2008 definition 
to the present, are analyzed and compared to the 
agreed upon CPS characteristics. This article also dis-
cusses the key differences and relationship between 
CPSs and the IoT.
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CPS CHARACTERISTICS
Platforms4CPS and the National Institute of Tech-
nology (NIST) gathered different experts to specifi-
cally discuss and determine CPS characteristics. The 
results from these two major collaboration efforts 
were used to analyze the prevalent CPS definitions.

Platforms4CPS (platforms4cps.eu) is a European 
consortium of experts from academia and industry 
with the mission of creating a “vision, strategy, and 
technology building blocks” to support the developers 
of CPS applications. One of the outcomes of this con-
sortium is a document describing the foundations of 
CPS engineering that includes six CPS characteristics.7

The Smart Grid and Cyber-Physical Systems Pro-
gram Office at NIST also defined six CPS characteris-
tics in SP 1900-202.5 Table 1 shows both sets as well 
as a mapping of the Platforms4CPS characteristics to 
the NIST ones. As a result, two of the Platforms4CPS 
components were mapped to the NIST hybrid system 
attribute. Also, the trustworthiness characteristic 
was not addressed by Platforms4CPS. Therefore, the 

six NIST CPS characteristics are used to analyze the 12 
CPS definitions in the next section.

CPS DEFINITIONS
Table 2 shows the 12 CPS definitions from key CPS 
stakeholders. The CPS characteristics from Table 1 
were mapped to each definition in Table 2. For exam-
ple, one of the first CPS definitions is from the NSF. 
It shows that the first definition in 2008 maps to all 
NIST components except for trustworthiness. Over-
all, most definitions recognize the hybrid systems and 
hybrid methods. However, most are missing some ver-
biage to address control (nine out of 12), component 
classes (eight out of 12), time (eight out of 12), and 
trustworthiness (10 out of 12).

CPSS VERSUS THE IOT
There is no doubt that the CPS and IoT technologies 
are related; however, there is limited consensus on 
the exact similarities, differences, and relationship 
between them. Many researchers have attempted to 

NIST (SP 1900-202)5 Platforms4CPS7

1 Hybrid systems: The architecture of CPSs consists of both
physical and logical elements, for example, a system that can
address the close interactions and feedback loop between
sensing systems and physical components

Hybrid methods: So�ware to join the integrated physical and
logical systems, comprising the networking, information
processing, sensing, and actuation that allow the physical
device to operate in a changing environment

Control: Using computational systems to control physical
processes and engineered systems, such as to monitor,
coordinate, and control physical operations using computing
and communication

Physical action or processes: For example, motion/control
functionalities
Energy: For example, storage, distribution, harvesting, and
e�ciency

2 Processing: For example, information

3 Communication: For example, between things and machines,
including wired/wireless and local/global

4 Component classes: For example, physical/engineered
components, sensors, actuators, IT systems, and so on

Sensing: Of the physical world

5 Time: Integrating the physical-world time with event-driven
computation

Coordination and collaboration: For example, for physical
actions occurring outside the system

6 Trustworthiness: Safety, reliability, and security —

TABLE 1. The CPS characteristics.
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Entity Definition CPS component mapping

NSF (2008)10 “Cyber-physical systems are physical, biological, and engineered
systems whose operations are integrated, monitored, and/or controlled
by a computational core. Components are networked at every scale.
Computing is ‘deeply embedded’ into every physical component,
possibly even into materials. The computational core is an embedded
system, usually demands real-time response, and is most o�en
distributed. The behavior of a cyber-physical system is a fully-integrated
hybridization of computational (logical) and physical action.”

Maps to 1, 2, 4, and 5
Missing 6: trustworthiness

Maps to 1 and 2
Missing 3, 4, 5, and 6: control,
component classes, time, and
trustworthiness

NIST (website)11 “Cyber-Physical Systems (CPS) comprise interacting digital, analog,
physical, and human components engineered for function through
integrated physics and logic.” 

CPS PWG  NIST SP
 1500-201 (2017)3

“Cyber-physical systems integrate computation, communication,
sensing, and actuation with physical systems to fulfill time-sensitive
functions with varying degrees of interaction with the environment
including human interaction.”

Maps to 1, 2, 4, and 5
Missing 3 and 6: control and
trustworthiness

IEEE Standard 2413
(2019)2 

“A cyber-physical system is a system in which the physical world,
such as production sites, and the digitalized cyber world are
harmoniously combined.”

Maps to 1
Missing 2, 3, 4, 5, and 6: hybrid
methods, control, component cases,
time, and trustworthiness

An academic work
group website on
CPSs12 

“Cyber-Physical Systems (CPS) are integrations of computation,
networking, and physical processes. Embedded computers and
networks monitor and control the physical processes, with feedback
loops where physical processes a�ect computations and vice versa.”

Maps to 2 and 3
Missing 1, 4, 5, and 6: hybrid systems,
component classes, time, and
trustworthiness

IEEE Technical
Commi�ee on CPS
(website)13

Maps to 1, 2, 4
Missing 3, 5, and 6: control, time, and
trustworthiness.

ACM14 “Cyber-physical systems are systems with a coupling of the cyber
aspects of computing and communications with the physical
aspects of dynamics and engineering that must abide by the laws of
physics.”

“CPS addresses the close interaction and deep integration between
the cyber components such as sensing systems and the physical
components such as varying environment and energy systems.”

Maps to 1 and 2
Missing 3, 4, 5, and 6: control,
component classes, time, and
trustworthiness

Cyber-Physical
Systems Virtual
Organization
(website)15 

CPSs “are engineering systems that are built from, and depend
upon, the seamless integration of computational algorithms and
physical components.”

Maps to 1 and 2
Missing 3, 4, 5, and 6: control,
component classes, time, and
trustworthiness

NASA (website)16 “Cyber-Physical (CPS) denotes the emerging class of physical
systems that exhibit complex pa�erns of behavior due to highly
capable embedded so�ware components. Also known as hybrid
systems (a hybrid of hardware and so�ware), or mechatronic
systems (mechanical + electronic), these include devices with
content, or knowledge, that gives them unprecedented capabilities
in interoperability and interaction, resilience, adaptivity, and
emergent behavior.”

Maps to 1 and 2
Missing 3, 4, 5, and 6: control,
component classes, time, and
trustworthiness

U.S. Department
of Transportation
(2014)17 

(From a presentation): A CPS is connected system with a path to
vehicle automation using an infrastructure and new data for asset
monitoring, predictive modeling, and control. Impacts safety,
mobility, and the environment.

Maps to 1, 2, 3, and 6
Missing 4 and 5: component classes
and time

U.S. Department
of Homeland
Security
(website)18 

“Smart networked systems with embedded sensors, processors
and actuators that sense and interact with the physical world and
support real-time, guaranteed performance in safety-critical
applications.”

Maps to 1, 2, 4, 5, and 6
Missing 3: control

Cyber-Physical
Systems Program
Solicitation NSF
(2021)19 

“Cyber-physical systems (CPS) are engineered systems that are built
from, and depend upon, the seamless integration of computation
and physical components.”

Maps to 1
Missing 2, 3, 4, 5, and 6: hybrid
methods, control, component cases,
time, and trustworthiness

TABLE 2. The CPS definitions mapped to defined CPS characteristics.
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explain distinct variations; however, the challenge is, 
again, a lack of consistency in their respective defi-
nitions. In the work by Greer,5 an analysis of the lit-
erature discussing CPSs versus the IoT showed four 
schools of thought: equivalency, partial overlap, CPSs 
are a subset of the IoT, and the IoT is a subset of CPSs. 
Note that IEEE Standard 2413 states, “An IoT system is 
a cyberphysical system, which interacts with the phys-
ical world through sensors and actuators.”2 Does this 
imply equivalency?

Greer5 also described four specific components 
that add to the inconsistency between how much the 
CPS and IoT technologies overlap: control, platform, 
Internet, and human. The respective definitions of these 
four components for both CPSs and the IoT, shown in 
Table 3, create a problem in drawing a distinct conclu-
sion about the CPS/IoT relationship/differences.

Another way to analyze and determine the exact 
distinctions between these two technologies is to 
review and compare the functionality of CPSs and the 
IoT within system architecture layers. Fatima et al.6 
reviewed functionalities in the analytic, intelligence, 
control, and configuration layers of each system 
architecture. For example, in the analytic layer, perfor-
mance prediction (for example, tracking and respond-
ing to system changes) is a significant system require-
ment of a CPS but not common in an IoT system. Thus, 
theoretically, adding performance prediction to an IoT 
device would convert it to a CPS.

We are still left with four questions: Is the IoT a 
subset of CPSs? Are CPSs a subset of the IoT? 

Are CPSs and the IoT equivalent technologies? Do the 
CPS and IoT technologies only partially overlap? We 
can’t answer these questions until there are clear and 
consistent definitions of CPS and IoT. The hope is that 
the two “12 Flavors” columns together will provoke 

clear definitions for both technology communities, as 
consistency in these definitions will help to incite new 
innovations, applications, and collaborations. 
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DEPARTMENT: VIRTUAL ROUNDTABLE

Should Cyberphysical  
Systems and the Internet of 
Things Get Married?
Joanna F. DeFranco, Penn State Great Valley School of Graduate Professional Studies

This roundtable discussion explores differences between cyberphysical systems and 
the Internet of Things, including technical challenges and progress toward addressing 
them. The panel concludes with highlights of cutting-edge and future research areas.

This is a virtual roundtable discussion between 
seven experts in the cyberphysical system 
(CPS) and Internet of Things (IoT) communi-

ties. It is a valuable conversation to improve com-
munity understanding and consensus in an effort to 
assist in the advancement of both technologies. The 
panelists were asked a series of emailed questions, 
thus some of the responses are interactive and will 
be presented in the order of the email threads. Their 
answers are thorough, inclusive, and thoughtful. In 
alphabetical order, the panelists include John Baras, 
University of Maryland; Oleg Loginov, IoTecha; Ste-
phen Mellor, Industrial IoT Consortium; Janos Szti-
panovits, Vanderbilt University; Haydn Thompson, 
THHINK Group; Martin Törngren, KTH Royal Institute 
of Technology; and Claire Vishik, Intel.

Computer: Is the IoT a subset, equivalent, or partial 
overlap of CPSs? Is this conversation worth pursuing? 
What is your school of thought and why?

Haydn Thompson: This question has been an open 
debate for many years, and if you are European, the gen-
eral consensus is that the IoT is a subset of CPSs, and if 
you are American, the consensus tends to be that CPSs 
are a subset of the IoT. My view is that a fundamental 
characteristic of CPSs is the “physical” connection to 
the world. This is not always the case with the IoT. So, 
CPSs have an element of interaction with the physical 

world, usually via sensing, and then an aspect of con-
trol via actuation. The IoT, on the other hand, can just be 
working with data, with no control feedback (although 
the data may well be used for decision making). A good 
example of this is in diagnostics, for instance, medical/
machinery, where data are collected to schedule main-
tenance and predict impending failures. Over the past 
few years, however, the world of the IoT has changed 
toward the IIoT, and there has been a blurring of the 
domains here, with many CPS and IoT applications now 
being called IIoT. This is a consequence of the cloud and 
operational technology worlds coming together in the 
cloud–edge IoT continuum.

Martin Törngren: My take is that CPSs, by definition, 
emphasize systems and, in particular, system-level 
properties. The IoT has traditionally been more of a 
bottom concept of creating opportunities as things 
are connected. In any case, physicality (energy, timing, 
reliability, safety, and so on) as well as cyber aspects 
will be essential for most of the future systems we are 
building, with similar trends and drivers. Regardless of 
the name, we are building systems and linking systems 
that will contain cyber parts (in terms of computers 
and feedback systems), physical parts, and humans, 
where the end properties will depend on the proper-
ties of the parts/constituent units, their interactions, 
and interactions with (other entities in) the environ-
ment, causing emergence. The distinctions that are 
more relevant, then, are on what types of systems we 
design (for example, the level of automation), if they 
represent systems of systems (no single system inte-
grator), and their specific requirements.
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Oleg Loginov: We tried answering this question in IEEE 
2413-20191:

Interconnected and integrated IoT systems can 

provide new functionalities to improve the quality 

of life and to enable technological advances in 

areas such as personalized healthcare, emergency 

response, traffic-flow management, manufacturing, 

defense and homeland security, and energy supply 

and use. The impacts of IoT will be revolutionary 

and pervasive; this is already evident in emerging 

technologies such as autonomous vehicles, Smart 

Transportation, Smart Logistics, intelligent buildings, 

Smart Mining, Smart Energy Systems, Smart Manu-

facturing, multipurpose robots, Smart Agriculture, 

Smart Forestry, and Smart Medical Devices (p. 14).

Also from IEEE 2413 (paraphrased): an IoT system 
is composed of components (or systems) that interact 
with one another to achieve a set of goals. Cyberphysi-
cal devices are technical artifacts/components that 
compute and interact with the physical via sensing and 
actuation.2 Actuation, sensing, and control are fun-
damental to IoT systems. Examples of other types of 
cyberphysical mechanisms include dedicated storage 
devices and networking equipment, such as routers, 
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switches, and transceivers. They can be understood 
as “information transducers,” in that they mediate the 
translation of physical properties into information by 
using a function (the intended purpose or character-
istic action) and vice versa. Cyberphysical devices are 
part of a trend of “dematerializing” interactions. These 
information transducers include sensors for observ-
ing the physical world and actuators for changing the 
physical world.

Janos Sztipanovits: One of the variants of interpreta-
tions of CPSs is the following, from the National Insti-
tute of Standards and Technology (NIST) Framework 
for Cyber-Physical Systems2:

CPS are often engineered systems. … CPS 

functionalities are the result of the tight integra-

tion of the cyber and physical sides (p. 50).

The emphasis of this interpretation is that CPSs 
have functionalities that cannot be implemented 
only by physical and cyber means. This interpretation 
clearly has a profound impact on the design processes 
and required new system science foundations that 
must be both physical and computational. All in all, 
CPSs are a category of engineered systems, where 
certain essential functionalities emerge by the interac-
tion of physical and computational processes. The IoT 
concept usually emphasizes engineering fine-grained 
networked systems. They may or may not be CPSs, 
and CPSs may or may not use IoT platforms. Regard-
ing the common technology elements, I would look 
to the IoT as a possible platform for creating CPSs. In 
this sense, I would not equate the two; they are rather 
complementary.

Claire Vishik: Indeed, there are a number of views on 
the relationship between the two concepts, and, as 
indicated by Haydn, differing approaches to CPSs and 
the IoT in various geographic regions, for example, the 
United States and Europe. What is also remarkable is 
that, in many cases, definitions of the IoT are not pro-
vided in documents focusing on the IoT, to avoid con-
troversy. In the United States, CPSs are more fre-
quently considered a subset of the IoT, although, when 
these definitions are probed, little distinction between 
CPS and IoT definitions can be detected. To provide an 

example, the NIST Framework for Cyber-Physical Sys-
tems2 defines CPSs as systems that “integrate com-
putation, communication, sensing, and actuation with 
physical systems to fulfill time-sensitive functions 
with varying degrees of interaction with the environ-
ment, including human interaction” (p. 18).

On IoT, Voas4 asked, “What is the IoT?” There are 
many ways to describe the IoT. More than 20 profes-
sional and research groups have worked to character-
ize the IoT, but so far, there is “no simple, actionable, 
and universally-accepted definition for IoT.” Instead, 
the NIST “Networks of Things”4 model focuses on 
cross-cutting components in the IoT as a way to at 
least describe what the term may mean: the Network 
of Things (NoT) model is based on five fundamentals at 
the heart of the IoT: sensing, computing, communica-
tion, e-utility, and actuation.

In other words, the core of the definition for CPSs 
and the description of the IoT (or NoTs) in the preced-
ing are the same (communication, computation, sens-
ing, e-utility, and actuation with physical systems), 
but CPSs, per the previous definition, describe those 
IoT systems that perform time-sensitive functions 
interacting, to diverse degrees, with the environment, 
including human interaction. But this behavior is also 
true of the IoT (or NoT). Thus, it is clear that there is 
no significant distinction between the two. In practice, 
electronic systems that have a distinct physical sub-
system or electronic processes that have a clear physi-
cal element are frequently described as cyberphysical. 
Examples can be drawn from numerous areas such 
as autonomous vehicles and smart cities as well as 
electronically managed supply chains that transport 
physical goods.

Martin Törngren: Thanks, Claire, for bringing up the 
NIST IoT characterization and discussion. I would like 
to add to this. If we contrast this IoT characterization 
with the NIST CPS definition (raised earlier by Janos), I 
think we are onto a key difference in scope and empha-
sis: the IoT (or NoT) involves sensing, computing, com-
munication, e-utility, and actuation. CPSs, or “smart” 
systems, are coengineered, interacting networks of 
physical and computational components.6

Sensors and actuators represent interfaces to the 
physical world; see, for example, the classical view of 
a mechatronic system (Figure 1) in Wikander et al.5 
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Thus, given the example that Voas 
had for the IoT/NoT, an IoT designer 
would go as far as designing the 
computer communication system 
toward sensors and actuators, but 
not the room (or the car, and so 
on). However, CPS design, by way 
of its construction, encompasses 
the “coengineering” of cyber and 
physical parts and thus also, for 
instance, the mechanical engineering aspects of a car. 
To me, this makes for a clear difference in scope and 
emphasis. The computer science or automatic control 
point of view is that the “plant” is given. If we take both 
the cyber and physical components into account, then 
we are designing a CPSs. This view appears to reso-
nate with several previous comments, including the 
ones by Janos and Haydn.

John Baras: I think of the IoT and CPSs as quite differ-
ent concepts (even if we consider, as is common today, 
networked CPSs). In CPSs, the physical part of the 
system involves multiple heterogeneous physics and 
plays a key role in system design and operation, which 
must coordinate the close interactions between the 
cyber and physical components. Not so for the IoT, 
which is very loosely defined, as far as I can tell, and 
primarily focused on the cyber and IT networking parts 
of systems. One example that emphasizes this impor-
tant difference is modern and next-generation com-
munication networks that integrate software-defined 
networks (SDNs), network function virtualization 
(NFV), and 5G, where everything essentially is soft-
ware and the hardware components are standardized 
and de-emphasized. Of course, the two classes of sys-
tems overlap, but they are addressing different design 
and operational challenges. They overlap—one class 
is not a subset of the other class.

Another important difference is that while in 
both classes composability and compositionality 
are key concepts, with appropriate emphasis on 
component-based architectures and synthesis, it is 
in CPSs where the interface between the cyber and 
physical components must be treated as a system 
and not just as a simple port. For example, in several 
security challenges, these interfaces must be able to 
understand the semantics of both sides (the cyber and 

the physical) and specifically check whether the cyber-
commands can be safely executed by the physical part; 
otherwise, we have catastrophic attacks like some very 
well-known ones (for example, STUXNET and broken 
wind turbines). Finally, if we take the view that any itera-
tive algorithm is a dynamical system, most CPSs are 
hybrid (logic and physical) ones with digital and analog 
implementations. This is not the case for IoT devices.

Stephen Mellor: There is no useful differentiation. 
They are equivalent. This is similar to “fog” and “edge.” 
Yes, we can quibble for months about the exact differ-
ences (if any), but in the end, the market will decide. 
Google returns 11.1 million links for CPS and 12.13 mil-
lion for IoT. That is not quite as big a difference as I 
was expecting, but … Also, in response to John’s email, 
there are a lot of similarities to the Industrial IoT (IIoT). 
In addition, CPSs and the IoT overlap to the point that 
it’s six of one, half a dozen of the other.

Computer: You all contributed amazing responses, 
especially by referencing one another’s statements 
and relevant documents. In reviewing/interpret-
ing the statements to determine the themes among 
them, it appears there is consensus in highlighting/
distinguishing the focus of each category/class (IoT/
CPS) rather than the distinction label (overlap/com-
plementary/subset). As Janos stated, “Interpretation 
clearly has a profound impact on the design processes 
and required new system science foundations.” This 
speaks to the importance of this discussion.

Part of the discussion topic for this panel is related 
to a statement from John. He said that the two classes 
address “different design and operational challenges.” 
The next two questions are posed with that in mind. 
Tell me if you agree with the following statement (if not, 
feel free to edit): the differentiation between the IoT 
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and CPSs can be described by focus/emphasis, where 
the IoT concerns networked components focusing on 
sensing/control with one another and CPSs concern 
the sensing/actuation of a distinct physical world sys-
tem (or subsystem/electronic process) connection.

Vishik: In the previous discussion, we talked about 
the definitions of the IoT and CPSs. The conclusion, 
at least as far as I could see, was that there are very 
diverse definitions of the two areas and that each of us 
uses our own definitions that match specific research 
areas. This is somewhat similar to the definition of 
cybersecurity. A broad definition includes everything 
that may potentially acquire affiliation with cyberse-
curity. For example, the following is a commonly used 
extended definition from the National Initiative for 
Cybersecurity Careers and Studies7:

Strategy, policy, and standards regarding the security 

of and operations in cyberspace, and encompass[ing] 

the full range of threat reduction, vulnerability 

reduction, deterrence, international engagement, 

incident response, resiliency, and recovery policies 

and activities, including computer network opera-

tions, information assurance, law enforcement, 

diplomacy, military, and intelligence missions as 

they relate to the security and stability of the global 

information and communications infrastructure.

This breadth was not helpful for the development 
of cybersecurity as a normal rigorous discipline. Similar 
breadth has been utilized to define the IoT for a variety 
of pragmatic reasons. For example, the Global System 
for Mobile Communications Association stated the fol-
lowing about the IoT in its guidelines on IoT security8:

Almost all IoT services are built using endpoint 

device and service platform components that 

contain similar technologies to many other com-

munications, computing and IT solutions (p. 5).

If we follow this line of reasoning, as many frame-
works and definitions do, the IoT includes everything in 
information and communications technology, not just 
endpoint devices. Approaches like this make it easier 
to use frameworks in traditional IT to examine issues 
in the IoT. But they make it much harder to focus on 

cross-cutting issues that characterize what specific 
research papers consider the IoT.

To react to the previous statement, if we use tradi-
tional definitions of the IoT and CPSs that are exceed-
ingly broad, the statement will be incorrect. If we use 
common sense (and narrower definitions of the IoT 
and CPS areas), it will be mostly correct but still con-
tain a large number of exceptions for CPSs, especially 
in areas such as medical devices, where actuation is 
always mediated. For example, is a contact lens that 
measures blood sugar levels a CPS or an IoT device? It 
could actuate an insulin dispenser but only indirectly 
since it is a separate system. There are many similar 
examples in other areas. Using the word focus pro-
vides room for exceptions, but it seems that there are 
more exceptions than there are rules since only a few 
fields (for example, automotive, smart grids, and so on) 
lend themselves easily to this approach.

Thompson: In general, there are consequences in 
terms of physical harm or death if a CPS fails, for exam-
ple, automotive, aerospace, and so on. If the IoT fails, 
there may be financial losses and inconvenience but 
not physical harm (here, the medical IoT may be an 
exception, but normally there is a human decision 
maker involved in the loop, as highlighted by Claire). Of 
course, not all CPSs are safety critical, for example, irri-
gation control systems in smart farming, but we often 
see a link via the Internet to a supervisory controller, 
and this may not require a hard real-time response.

Mellor: It’s a distinction without a difference.

Törngren: Yes, I agree with this statement. People will 
often have different understandings of these terms 
and explicitly or implicitly assume a particular view-
point, or set of viewpoints, meaning that they have a 
particular thing in mind (that is, a focus/emphasis).

Sztipanovits: Frankly, I do not completely understand 
this differentiation. Perhaps for the sake of finding 
some distinction, I consider the IoT a platform with 
the usual platform concerns and view the CPS as a 
design approach with strong emphasis on the code-
sign of cyber and physical aspects of systems. Clearly, 
IoT platforms are frequently used for developing sys-
tems where CPSs design approaches are needed (for 
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instance, certain categories of networked control sys-
tems). However, IoT platforms are also used for cre-
ating systems that would be hard to consider CPSs, 
due to the lack of cross-cutting constraints. Simi-
larly, there are plenty of systems where CPS design 
approaches are beneficial, but they do not include any 
IoT elements (not even networking), and, of course, 
there many IoT-based systems that close control loops 
over networks and need CPS codesign methods. Since 
industrial-strength IoT platforms are increasingly 
available, they accelerate the need for, and increase 
the complexity of, CPS-like applications. Therefore, it 
makes sense to maintain links among the respected 
communities.

Baras: The statement is ambiguous. As several others 
have pointed out, we cannot continue calling every-
thing CPSs and everything the IoT. We have been 
through this discussion several times within both com-
munities. This trend, a few years ago, when Helen Gill 
was still at the National Science Foundation, came close 
to “killing” the funding for this program. We sharpened 
the definition, then, as Janos described. But unfortu-
nately, the trend and bad habits keep creeping in.

So here is my precise answer. I will use networked 
CPSs and networked human CPSs (H-CPSs) as the 
reference frame because in this subdomain the IoT 
and CPSs overlap. The IoT is a platform (actually, a 
cyber-only platform) that addresses primarily com-
munication (that is, data and information exchanges) 
between physical and cyber (hardware) devices and 
system components. CPSs are a framework that 
focuses primarily on the codesign of the cyber and 
physical parts of such systems, where there is close 
interaction between the cyber and physical compo-
nents. If we consider H-CPSs, this also involves code-
sign (or better, a co-recommendation) about human 
behavior and human social aspects.

Now, when we go to networked CPSs and H-CPSs, 
things get more difficult, as we have to reconsider 
the network effects [and this needs to be specified 
precisely, as there are several networks involved 
(collaboration, information, and communication net-
works, with some being physical, some cyberlogical, 
and some mixed)] on the cyberphysical codesign. This 
has not been properly addressed in CPS research and 
development efforts. And in this subdomain, some 

IoT issues and concerns become relevant for CPSs. I 
cannot find many examples where the opposite is hap-
pening, that is, CPS issues becoming relevant for IoT 
systems. The one area where I have some examples 
involves constraints on the energy consumption of 
networked mobile devices communicating wirelessly.

Computer: What do you feel are the major techni-
cal challenges (design and operational) of the IoT and 
CPSs?

Vishik: There are many challenges at the technical lev-
els. Areas such as security, privacy, integration, safety, 
and so on are well known. Similarly, there is a signifi-
cant body of knowledge that is growing at the inter-
section of physical and cyber areas. I will leave these 
aside for now. What I think is a significant gap is the 
ability to develop IoT and CPS devices in ways where 
requirements are integrated and the integrated risk 
metrics to evaluate potential outcomes are available. 
At a very simplified level, how do we define require-
ments for safety, security, and privacy when they may 
be orthogonal to one another? How do we recognize 
misalignment? How do we understand that new tools 
are needed? For example, are traditional safety met-
rics sufficient for autonomous vehicles? Or should we 
switch to model-based approaches?

With regard to the integrated risk picture, how can 
we define and compute risks for situations where, for 
example, safety and security need to be integrated? In 
a simplistic way, even looking at the percentages for 
allowed failure (which are much more rigorous in safety 
than in security) reveals a problem that remains unre-
solved. Without answering these questions, it will not be 
possible to address more complex environments based 
on systems of systems (for instance, smart cities). So, 
what are the major technical challenges in the IoT and 
CPSs? They are numerous. But they are connected by 
one foundational consideration: if we don’t have stricter 

AT A VERY SIMPLIFIED LEVEL, HOW 
DO WE DEFINE REQUIREMENTS FOR 
SAFETY, SECURITY, AND PRIVACY 
WHEN THEY MAY BE ORTHOGONAL 
TO ONE ANOTHER?
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definitions of the two areas, we will be able to address 
these challenges only in a highly fragmented fashion. 
Similarly, for cybersecurity that became a study of 
everything under its broad definition, more rigor is 
required to understand better how to build resilient IoT 
and CPS platforms and environments.

Thompson: Hard real time and safety are the main 
technical challenges in CPSs. An issue is that the con-
trol engineering, software engineering, and network-
ing worlds are quite different. The two types of sys-
tems are developed in different ways. CPS engineers 
use rigorous processes to meet certification for safety. 
IoT engineers tend to have a less structured method of 
development, which is more about getting a system 
to market as quickly as possible (consider sprints and 
scrums). A key challenge is that the two worlds are col-
liding, with engineers trying to integrate safety-critical 
systems via the IoT. This would be OK for nonreal time 
(for example, the smart irrigation systems), but, of 
course, connecting a CPS via the Internet will result in 
delays, so hard real-time control would not be possible, 
for instance, the autonomous control of a car. Looking 
to the future, there will need to be new development 
methods (including certification) that can cope with 
these new integrated IoT/CPS systems, with more use 
of autonomous control at the edge to cope with inter-
mittent connectivity and periods of outage.

Mellor: Not knowing what you don’t know (“unknown 
unknowns” for American readers).

Törngren: A large amount of effort has been spent 
on investigating challenges for the IoT and CPSs, as 
reported in the Electronics Components and Systems 
for European Leadership strategic research agenda9 
and recommendations from the Platforms4CPS proj-
ect.10 I would like to highlight the following:

› using CPSs and the IoT to drive and support 
sustainability

› making sure that future CPS and IoT systems are 
trustworthy

› managing the complexity of future CPS and IoT 
systems.

These topics are naturally interrelated.

Sztipanovits: For the IoT: platforms that provide secu-
rity, dependability, and at least some safety guaran-
tees. For CPSs: composition, assurance, security, the 
assurance of CPSs with embedded learning-enabled 
components, DevOps and DevSecOps for CPSs, and, of 
course, a number of complex issues related to H-CPSs.

Baras: There are many challenges, as several others 
have already pointed out. My brief list of the main ones 
includes the following:

› IoT: security standards, privacy standards,
containing security breaches at the edge when 
unknown devices are linked to edge routers, 
quantitative evaluation of the impact of 5G and 
6G, quantitative evaluation of the impact of 
network virtualization (SDNs, NFV, and so on), 
and, most importantly, a systems engineering 
(composability and compositionality) frame-
work to design/implement/operate IoT systems
to provably satisfy given requirements

› CPSs and H-CPSs: most importantly, a systems 
engineering (composability and compositional-
ity) framework to design/implement/operate 
CPSs, networked CPSs, and networked H-CPSs 
systems to provably satisfy given requirements, 
security and trust issues, and standards; 
integrating machine learning and artificial 
intelligence (AI) concepts and methods in such 
systems in a quantifiable and measurable way; 
developing a taxonomy of architectures for 
specific subdomains of CPSs; quantifying the 
effects that the several networks involved in 
networked CPSs and networked HCPSs have 
on one another (which is mostly unexplored 
territory); and developing credible models of 
human behavior (including social) and their 
incorporation into H-CPS investigations.

Loginov: The main difficulty is the deployment in 
brownfield (legacy equipment) scenarios. It is the inte-
gration with legacy systems that typically takes the 
most effort.

Computer: The challenges presented from the last 
question were well thought out and will most certainly 
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facilitate progress in the right direction. Claire summed 
it up with her comment on the importance of stricter 
definitions in both areas, so we can systemically 
address all of the challenges. The third and final ques-
tion (based on themes I pulled from your comments), 
will be a continuation of Haydn’s comment regarding 
“looking to the future” to cope with new integrated IoT/
CPS systems.

What/how much progress is being made with the 
following challenges:

1.	 trust standards (for example, security, privacy, 
integration, and safety)

2.	 integrated requirements (such as the ability 
to develop IoT and CPS devices in ways where 
requirements are integrated)

3.	 risk metrics/provability guarantees (for 
instance, integrated, quantifiable, and measur-
able risk metrics; percentages for allowed 
failure; and so on)?

Loginov: We have made a lot of progress, but a lot is 
yet to be accomplished. It is important to embrace 
the constant of evolution. As we learn about trust 
in the IoT, we realize that a lot more still needs to be 
developed.

Thompson:

1.	 Trust standards: We already have standards for 
safety in various sectors, such as aerospace 
and automotive. We also have standards for 
privacy in Europe, including the General Data 
Protection Regulation. (Moving processing and 
data to the edge is also beneficial for privacy.) 
There are standards for security (and there 
has been a lot of activity on blockchain), and 
one thing we need in the future is trusted edge 
clusters. Integration is still a challenging area, 
though, as there are so many competing stan-
dards in this area, and we continue to have dif-
ficulties with semantic interoperability. When 
considering AI (which is now everywhere), we 
also need to think about transparency and 
ethical issues concerning trust.

2.	 Integrated requirements: I am not sure what 
the question is here, as requirements are 

always integrated. Do you mean integrating 
CPS and IoT systems? In this case, there are 
serious issues with proving safety, such as, 
latency, security, and so on.

3.	 Risk metrics/provability guarantees: My 
background is in aerospace, so things are 
very black and white for me. Risk depends 
on consequences and the probability that 
a given event will happen. Fundamentally, it 
is necessary to quantify risk and prove the 
appropriate figures to meet safety regulations. 

If you cannot prove this, the system will not 
be certified. I am thus a bit confused by the 
question. What I do believe is that approaches 
to certification will have to change, as we are 
moving to systems, for example, autonomous 
cars, where we cannot predict every risk. Here, 
we may need new approaches that provide a 
continuously predicted safety guarantee that is 
valid for a limited time period.

Törngren: I will complement Haydn’s comment with 
the following:

1.	 Trust standards: Trust/trustworthiness is 
starting to be used as a new umbrella term, 
which incorporates dependability as well as 
attributes like fairness and transparency. 
This is, for example, noticeable in the new 
European Union AI guidelines (and proposed 
legislation). With the increasing capabilities 
and complexity of CPS and IoT systems, most 
trust-related aspects face challenges, and their 
combined consideration poses even greater 
challenges with the tradeoffs involved. In, for 
example, automated driving, a large number of 
new (and evolving) standards are in progress 
and related to safety and security, attempting 

APPROACHES TO CERTIFICATION 
WILL HAVE TO CHANGE, AS WE ARE 
MOVING TO SYSTEMS, FOR EXAMPLE, 
AUTONOMOUS CARS, WHERE WE 
CANNOT PREDICT EVERY RISK.
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to define the “rules” of the game, operational 
design domains, risk metrics, safety processes 
for high levels of automated driving, and how to 
handle various vulnerabilities (from hardware/
software faults, over insufficient specifications 
and performance imitations, to attacks).

2.	  Integrated requirements: My comments are 
similar to Haydn’s.

3.	 Risk metrics/provability guarantees: A main 
aspect for future highly automated CPSs, 
operating in more unconstrained environ-
ments, is that they will need to reason about 
risk at runtime. They will thus have built-in risk 
metrics, which will be evaluated at runtime and 

have to trade performance versus, for example, 
safety. They will also be highly complex, empha-
sizing the need for transparency and explain-
ability, presumably with some sort of mandated 
“black/red” boxes (like aircraft recorders). 
Formal models and proofs will be important, 
but their assumptions have to be scrutinized, 
and the real world will new generations of CPS, 
which will always pose surprises since they 
will (at some point) deviate significantly in 
their behavior from the model. Thus, resilient 
designs and architectures will be essential.

Mellor:

1.	 Trust standards: Standards are difficult in the 
absence of best practices and a principled 
view of how to reconcile various aspects. So, 
in respect to standards, they will be some time 
in coming. For principles and best practices, 
work is proceeding apace. See “The Industrial 
Internet of Things Trustworthiness Framework 
Foundations.”11

2.	 Integrated requirements: This is backward. 
Requirements drive development. Besides, the 
IIoT and CPSs are the same thing, so what does 
“integrated requirements” even mean?

3.	 Risk metrics/provability guarantees: Again, 
the Industrial Internet Consortium is working 
on this, but we have not published anything 
[though there are some interesting sections 
in the Trustworthiness Framework11 regarding 
how to represent trust numerically (see section 
4.7), which will lead, in time, to metrics].

Sztipanovits: I agree with Martin and Haydn, so let me 
add just a few remarks. Since there are IoT applications 
that are not CPSs and CPS applications that are not 
the IoT, let me just comment on those systems where 
the two overlap: CPSs that are built on IoT platforms. 
Consider the following:

1.	 Trust standards: I cannot add too much. The 
term incorporates a number of different 
properties and interpretations. A particularly 
interesting area that is evolving rapidly is 
human–CPS systems, which force us to 
contrast the anthropomorphic interpretation 
of “trust” and possible machine-based inter-
pretations. Networked human–AI–machine 
teams are emerging in areas such as connected 
autonomous vehicles, and much needs to be 
done to understand how to formalize “trust” in 
these hybrid, complex distributed systems.

2.	 Integrated requirements: I cannot add to what 
Haydn wrote.

3.	 Risk metrics/provability guarantees: This is 
becoming a tremendously important issue in 
autonomous systems (whether IoT based or 
not). As Martin wrote, the fundamentally new 
challenge is that these systems cannot be 
assured only at design time, not only because 
they are complex but because they frequently 
incorporate learning-enabled components 
that can evolve during operations and may be 
created in a completely data-driven manner 
(without explicit models). A new research 
direction in assured autonomy (there is an 
ongoing DARPA program on this) started 
developing dynamic assurance concepts that 

TRUST/TRUSTWORTHINESS IS 
STARTING TO BE USED AS A 
NEW UMBRELLA TERM, WHICH 
INCORPORATES DEPENDABILITY AS 
WELL AS ATTRIBUTES LIKE FAIRNESS 
AND TRANSPARENCY.
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can change during operation and runtime 
methods that produce a sort of “assurance 
gauge” indicating whether the system (or some 
of its components) goes out of conformance 
with training conditions. Regarding provable 
guarantees, there are viable results to bound 
system behavior with runtime safety monitors. 
This area of research is interesting, important, 
and wide open.

Baras: I have the following comments:

1.	 Trust standards: As I frequently state, trust 
is a very frequently used word and equally 
frequently abused. In the context of our discus-
sions, there are several quite different meanings 
of trust. There is the standard meaning that 
we associate with human interactions. This, in 
itself, has several versions (for example, direct 
versus indirect trust). There is trust as it is used 
in telecommunications and computing, that is, 
devices, links, nodes, and computers that are 
trustworthy, meaning that after inspection, 
they have been found not to be compromised 
or offered stronger resilience to attacks. There 
is the trusted platform module, a secure chip 
standard with keys embedded at manufacturing 
time (a product of the industry Trusted Comput-
ing Group) that is now included in almost 75% 
of computers. Then there is trust in CPSs and 
autonomous systems, where the meaning is 
that a system executes a task or mission within 
the tolerance of an expected normal behavior. 
	 Before we can discuss standards, we need 
to define what trust means in the various 
problems relevant to our discussion and 
develop quantitative models of trust and 
associated specifications so that we can talk 
about verification and assurance. In addition, 
we need to develop trust and mistrust dynam-
ics for single as well as networked systems. 
There is work along these lines in the various 
meanings and areas I have mentioned. Then we 
can define standards of trust in each area and 
most importantly the interoperability of trust 
across domains [that is, a way to translate and 
link trust specifications from area to area and 

across components, akin to security composi-
tion (still unsolved)].

2.	 Integrated requirements: I do not quite 
understand the thrust of this topic. In CPS and 
IoT systems, we have requirements to start 
with, which are modified and new ones are 
added as we step through a system design 
(that is, derivative requirements and so on). 
What is lacking in both areas is a framework 
for requirements that catalyzes and facilitates 
compositionality—contract-based design is a 
big step in this direction. We need a framework 
to combine requirements of physical compo-
nents [usually given in terms of constraints 
and metrics involving numerical variables 
(continuous and sampled)] and requirements 
of cyber components [usually given in terms 
of constraints and metrics involving Boolean 
(integers) variables and via logic]. 
	 There is mathematical unification between 
optimization and logic that leads to a unified 
framework via mixed (that is, numerical and 
integer variables) multicriteria constrained 
optimization, constraint-based reasoning, and 
satisfiability modulo theories and algorithms. 
But we have still a long way to go to have a 
framework and tools that are practical and easy 
to learn and use. Another very important chal-
lenge is to come up with an integrated model-
ing framework and tools to combine space and 
time specifications and their tolerances as 
needed because several requirements are now 
given via temporal logic (linear temporal logic, 
metric temporal logic, metric interval temporal 
logic, and signal temporal logic). STL is a step in 
this direction but a very small one.

3.	 Risk metrics/provability guarantees: Risk 
metrics are very important because they 
directly link to robustness and sensitivities to 
perturbations in inputs and models. There is a 
fundamental theory from robust control that 
covers many classes of systems problems but 
not yet temporal specifications well. The same 
mathematics that can be used for tradeoff 
analysis and design space exploration can be 
used (and has been used) in advanced methods 
and tools for verification and validation. But 
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with learning components and autonomy we 
need to develop rigorously what I call trusted 
autonomy (the term assured autonomy is also 
used). Trusted autonomy requires systems 
to self-monitor their behavior and execution 
of tasks, self-adjust models and execution 
to correct anomalies and deviations, and 
self-learn from task execution and monitoring 
and anomalies. There is active research in this 
area but we have a long way to go.

Vishik:

1.	 Trust standards: As pointed out in other 
responses, the answer depends on the 
definition of trust. If trust is understood as it is 
defined in trusted computing (we trust an appli-
cation when it behaves the same way under the 
same circumstances), there are a large number 
of mature standards. The Trusted Computing 
Group has developed many of them beyond the 
trusted platform module. There are a number of 
International Organization for Standardization 
(ISO)/International Electrotechnical Commis-
sion standards (IEC), and there are several 
trusted execution environment standards, and 
the list can be continued. If we include the con-
cept of trustworthiness, we will find a number of 
developing standards for various environments, 
such as CPSs and AI, for example, in https://
www.iso.org/committee/6794475.html under 
the ISO/IEC. If we take the term trust casually, 
for example, saying that “without privacy, it 
is impossible to achieve trust in the digital 
economy,” applying trust to ethics and societal 
situations, the use of the word is legitimate, 
but it doesn’t have a rigorous definition and is 
descriptive rather than terminological.

2.	 Integrated requirements: These are not a new 
area, but the space has been slow to develop. 
This is due to a variety of factors, including 
the traditional separation of research areas 
between privacy and safety, for example, IT 
systems and CPSs. But this is a field of study 
that needs to receive a push from research-
ers and technologists. If we think about 
fully automated environments, for instance, 

self-driving cars and smart cities, codeveloping 
requirements for safety and security, physical 
subsystems and their cyber components, and 
so on, is necessary to move forward. I hope the 
interest in research in this key area will grow.

3.	 Risk metrics/provability guarantees: Risk 
metrics and metrics in general have always 
required considerable effort. The transition 
from calling for metrics and risk base analysis, 
publishing single-case risk models, and devel-
oping metrics/risk models that could be used 
in a whole field has always been complicated. 
The probabilities of failure vary significantly 
between safety and security and between 
physical subsystems and cyber components, 
to give an example. The transition from metrics 
to models (say, in safety) has also been slower 
than expected. With increased access to 
real-time and near-real-time data, these models 
can be constructed in new data-driven ways. 
The slowness is probably due to the fragmenta-
tion of the field. If we resolve the integration 
issues in point 2, building the quantifiable risk 
models in point 3 will be feasible, and improving 
them to make them broadly applicable will be a 
matter of time.

Computer: Thank you all for your participation in this 
discussion. You provided valuable insights and high-
lighted key research areas, especially trust (define 
trust, trusted edge clusters, semantic interoperabil-
ity, transparency, fairness, vulnerabilities, developing 
models and standards of trust, developing trust and 
mistrust dynamics, and ethical issues), requirements 
(integrating safety/privacy/security, proving safety, 
proving latency, and a framework and tools), and risk 
(models, metrics, quantifying and certifying risks, rea-
soning about risk at runtime, and trusted/assured 
autonomy). Is there enough concept overlap within 
these two technologies that the CPS and IoT commu-
nities put on rings and start planning their marriage? 
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Ethics: Why Software Engineers 
Can’t Afford to Look Away
Brittany Johnson and Tim Menzies

OUR PERSONAL JOURNEYS 
INFORM OUR VIEWS

To begin, we share our backgrounds as a reminder 
that perspectives on ethics are deeply personal and 
shaped by individual experiences.

We—Brittany, a Black woman from the South-
ern United States, and Tim, a senior white man of 
Anglo-Saxon heritage from Australia—bring our 
diverse life experiences to this conversation. Through-
out our lives, we’ve witnessed hardworking individu-
als unable to succeed due to their environments. This 
injustice propels our advocacy for change.

ETHICS IN SOFTWARE: MORE THAN 
A HYPOTHETICAL

Not long ago, we attended a symposium where an 
affluent senior white male lauded the role of artifi-
cial intelligence (AI) in legal decisions, believing that it 

eliminated human biases. While that person has every 
right to express that view, we think that person was … 
ill informed. Experience with tools like the COMPAS 
risk assessment tool, which aims to predict poten-
tial reoffenders, has shown that AI models can exhibit 
biases against (for example) Black individuals. (COM-
PAS has a higher false-positive rate for Black than for 
white defendants. This means that, as a result of using 
COMPAS’ recommendations, more white men got bail, 
and more Black men spent time in jail.)

COMPAS is just one example of the inherent bias in 
certain algorithms. Sadly, there are many other similar 
examples (see “Examples of Unfair Software”). Such 
biases aren’t just unfair; they have real-life implica-
tions, such as people not getting the bail they deserve 
or businesses failing due to an algorithm’s internal 
decision making.

ETHICS: BEYOND JUST “TOOLS”
For the aforementioned problems, there exist auto-
matic tools that can, to some degree, adjust these Digital Object Identifier 10.1109/MS.2023.3319768 
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FROM THE EDITORS

Some people shy away from discussing ethics, believing it’s not in the domain of software engineer-
ing. We want to steer the conversation in the opposite direction, and this column explains that such 
ethics-based discussions are crucial to our profession.

And for future issues, what do you want to see in this “SE for Ethics” column? Do you have an important 
insight or industrial case study? Something that could prompt an important discussion? Or, alternatively, 
something that extends or challenges significant ideas? If so, e-mail a one-paragraph synopsis to john-
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we’ll ask you to submit a 1,000–3,000-word article (where each graph, table, or figure is worth 250 words) 
for review for IEEE Software.—Brittany Johnson and Tim Menzies



www.computer.org/computingedge� 53

SE AND ETHICS

systems to enable them to function without some 
of these prejudices (https://cs.gmu.edu/~johnsonb/
fairkit.html).1 But we rush to add that ethics isn’t a 
problem we can merely “fix” with automated software 
patches. We need to address the root societal, eco-
nomic, legal, and cognitive conditions that birthed 
these biases. We need to recognize the broader 
impacts of the technology we create and use. We must 
also acknowledge that sometimes well-intentioned 
frameworks, such as intersectionality, can be diluted 
over time and lose their impact.2

For a more inclusive software landscape, we must 
do the following:

	› Diversify design teams to include multiple 
perspectives.

	› Test software for potential biases against 
specific groups.

	› Foster open communication with all 
stakeholders.

	› Design better models that reduce the cognitive 
load required for their review.3,4

EXAMPLES OF UNFAIR SOFTWARE

The following points were taken from Cruz et al.S1:

	» Women can be five times more likely to be incorrectly 
classified as low income.

	» African Americans are five times more likely to lan-
guish in prison until trial rather than being given the 
bail they deserve.

	» Proposals from low-income groups are five times more 
likely to be incorrectly ignored by donation groups.

The following point was taken from CanellasS2 and 
MatthewsS3:

	» Forensic software used for DNA analysis is written 
so poorly that many people languish in jail, and some 
states have even banned the use of that software.

The following point was taken from the last chapter 
of NobleS4:

	» A successful hair salon went bankrupt due to internal 
choices within the Yelp recommendation algorithm.

For more examples, see the rest of NobleS4 as well as 
Rudin,S5 Dastin,S6 Hardesty,S7 and Caliskan et al.S8
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On the legal side, unbiased external review teams 
should regularly assess potentially discriminatory 
projects. Legislative mandates for software and AI 
system reviews are becoming crucial, especially 
since self-regulation doesn’t always yield ethical 
outcomes (https://en.wikipedia.org/wiki/Volkswagen 
_emissions_scandal).

ELEVATING THE ROLE OF ETHICS  
IN SOFTWARE ENGINEERING

How do we prioritize ethics in our field? It starts with 
education. We must equip current and future devel-
opers with knowledge of ethical considerations. This 
doesn’t just mean college courses but also profes-
sional and industrial settings. Implementing new pol-
icies and legislations that center on ethical consider-
ations is another crucial step.

As software engineers, we make impactful deci-
sions daily. The vast choices we make in system con-
figurations offer an opportunity to shape the world 
ethically. Every design choice and management deci-
sion can profoundly affect society.

In essence, let’s harness our power as software 
engineers. Let’s lean into ethical considerations and 

make decisions that champion fairness, justice, and 
inclusivity. 
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What If Ethics Got in the Way of
Generative AI?
George Hurlburt , STEMCorp Foundation, Tall Timbers, MD, 20653, USA

One of the puzzling realities surrounding AI is
that almost every AI app serves a singular pur-
pose at which it often astonishingly excels.

While frequently inscrutable and seemingly unexplain-
able, AI seldom exhibits semblances of true natural
intelligence, much less the exercise of anything resem-
bling real human intelligence,1 including free will borne
of consciousness. Instead, AI typically conforms to
the rote algorithmic and often stochastic parameters
underlying its programming and, when appropriate, to
the data upon which it has been trained.

Nonetheless, some speculate that the advanced ver-
sions of OpenAI’s Generative Pretrained Transformer
(GPT), a relatively new darling of AI, will soon be capable
of passing the Turing test and, hence, be relegated
closer to artificial general intelligence. It is the case that
GPT4, an order of magnitude bigger than its predeces-
sors, has passed several tests, including the bar exam,2

with stunningly high marks. Indeed, the genre of genera-
tive AI has set off a firestorm of speculation concerning
its human interface. Responses are both positive and
negative. Some of this speculation deals with the ethics
surrounding the tools borne of generative AI. This con-
cern has caused some prominent individuals to call for
a hiatus in ongoing AI development.3 Thus, it is perhaps
fitting to examine generative AI through an ethical lens.

IS IT FAIR?
The FAIR initiative, intended to do for data what the
Internet has done for networks, is founded on the prin-
ciple of data, which is at once findable, accessible,
interoperable, and retrievable (FAIR). To be FAIR is to
be linked to solid metadata, the bedrock upon which
the FAIR initiative is built.4 Through reliance on robust
metadata, authoritative sources may be linked in such
a fashion as to substantiate existing data and advance
scientific inquiry through exposure to new insights.

The large language models (LLM) upon which GPT
systems operate give the impression that they are

FAIR compliant. A well-constructed GPT prompt will
find, access, integrate, and return a seemingly coherent
response, usually directly related to the prompt. How-
ever, the results are far less than satisfying when the
now-fabled ChatGPT is asked for source attribution. In
this case, the lack of metadata underlying ChatGPT is
evident via utterly bogus references when citations are
requested via prompts. Worse, ChatGPT is known to
offer regular occurrences of verifiable misinterpretation
or outright misinformation. To a lesser degree, the
same appears to be the case in the larger GPT4. GPT5,
once again larger than GPT4, is slated to come out of
training in December 2023.5 While seemingly more
authoritative, with a greatly enlarged working queue,
GPT5 is still unlikely to effectively self-reference its
sources. However, uncertainty prevails, as OpenAI, the
creator of the GPT product line, is mum about the spe-
cific technical capabilities of its newer releases.

The ethical implication is that LLMs, while seem-
ingly literate, do not seem able to substantiate what
they produce with any rigor. This is because LLMs
assemble their information in a probabilistic fashion,
essentially linking words stochastically based on the
content of the prompt. In reality, however, the result is
a mathematical amalgam of a given concept without
regard for its true meaning or underlying veracity. That
GPT can rhyme, code, and generate and interpret
images are all impressive variations of its ability to
mathematically predict what should follow what has
already been produced or prompted, not an innate abil-
ity to truly understand and justify its logic. Ultimately,
the inability to provide authoritative references puts all
of its output in question from a purely scientific stand-
point. Thus, one might say that generative AI, at least
as it seems to be evolving, is just not FAIR.

IS IT POTTY TRAINED?
LLMs draw upon vast amounts of data, often scraped
directly from the Internet and other sources without
attribution and, hence, without the expressed permis-
sion of the creators or curators of the data. To build
mathematical confidence, the LLMs require extensive
training. One desired outcome of this training is
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Digital Object Identifier 10.1109/MITP.2023.3267140
Date of current version 5 May 2023.

4 IT Professional Published by the IEEE Computer Society March/April 2023

FROM THE EDITORS

What If Ethics Got in the Way  
of Generative AI? 
George Hurlburt , STEMCorp Foundation, Tall Timbers, MD, 20653, USA

This article originally  
appeared in 

 

vol. 25, no. 2, 2023



56	 ComputingEdge�  November 2024

FROM THE EDITORS

eliminating all forms of bias, vulgarity, hate speech, sex-
ually explicit material, and excessive violence. In keep-
ing with industry practice, large cadres of workers are
hired worldwide at near-poverty wages to weed out all
objectionable materials from the LLMmodel to prevent
them from becoming ingrained via training. There is no
recourse for worker stress generated by a nonstop diet
of vulgarity, hatred, perversion, and violence.6

Worse, as all forms of bias are already well baked
into the Internet, literature, and art, such exercises to
excise vast amounts of bias wholesale become a non-
stop venture. The open ethical question would be, who
judges what is biased and when? While it is straightfor-
ward to eliminatematerial that is clearly vulgar, socially
unacceptable, or outright illegal, it is quite another
thing to interpret art and literature based on presump-
tive normative standards. Whose standards apply, and
can they be applied globally? The ethical question
becomes one of the eyes of the beholder, who is far
too often the AI power broker.

The same questions appear to hold in politics as
well. It may be seemingly appropriate to eliminate
extreme political bias in a balanced way, be it left or
right. Given that sound political discourse necessarily
shapes policy, how much culling of doctrine is too
much, and what is to prevent unbalanced viewpoints
from dominating?

So, ultimately, who is protecting whom from what?
The answer appears to be elusive. As ChatGPT has
shown, enabled search engines and derivative genera-
tive AI tools are constantly being tweaked via ongoing
training to correct newly discovered wrinkles viewed as
vulgar, hateful, or harmful to some element of society.
In the case of ChatGPT, a most interesting instance
came to light when the LLM became infatuated with a
correspondent after expressing some bizarre megalo-
maniac desires.7 Both of these negative attributes were
eventually damped through added remedial training to
block certain types of provocative prompts.

IS IT EQUITABLE?
Generative AI involving LLMs is not for small fry.
ChatGPT is said to engage some 10,000 Nvidia GPUs
operating in tandem to train itself using its associated
LLM.8 One estimate suggests that 30,000 Nvidia A100
GPUs will be required to sustain ChatGPT in produc-
tion.9 The immense demand for electricity and cooling
water is a prohibitive hurdle to any new start-ups in the
field. One estimate places the cost of running GPT3, a
ChatGPT predecessor, at $4 million/month.10 Thus, an
LLM, by definition, is big business, requiring a steady
influx of cash to sustain operations, continue to tune

the LLMs, and turn a profit. Typically, monetization is
achieved through the markets for search engine optimi-
zation (SEO), advertising, and subscription services.
Thus, it can be no surprise that OpenAI, the parent
company of the GPT product line, has teamed up with
Stripe, a leading consumer service, to offer individual-
ized subscription services for GPT4 services.11 Larger
firms, including Microsoft, have negotiated to embed
variations of GPT products into their own product lines.

Interestingly, OpenAI was started as an ethical non-
profit consortium to broker AI for the betterment of
humanity. Since then, OpenAI has become a major for-
profit corporation and has attracted large cash reserves
through the runaway public fascination with its GPT
product lines. Fortunately, it retains some of its ethical
foundations, as it honestly issues warnings that its
products are far from perfection and must be evaluated
carefully while still sharing little about what is under the
hood.

The fact that OpenAI has become big and must
monetize to compete and sustain, however, suggests
that sales in the SEO and advertising worlds will bring
business-induced bias to the ultimate product line.
This is particularly true as Microsoft partners with
OpenAI for its enhanced Bing search engine, Google
introduces Bard, and other high rollers join in on the
gold rush spirited by the potential market strength of
LLMs. While perhaps subtle, such necessary business
sustainment strategies bring bias regarding who buys
high-ranking advertising campaigns and who under-
writes them. While these behaviors are indeed favor-
able to free enterprise, they can and do directly
influence public behavior in both subtle and overt
ways. Often, such influences bear ethical consequen-
ces, both seen and unseen. While some predict moneti-
zation realities for sustainment will tarnish the image
of generative AI borne by LLMs, their full employment
will already have been well established.

IT IS CAPABLE OF FREE WILL?
Consciousness and the notion of free will seem to set
so-called intelligent beings apart from otherwise inani-
mate objects. While the GPT tools appear to exhibit
astonishing degrees of literacy, syntactic excellence,
graphic ability, rhyming acumen, and even coding skills,
can they be truly conscious? Only able to respond to
prompts, can GPT products be said to possess any
degree of free will? Hence, can they be said to distin-
guish right from wrong in their behaviors? Are they
really ethical or mere savants to the degree of ethics
already well embedded within the Internet and other
sources underlying their attendant LLMs?
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This line of reasoning may prove helpful in how
these products are eventually perceived and con-
sumed. The products of advanced combinatorial math-
ematics, they are, after all, merely digital programs
trained by and operating on gigantic pools of pure
data. Lacking any actual knowledge, they exhibit seem-
ing conversational skills via mathematical manipula-
tion of symbols. While some would hold that the brain
does much the same thing, brains do not require sub-
stantial mega-GPU server farms, multimegawatts of
electricity, and vast coupled and dedicated storage
devices to operate. Moreover, the brain works from tril-
lions of potential links, possibly involving quantum
mechanics, far exceeding any server farm in capacity.
There is simply no comparison.

IS THERE A RECOURSE?
Given what is known at this early stage, it is reasonably
safe to assume that the generative AI user interface
(UI) must take center stage. How generative AI prompts
are composed has proven to significantly affect the
quality of the output from GPT products.12 Thus, gener-
ative AI takes on a whole new utility if one assumes
that creating well-founded prompts is actually a new
form of high-level coding. Generative AI is liable to take
hold, especially in the emerging worlds of low code–no
code and learning management systems (LMSs). In
both instances, effective, prompt creation builds on
increasingly practical business opportunities. Given the
reality of the GPT product line and its competitors, a
real-world ethical challenge exists to teach people how
best to interact with generative AI. That implies prop-
erly encoding generative AI through appropriately com-
posed prompts. More importantly, it entails properly
fact-checking and substantiating the results, even if
pick-and-shovel techniques must be applied to bypass
AI-driven search tools. This, too, will define a productive
new career field for the willing, perhaps offsetting grow-
ing fears that generative AI products will blindly dis-
place vast numbers of workers. Perhaps the human
interaction with the generative AI UI is where ethical
standards are best proactively applied.

This is because, like it or not, generative AI appears
here to stay.
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Fig. 15. Comparison with state-of-the-art neural dynamic clothing deformation methods. Rows from top to bottom : ground truth, SNUG [14], Neural Cloth
Simulation (NCS) [13], HOOD [18], and our prediction. Columns represent deformation with various garments and motions: (a)-(b) moving forward and hanging
leg raise, (c)-(e) palm striking and kicking, (f)-(h) layup.

As observed in the results, for motions with low dynamics:
forward movement (a) and hanging leg lifts (b), prior methods
can yield roughly reasonable deformations, but some finer de-
tails are lacking in HOOD’s prediction. In contrast, our method
demonstrates its capability to predict a substantial portion of
folds and dynamic trends, primarily due to the effectiveness of

our proposed spectral strategies. In scenarios where movements
involve actions such as the character’s palm strikes and body
twisting in cases (c) and (d), we can observe a continuous swing-
ing motion of the dress hem from left to right. However, SNUG
does not adequately capture this dynamic behavior, particularly
in the fold direction of the dress. This deficiency in capturing
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Quantum computing is a new, hot area of com-
puter science that promises great potential for 
solving problems that are currently intracta-
ble for traditional or classical computers. The 

concept of using quantum mechan-
ics as a basis for computing was first 
introduced around 1980 by Paul Be-
nioff.1 Since that time, researchers 
have been working on developing ac-
tual quantum computers as well as al-
gorithms using quantum computing. 
Algorithms have been developed that 
demonstrate quantum supremacy, that 
is, quantum computers can solve prob-
lems with a super polynomial speedup 
over classical computers.

Until recently, quantum comput-
ing has remained on the fringes of 
computer science research. This is 
primary because there haven’t been 
quantum computers built beyond a 
few qubits (the quantum equivalent 

of a bit), and the algorithms were on problems that were 
quite theoretical and of not much interest to people out-
side of computer science. That is until recently. Quantum 
computing is now gaining speed and moving out of the 
fringe area and toward a more mainstream computer sci-
ence research area. There are two main reasons for the 
surge in interest in quantum computing. First, IBM has 
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Fig. 2. Layout of experimental fields and sites (the red dots are the location of RPs). (a) Layout diagram. (b) Experimental site.

Fig. 3. Schematic illustration and APP interface of localization software system designed based on the proposed algorithm. (a) Localization system schematic
diagram. (b) App interface.

shadowing models are shown in Table III. Moreover, to better
visualize the differences among the models, we illustrate the
cumulative distribution function (CDF) of the RSS estimation
errors using different methods in Fig. 4. The four APs shown in
Fig. 5 reveal the lower and upper bounds of the RSS estimation
along the central axis based on the IRPLS method and the RSS
estimation of several other algorithms. The radio maps of four
APs generated by the IRPLS prediction model are shown in
Fig. 6

As shown in Table III, the proposed model achieves better
performance in the RSS estimation errors for different algo-
rithms. In the case of sparse sampling (0.046 RPS per square
meter), the RSS estimation error of the IRPLS model reaches

4.26 dBm, which is 21.40%, 15.98%, 13.77%, 14.29%, and
9.36%, respectively, compared with the algorithms lognormal
shadowing, covSE, covMater, covRQ, and covMater+RQ. This
is because the IRPLS model has good adaptability; it can capture
the RSS changes of spatial information in a sparse state and
appropriately expand RSS data.

The CDF curve is an important evaluation standard that intu-
itively reflects the performance of the algorithm. Its horizontal
axis represents the RSS estimation error, and its vertical axis rep-
resents the cumulative distribution probability within a specific
error. As shown in Fig. 4, IRPLS obtains the best performance,
followed by covMater+RQ, while RSS estimation of classical
lognormal shadowing exhibits the worst performance.
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Epidemic Spread Modeling for COVID-19 Using
Cross-Fertilization of Mobility Data

Anna Schmedding , Riccardo Pinciroli , Lishan Yang , Member, IEEE, and Evgenia Smirni , Fellow, IEEE

Abstract—We present an individual-centric model for COVID-
19 spread in an urban setting. We first analyze patient and route
data of infected patients from January 20, 2020, to May 31, 2020,
collected by the Korean Center for Disease Control & Prevention
(KCDC) and discover how infection clusters develop as a function
of time. This analysis offers a statistical characterization of mobility
habits and patterns of individuals at the beginning of the pandemic.
While the KCDC data offer a wealth of information, they are also
by their nature limited. To compensate for their limitations, we
use detailed mobility data from Berlin, Germany after observing
that mobility of individuals is surprisingly similar in both Berlin
and Seoul. Using information from the Berlin mobility data, we
cross-fertilize the KCDC Seoul data set and use it to parameterize
an agent-based simulation that models the spread of the disease in
an urban environment. After validating the simulation predictions
with ground truth infection spread in Seoul, we study the impor-
tance of each input parameter on the prediction accuracy, compare
the performance of our model to state-of-the-art approaches, and
show how to use the proposed model to evaluate different what-if
counter-measure scenarios.

Index Terms—Data analysis, simulation models, individual-
centric models, COVID-19, disease spread modeling, cross-
fertilization.

I. INTRODUCTION

ON MARCH 11, 2020, the WHO1 declared COVID-19
the first pandemic caused by a coronavirus. Since then,

a tremendous amount of data has been collected to help pub-
lic policy decisions that limit the spread of COVID-19. For
example, Google2 provides time-series data of infections at a
coarse granularity (i.e., as a function of the area’s population, no
information is provided at the granularity of single individuals).
Epidemiological simulation and mathematical models have been
used to predict the spread of the disease. Typically, model
effectiveness is tied to its input parameterization.
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In this article, we use the data provided by the Korean Center
for Disease Control (KCDC) and local governments during the
first wave of the disease in South Korea. In contrast to the
Google data, the KCDC data focus on individual patients and
allow the development of an individual-centric model of the
COVID-19 epidemic. Infected individuals are monitored3 and
their movements are logged using CCTV, cellphones, and credit
card transactions. The KCDC records patient movements in
plain text (i.e., natural language) without any unified rule. These
logs are parsed through automated code and rule-based methods
to extract keywords that are then used with web mapping service
APIs (e.g., Google Maps) to extract geographical coordinates
(i.e., latitude and longitude) and other data. The parsed logs are
made publicly available [1] and being collected by KCDC are
deemed trustworthy.

To the best of our knowledge, the KCDC logs are the only
publicly available data that contain patient-centric information
in great detail: they report on the patient mobility, i.e., traveled
distance and the sequence of locations visited on a daily basis, the
date of the onset of symptoms, whether and when the patient got
in contact with other patients that are also diagnosed. This leads
to our first research question, RQ1: What statistical information
can be extracted by the KCDC mobility data to parameterize an
agent-based simulation that models the spread of the disease?
The KCDC logs are a valuable resource for studying the spread
of COVID-19, yet they have limitations:� The last version of the KCDC data set contains data col-

lected up to May 31, 2020 (the KCDC data set has not been
updated since then). By that date, approximately 11,500
COVID-19 cases were confirmed in South Korea [2], but
only 35% of them have been logged into the data set.� Some locations visited by patients (e.g., locations where
people live) are not recorded due to privacy concerns.
Consequently, patient infection information and route data
do not always coincide. For example, there are patients that
infect each other even if their routes do not cross. This may
happen when patients belong to the same household.� Patient and route data may be incomplete (i.e., some
attributes are occasionally missing, such as the type of
locations visited by some patients) and require manual
completion before analyzing the data set.� There is route data information for only a portion of the
patients. Patient movement has been logged only for the
15% of all confirmed cases by May 31.

3https://bit.ly/3VMQvVm
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A Flexible Heuristic to Schedule Distributed
Analytic Applications in Compute Clusters

Francesco Pace , Daniele Venzano, Damiano Carra , and Pietro Michiardi

Abstract—This work addresses the problem of scheduling user-defined analytic applications, which we define as high-level

compositions of frameworks, their components, and the logic necessary to carry out work. The key idea in our application definition, is

to distinguish classes of components, including core and elastic types: the first being required for an application to make progress, the

latter contributing to reduced execution times. We show that the problem of scheduling such applications poses new challenges, which

existing approaches address inefficiently. Thus, we present the design and evaluation of a novel, flexible heuristic to schedule analytic

applications, that aims at high system responsiveness, by allocating resources efficiently. Our algorithm is evaluated using trace-driven

simulations and with large-scale real system traces: our flexible scheduler outperforms current alternatives across a variety of metrics,

including application turnaround times, and resource allocation efficiency. We also present the design and evaluation of a full-fledged

system, which we have called Zoe, that incorporates the ideas presented in this paper, and report concrete improvements in terms of

efficiency and performance, with respect to prior generations of our system.

Index Terms—Scheduling, distributed applications, distributed systems

Ç

1 INTRODUCTION

THE last decade has witnessed the proliferation of numer-
ous distributed frameworks to address a variety of

large-scale data analytics and processing tasks. First,MapRe-
duce [1] has been introduced to facilitate the processing of
bulk data. Subsequently, more flexible tools, such as Dryad
[2], Spark [3], Flink [4] and Naiad [5], to name a few, have
been conceived to address the limitations and rigidity of the
MapReduce programming model. Similarly, specialized
libraries such as MLLib [6] and systems like TensorFlow [7]
have seen the light to cope with large-scale machine learning
problems. In addition to a fast growing ecosystem, individ-
ual frameworks are driven by a fast-pace development
model, with new releases every few months, introducing
substantial performance improvements. Since each frame-
work addresses specific needs, users are left with a wide
choice of tools and combination thereof, to address the vari-
ous stages of their data analytics projects.

The context depicted above has driven a lot of research
[8], [9], [10], [11], [12], [13], [14], [15], [16], [17], [18], [19], [20],
[21] (see Section 7 for a detailed discussion) in the area of
resource allocation and scheduling, both from academia and
the industry. These efforts materialize in cluster manage-
ment systems that offer simple mechanisms for users to

request the deployment of the framework they need. The
general underlying idea is that of sharing cluster resources
among a heterogeneous set of frameworks, as a response to
static partitioning, which has been dismissed for it entails
low resource allocation [8], [9], [10]. Existing systems divide
the resources at different levels. Some of them, e.g., Mesos
and YARN, target low-level orchestration of distributed com-
puting frameworks: to this aim, they require non-trivial
modifications of such frameworks to operate correctly.
Others, e.g., Kubernetes [22] and Docker Swarm [23], focus
on provisioning and deployment of containers, and are thus
oblivious to the characteristics of the frameworks running in
such containers. To the best of our knowledge, no existing
tool currently addresses the problem of scheduling analytic
applications as a whole, leveraging the intrinsic properties of
the frameworks such applications use.

The endeavor of this paper is to fill the gap that exists in
current approaches, and raise the level of abstraction at which
scheduling works. We introduce a general and flexible defi-
nition of applications, how they are composed, and how to
execute them. For example, a user application addressing
the training of a statistical model involves: a user-defined
program implementing a learning algorithm, a framework
(e.g., Spark) to execute such a program together with infor-
mation about its resource requirements, the location for
input and output data and possibly parameters exposed as
application arguments. Users should be able to express, in a
simple way, how such an application must be packaged and
executed, submit it, and expect results as soon as possible.

We show that scheduling such applications represents a
departure fromwhat has been studied in the scheduling liter-
ature, and we present the design of a new algorithm to
address the problem. A key insight of our approach is to
exploit application properties and distinguish their compo-
nents according to classes, core and elastic, the first being
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Simulation Driven AI: From Artificial
to Actual and Vice Versa
Li Li , Tsinghua University, Beijing, 100084, China

Yilun Lin , Shanghai AI Laboratory, Shanghai, 200232, China

Yutong Wang and Fei-Yue Wang , Chinese Academy of Sciences, Beijing, 100190, China

In this perspective, we discuss the important role of simulations in building state-of-
the-art artificial intelligence (AI) systems. We first explain why simulations become
vital in building complex AI systems. Then, we study some challenges and candidate
solutions related to simulation-based AI systems. Finally, we discuss future
research directions in this field.

Artificial Intelligence (AI) research is embracing
a new age of renaissance due to neural net-
works.1 However, we still do not have a com-

monly accepted definition for AI while researchers
around the world are aggressively addressing various
aspects of AI from different viewpoints.

Reflecting and summarizing the idea of universal
language proposed by Leibniz, the concept of comput-
ability and intelligent machinery proposed by Turing,2

as well as the framework of Cybernetics proposed by
Wiener,3 we arrive at three basic functions of an AI
system4:

› The Representation of AI. First, an AI system
should be able to translate a special task into a
certain computational problem, by using a uni-
versal language.

› The Design of AI. Second, an AI system should
be able to find an algorithm to solve the compu-
tational problem.

› The Test of AI. Third, an AI system should be able
to find an algorithm to validate the answer to the
computational problem.

Reviewing the developing history of AI, we find that
various ideas and methods have been proposed to
implement these three functions during the last eight

decades. For example, reinforcement learning assumes
that AI systems consist of single or multiple agents that
learn to achieve a goal in a complex, potentially uncer-
tain environment via a process of trial-and-error.5 Build-
ing such an intelligent system can be viewed as a series
of tightly correlated trial-and-error actions. The designer
tries an initial setup first, then improves their building
strategy by observing agent behavior in a test environ-
ment until the system is successfully built.

To demonstrate how simulation plays a more criti-
cal role in building AI systems, we will first introduce
how to use simulations to build three functions of
intelligent systems, respectively, and then discuss sev-
eral important issues related to simulation-based AI.

SIMULATIONS FOR AI SYSTEMS
Simulation for AI Representation
Simulation usually refers to the imitation in a virtual
world for the operation of a real-world process/system.
It is a powerful tool to help us understand how a com-
plex process/system really works.6 In many situations,
we do not have an overall analytical formula to describe
the collectivemechanism of a complex process/system.
Instead, we can develop some models to represent the
key characteristics, behaviors, and functions of the
individual components within this process/process.
This allows us to use the simulation to represent the
operation of the process/systemover time.7

When the simulation model is determined, we can
collect lots of simulated data that can then be viewed
as the sampled input–output pairs of the complex pro-
cess/system. We can then use other tools (e.g., logical

1541-1672 � 2023 IEEE
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A Blockchain-Based Copyright Protection
Scheme With Proactive Defense

Xiaohu Chen, Anjia Yang , Member, IEEE, Jian Weng , Member, IEEE, Yao Tong,
Cheng Huang , Member, IEEE, and Tao Li

Abstract—Copyright protection, including copyright registra-
tion, copyright transfer and infringement penalty, plays a critical
role in preventing illegal usage of original works. The mainstream
traditional copyright protection schemes need an authority online
all the time to handle copyright issues and face some problems
such as intricate copyright transfer, single point of failure and so
on. To alleviate the burden of the authority, a few blockchain-based
copyright protection schemes are proposed. However, most of them
do not consider copyright transfer, and their infringement penalty
may only happen after copyright owners discover the infringement
behavior (i.e., “ex-post penalty”). In this article, we propose a new
security strategy, called “Proactive Defense” in copyright protec-
tion which can prevent infringement before it occurs. With our
proposed proactive defense strategy, we design a secure copyright
protection scheme which provides advantages of compact copyright
transfer and prior infringement penalty. More concrete, both copy-
right registration and transfer are regarded as transactions and
recorded to the blockchain. Based on the double-authentication-
prevention signature and non-interactive zero-knowledge proof
techniques, illegal copyright transfer can be detected and the in-
fringement penalty can be done automatically with a tailored smart
contract before the completion of the transfer. Our security analysis
shows that the proposed scheme can achieve all desirable security
properties. Moreover, we implement our scheme in Java and eval-
uate the performance experimentally. Experimental results show
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that the proposed scheme has good security and efficiency, which
can be applied for the copyright protection.

Index Terms—Blockchain, copyright protection, double-
authentication-preventing signature.

I. INTRODUCTION

INTERNET technology has greatly promoted the dissemi-
nation of data, but also makes the illegal reproduction and

unauthorized usage of the data extremely rampant. To prevent
data from being illegally used, and to track and punish copyright
violators, it is important that the data owner can prove their own-
ership (i.e., copyright) over the contents. For example, suppose
that a musician composed a piece of music, with the help of the
copyright, he was free to play and disseminate it without fear of
being taken away as creator by others. In addition, the copyright
can be transferred, which can raise incomes of the musician. The
timely and full enforcement of the rights of creators and dissem-
inators can stimulate the vitality of innovation and creation of
the whole society. As a consequence, copyright can promote the
prosperity and development of literature, art and science.

Acting as a kind of digital assets, copyright also faces some
problems. For example, It is easy to duplicate the copyright
across borders illegally, but hard to detect and punish the in-
fringement. Therefore, a set of effective methods are needed to
protect the copyright. Copyright protection, including copyright
registration, copyright transfer and infringement penalty, plays a
critical role in preventing illegal usage of original works. Several
requirements need to be satisfied associated with the copyright
protection: generating a unique label for the copyright in the
registration phase, ensuring the fairness in the transfer phase and
punishing the malicious party and protecting the honest party in
the infringement penalty phase.

The mainstream traditional copyright protection schemes are
based on watermarking and digital fingerprinting technologies
[1], [2], [3], [4], [5], [6]. Most of these schemes implement
copyright protection by adding a watermarking or digital finger-
printing to the file to be protected. By checking the added labels
in the files, data owners can detect illegal data usage and then
protect their rights through other methods, such as reporting to
the authority. Some studies consider secure copyright transfer
that can resist malicious copyright owner (seller) or buyer [7],
[8]. However, these traditional copyright protection schemes
need an authority online all the time to handle copyright issues,
which poses several problems such as intricate copyright transfer
procedure, single point of failure and so on [9].

1939-1374 © 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
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Fig. 3. Simplified execution steps based on trace in Fig. 2. Notation: gray columns: RTC steps, white columns: stable configurations, boldface in event pool:
dispatched event. (Trivial RTC steps where CEs are discarded or events are forwarded to the doActivity are omitted.)

Fig. 4. Overview of the semantic classes defined in fUML and PSSM for state machines and doActivities. Notation: rectangles: UML (meta)classes; other
vertices: implicit concepts in PSSM; solid lines: associations; dashed lines: dependencies.

test cases, executing the test cases in Cameo Simulation Toolkit,
and examining the source code and debugger executions of the
Papyrus Moka4 [31] reference implementation.

We highlight the parts that necessitate careful considera-
tion when developing state machine models (e.g., concurrent
behaviors or non-deterministic choices in priorities), and incon-
sistencies in the specification artifacts that could cause misun-
derstanding between engineers or tool vendors.

The supplementary material of the paper [25] contains de-
tailed artifacts collected from the specifications and simulator
executions (e.g., tables, screenshots and models), and complex
doActivities from the TMT industrial model [26].

4https://marketplace.eclipse.org/content/papyrus-moka

A. Overview of the Operational Semantics in PSSM

The fUML specification defines an operational semantics
for activities and actions, which is extended for state ma-
chines in PSSM. These specifications define an execution model
for a subset of the UML language. The execution model in-
cludes an abstract execution engine, classes for event handling
(SM_Object and EventAccepter), and semantic visitors
for each supported syntax class (e.g., StateActivation for
State). Operations of the semantic visitors encode the seman-
tics of the given element (e.g., enter in StateActivation
for entering a state).

Fig. 4 captures the most important semantic classes and their
connections relevant to doActivities. The following paragraphs
will introduce their main role, and the subsequent subsections
will go into more detail. Note that to ease understanding several
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10 December 

	• RTSS (IEEE Real-Time Systems

Symposium), York, UK

11 December

	• ICKG (IEEE Int ’ l  Conf. on

Knowledge Graph), Abu Dhabi,

United Arab Emirates 

	• ISM (IEEE Int’l Symposium on

Multimedia), Tokyo, Japan

13 December 

	• DependSys (IEEE Int’l Conf.

on Dependability in Sensor,

Cloud & Big Data Systems

&  A p p l i c a t i o n s) ,  W u h a n ,

China 

	• DIKW (IEEE Int’l Conf. on Data,

Information, Knowledge and

Wisdom), Wuhan, China

	• DSS (IEEE Int’l Conf. on Data

Science and Systems), Wuhan,

China 

	• HPCC (IEEE Int’l Conf. on High

Performance Computing and

Communications), Wuhan,

China 

	• ICESS (IEEE Int’ l Conf. on

Emb edded S of t ware and

Systems), Wuhan, China 

	• SmartCity (IEEE Int’l Conf. on

Smart City), Wuhan, China

15 December 

	• BigData (IEEE Int’l Conf. on Big

Data), Washington, District of

Columbia, USA

16 December 

	• ICRC (IEEE Int ’ l  Conf. on

Rebooting Computing), San

Diego, USA

	• iSES (IEEE Int’l Symposium on

Smart Electronic Systems),

New Delhi, India

	• MCSoC (IEEE Int’l Symposium

on Embedded Mult icore/

Many-core Systems-on-Chip),

Kuala Lumpur, Malaysia

17 December 

	• AT S  ( I E E E  A s i a n  Te s t

Symposium), Ahmedabad,

India

	• BigDataSE (IEEE Int’l Conf. on

Big Data Science and Eng.),

Sanya, China

	• C SE ( IEEE Int ’ l  Conf.  on

Computational Science and

Eng.), Sanya, China

	• EUC (IEEE Int ’ l  Conf.  on

Embedded and Ubiquitous

Computing), Sanya, China

	• iSCI (IEEE Int’l Conf. on Smart

City and Informatization),

Sanya, China

	• TrustCom (IEEE Int’ l Conf.

o n  Tr u s t ,  S e c u r i t y  a n d

Privacy in Computing and

Communicat ions),  Sanya ,

China

18 December 

	• HiPC (IEEE Int’l Conf. on High

Per for mance C omput ing ,

D a t a ,  a n d  A n a l y t i c s ) ,

Bangalore, India

19 December 

	• ESAI (Int’l Conf. on Embedded

S y s t e m s  a n d  A r t i f i c i a l

Intelligence), Fez, Morocco

20 December 

	• MSN (Int’l Conf. on Mobility,

Sensing and Networking),

Harbin, China 

27 December 

	• ICVRV (Int’l Conf. on Virtual

Reality and Visualization),

Macao SAR, China 
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http://www.ieee-hust-ncc.org/2024/DependSys/index.html
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http://www.ieee-hust-ncc.org/2024/HPCC/index.htm
http://ieee-aiplus.org/2024/trustcom/
http://ieee-aiplus.org/2024/bigdatase/
https://bigdataieee.org/BigData2024/index.html
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http://ieee-aiplus.org/2024/cse/
http://ieee-aiplus.org/2024/euc/
http://ieee-aiplus.org/2024/isci/
https://mcsoc-forum.org/
http://www.ieee-ats.org/
https://hipc.org/
http://www.icvrv.org/
https://esaiconference.org/
https://ieee-msn.org/2024/


2025

JANUARY
15 January

• ICOIN (Int’l Conf. on Informa-

tion Networking), Chiang Mai,

Thailand

27 January 

• AIxVR (IEEE Int’l Conf. on Artifi -

cial Intelligence and eXtended 

and Virtual Reality), Lisbon,

Portugal

FEBRUARY
9 February 

• BigComp (IEEE Int’l Conf. on

Big Data and Smart Comput-

ing), Kota Kinabalu, Malaysia

17 February 

• ICNC (Int’l Conf. on Comput-

ing, Networking and Commu-

nications), Honolulu, Hawaii,

USA

26 February 

• VISIGRAPP (Int’l Joint Conf.

on Computer Vision, Imaging

and Computer Graphics The-

ory and Applications), Porto,

Portugal

• WACV (IEEE/CVF Winter Conf.

on Applications of Computer

Vision), Tucson, USA

MARCH
1 March 

• HPCA (IEEE Int’l Symposium

on High Performance Com-

puter Architecture), Las Vegas, 

USA 

4 March 

• SANER (IEEE Int’ l Conf. on

Software Analysis, Evolution

and Reengineering), Montreal,

Canada

8 March 

• VR (IEEE Conf. Virtual Reality

and 3D User Interfaces), Saint

Malo, France

17 March 

• PerCom (IEEE Int’l Conf. on Per-

vasive Computing and Com-

munications), Washington, DC, 

USA 

31 March 

• ICSA (IEEE Int’l Conf. on Soft-

ware Architecture), Odense,

Denmark

• ICST (IEEE Conf. on Software

Tes t ing ,  Ver i f icat ion and

Validation), Napoli, Italy 

APRIL
9 April 

• SaTML (IEEE Conf. on Secure and 

Trustworthy Machine Learning), 

Copenhagen, Denmark 

22 April 

• PacificVis (IEEE Pacific Visual-

ization Conf.), Taipei City, Taiwan

26 April 

• ICSE (IEEE/ACM Int’l Conf. on

So� ware Eng.), O� awa, Canada

MAY
4 May 

• ARITH (IEEE Symposium on

Computer Arithmetic), El Paso, 

USA

• FCCM (IEEE Annual Int’l Sym-

posium on Field-Programmable 

Custom Computing Machines), 

Faye� eville, USA

• MOST (IEEE Int’l Conf. on Mobil-

ity, Operations, Services and

Technologies), Newark, USA

5 May 

• HOST (IEEE Int’l Symposium

on Hardware Oriented Security

and Trust), San Jose, USA

11 May 

• ISPASS (IEEE Int’l Symposium

on Performance Analysis of

Systems and So� ware), Ghent, 

Belgium

12 May 

• SP (IEEE Symposium on Secu-

rity and Privacy), San Francisco, 

USA

19 May 

• CCGrid (IEEE Int’l Symposium

on Cluster, Cloud and Internet 

Computing), Tromsø, Norway

26 May 

• FG (IEEE Int’l Conf. on Auto-

matic Face and Gesture Recog-

nition), Tampa/Clearwater, USA
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