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Federated Learning: Unlocking the Power of Collaborative Intelligence is a definitive 
guide to the transformative potential of federated learning. This book delves into 
federated learning principles, techniques, and applications, and offers practical  
insights and real-world case studies to showcase its capabilities and benefits.

The book begins with a survey of the fundamentals of federated learning and its 
significance in the era of privacy concerns and data decentralization. Through clear 
explanations and illustrative examples, the book presents various federated learning 
frameworks, architectures, and communication protocols. Privacy-preserving 
mechanisms are also explored, such as differential privacy and secure aggregation, 
offering the practical knowledge needed to address privacy challenges in federated 
learning systems. This book concludes by highlighting the challenges and emerging 
trends in federated learning, emphasizing the importance of trust, fairness, and 
accountability, and provides insights into scalability and efficiency considerations.

With detailed case studies and step-by-step implementation guides, this book shows 
how to build and deploy federated learning systems in real-world scenarios – such 
as in healthcare, finance, Internet of things (IoT), and edge computing. Whether you 
are a researcher, a data scientist, or a professional exploring the potential of federated 
learning, this book will empower you with the knowledge and practical tools needed 
to unlock the power of federated learning and harness the collaborative intelligence of 
distributed systems.
Key Features:

•	 Provides a comprehensive guide on tools and techniques of federated 
learning.

•	 Highlights many practical real-world examples.
•	 Includes easy-to-understand explanations.
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Preface

In the domain of artificial intelligence (AI), collaboration is needed among the few 
models for edge devices. Therefore, federated learning is rising as a groundbreaking 
approach that can unlock the power of collective intelligence residing inside individ-
ual models. In this book, we provide a comprehensive overview of different federated 
learning techniques, their applications in different domains, and the future directions of 
federated learning and collaborative intelligence.

Traditional AI models are based on processing a large amount of data at a central-
ized location and hence there are issues such as security, privacy, and processing power. 
Federated learning is a new alternative to centralized processing, enabling collabora-
tive model training on edge devices promoting data security and privacy. Local data 
remains on the edge device and only the shared parameters of the model are shared with 
the centralized model hence the privacy of the data remains intact, and the techniques 
provide the benefits of collaborative learning.

Chapter 1 by Vaneeza Mobin provides an overview of federated learning tech-
niques. The chapter explains the basic details of federated learning such as what it is, its 
benefits, challenges (privacy, security), and real-world examples. It also discusses the 
future of federated learning and how it could change machine learning in distributed 
systems.

Chapter 2 is on the foundations of deep learning by Sajid Ullah and describes the 
foundations of the federated learning techniques. This chapter unlocks the secrets of 
deep learning, exploring the building blocks of modern AI. It examines three key areas: 
1) the elaborate structures of neural networks, 2) how activation and loss functions work 
together to optimize models, and 3) the training process powered by gradient descent 
and backpropagation algorithms. The chapter is a comprehensive overview of deep 
learning techniques enabling students and practitioners to have a deeper understanding 
of this transformative technology.

Chapter 3 by Syed Atif Ali Shah and Nasir Algeelani is an extension of Chapter 2 
and provides further details of deep learning and federated learning. The advancements 
in deep learning have revolutionized machine learning and have provided mechanisms 
for processing real values and probabilistic comparisons. It can effectively provide deci-
sion-making and can resemble human-like solutions to problems and make informed 
decisions. This is a new direction for AI techniques that are adaptive and powerful.

Chapter 4 by Muhammad Ali Zeb and Samina Amin provides details of user par-
ticipation and incentives in federated learning. The chapter explains deep learning and 
natural language processing techniques to analyze text from social media platforms 
such as X (formerly Twitter). The chapter demonstrates that older techniques used for 
sentiment analysis are less effective and federated learning can provide an effective 
solution. The chapter also explores transfer learning techniques providing efficiency to 
deep learning solutions.
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Chapter 5 by Samina Amin and Muhammed Ali Zeb is based on recommendation 
techniques and the integration of collaborative and content-based filtering. With the vast 
amount of content in MOOCs, choosing the right courses can be overwhelming. This 
chapter proposes a hybrid recommender system using both content-based and collabora-
tive filtering to suggest the best courses for individual learners. It considers not just course 
content but also learner preferences, skills, and past behavior. The chapter delves into how 
recommender systems work in MOOCs, explores popular evaluation metrics, and empha-
sizes the additional use of e-learning filtering to personalize learning recommendations.

Chapter 6 by Muhammad Hamza is based on federated learning applications in 
healthcare. Federated learning offers a promising approach to healthcare by analyzing 
medical data (records, images, sensors) while preserving privacy. Unlike traditional 
machine learning methods that require central data sharing, federated learning trains 
model collaboratively on decentralized devices, protecting individual privacy. This 
leads to better predictions, precision, and accuracy compared to traditional machine 
learning with similar (or even better) results. Implementing federated learning globally 
in healthcare can improve decision-making, ensure equal access to quality care, and 
bring fairness to treatment.

Chapter 7 by Alyan Zaib provides the details of scalability and efficiency in feder-
ated learning. It discusses the efficiency and scalability of federated learning algorithms 
to process large amounts of data. It discussed the concepts of group learning by opti-
mized methods for information sharing and resource sharing. The challenges of using 
different edge devices with different capabilities and limitations are discussed.

Chapter 8 by P. Keerthana, M. Kavitha, and Jayasudha Subburaj is about privacy 
preservation techniques in federated learning. The chapter focuses on privacy preserva-
tion in federated learning along with their technical details. The protection of sensitive 
information residing on edge devices is ensured by the framework developed in the 
chapter offering more robust solutions.

Chapter 9 by Sana Daud is about trust, fairness, and accountability in federated 
learning. The chapter discussed these issues in the Internet of things with more focus 
on trust and fairness by developing new evaluation metrics beyond just privacy. A new 
framework is explained using the principles of fairness, privacy, robustness, account-
ability, explainability, and federation.

Chapter 10 by S. Biruntha, S. Rajalakshimi, and M. Kavitha is on the optimization 
techniques in federated learning. Different optimization techniques to overcome the 
issues of device diversity and heterogeneity are discussed. The techniques presented in 
the chapter improve the efficiency and effectiveness of federated learning without any 
compromise on data privacy and security.

The book has addressed fundamental issues, their solutions, techniques, algo-
rithms, applications, and future directions of federated learning. The chapters are writ-
ten with detailed explanations and easy language for the readers to follow the concepts 
and apply the concepts in their domain. All those who are interested in getting insights 
into federated learning will find the book interesting and comprehensive.

Finally, I would like to thank all the book contributors. These include the authors 
of the chapters, reviewers, editors, proofreaders, and all those who gave suggestions to 
improve the book and make it a comprehensive guide for the readers. We hope that you 
will find the book a useful read and can adapt the book for your teaching, research, or 
practical applications.
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Introduction to 
Federated Learning

Vaneeza Mobin

1.1  BACKGROUND AND MOTIVATION

In the area of big data, machine learning has emerged as a powerful technique for driv-
ing a conclusion from massive amounts of data. The centralized nature of conventional 
machine learning approaches raises concerns about data security and privacy. Data 
becomes more sensitive and as it is dispersed across multiple devices and organiza-
tions more privacy approaches to machine learning are needed. In order to solve these 
issues the federated learning (FL) paradigm allows for cooperative model training with-
out the requirement for centralized data storage. In federated learning several devices 
are established called clients that use their local data to train a shared model without 
exchanging the raw data, a central service receives the entire train model and combines 
them to create a global model update and this process is repeated until the global model 
coverage. Compared to the conventional centralized machine learning technique feder-
ated learning has the following benefits [1]:

•	 As federated learning keeps the training data dispersed across central devices 
and it preserves user privacy, the central server and clients never receive the 
raw data.

•	 Only the model update, not the raw data itself, is sent using federated learn-
ing thus lowering the communication overhead when compared to the cen-
tralized training.

•	 Federated learning permits on-device training which lowers network conges-
tion to enhance the application response and performance.

•	 Federated learning enables cooperative learning across many devices and 
organizations enabling them to exchange knowledge and enhance their per-
formance model without jeopardizing data privacy.
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2  Federated Learning

Due to these advantages, FL is a viable option for a variety of applications, especially 
in industries such as healthcare, banking, and mobile computing where data privacy is 
most important. For example, federated learning can be used to create fraud detection 
systems for financial institutions or train customized keyboard prediction models on 
mobile devices. The development of federated learning is fueled by rising demand for 
machine learning solutions that protect privacy as well as expand the availability of 
distributed computing resources [1].

1.2  THE RISE OF COLLABORATIVE 
INTELLIGENCE

Federated learning is a paradigm shift that opens the door to collaborative intelligence 
in the rapidly developing field of artificial intelligence. In order to achieve shared objec-
tives and solve the challenging issues this notion imagines a symbiotic relationship 
between humans and artificial intelligence systems, in which each entity offers its spe-
cial skills. With its enormous potential cooperative intelligence completely changes a 
number of industries including healthcare, banking, education, and transportation.

Envision a healthcare system in which medical practitioners and high-power diag-
nostic tools work together to create individual treatments that are customized to meet 
the special needs of each patient. Thinking of a financial market where human traders 
and Artificial Intelligence (AI) collaborate to make wise investment choices using each 
other specialties.

Federated learning is essential to the development of collaborative intelligence as 
it offers a safe and effective environment in which human specialists and AI systems 
may work together. Federated learning makes it possible for AI models to learn from 
data that is separate across several devices and organizations which helps to create a 
collective intelligence that is more powerful than what can be achieved by AI systems 
or by humans working alone [2].

A key component of collaborative intelligence is data privacy which is addressed 
by the federated learning’s decentralized structure. Federated learning ensures that sen-
sitive data stays under the ownership of its owner by maintaining decentralized training 
data on client devices. Participation in cooperative intelligence programs is encouraged 
and trust is fostered by this privacy-preserving strategy. Federated learning encourages 
accountability and openness in AI decision-making. This is because federated learn-
ing collaborative model updates can be accessed and reviewed openly. This allows the 
stakeholder to see any biases and review the reasoning behind artificial intelligence–
driven decisions. Building trust in artificial intelligence systems and guaranteeing their 
responsible and ethical use depend on this transparency.

We anticipate a boom in collaborative intelligence applications that revolutionize a 
range of industries and enhance our daily lives as federated learning technology devel-
ops and becomes more widely used. With the help of collaborative intelligence, we will 
be able to solve complicated problems more skillfully and open up previously unthink-
able opportunities. Let’s think about the possible effect of collaborative intelligence on 
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science research to train the artificial intelligence models on shared data sets a global 
network of scientists might accelerate discoveries and achievement in a variety of dis-
ciplines of study or picture of the future in which human translators and AI power 
language translation technology working in unison to promote the international under-
standing and dissolve the obstacles to communications [2].

Cooperative intelligence has far-reaching consequences that transcend technology 
and touch on many facets of society. Envision an individual learning system that adjusts 
to the unique learning style and speed of every student driven by artificial intelligence 
algorithms collaborating with educators to deliver tailored education. Now alternatively 
take into account social media sites that use federated learning to identify and stop 
online harassment creating a safer and friendlier online community. As we approach 
the dawn of a new era in artificial intelligence, collaborative learning suggests a time 
when user and AI collaborate peacefully and use their combined intelligence to improve 
the world.

1.3  PRINCIPLES AND BENEFITS 
OF FEDERATED LEARNING

Federated learning has revolutionized the area of machine learning as federated 
learning offers decentralized privacy-preserving techniques for group model training 
without transferring the raw data. Federated learning allows the use of multiple devices, 
and organizations prefer it as a client as it allows the use of local data to train a global 
model. This is compared to traditional centralized machine learning which collects data 
in one location. This decentralized method preserves the fundamental principle of data 
protection while enabling the development of innovative applications by tackling the 
important problem of data security and privacy.

1.3.1 � The Principles That Underpin 
Federated Learning’s Success

Federated learning is based on the following set of fundamental principles:

•	 Decentralized data storage: The first principle of federated learning is decen-
tralized data storage. In order to ensure that private information is still dis-
tributed among client devices federated learning rejects decentralized data 
storage. By lowering the likelihood of unauthorized access and data breaches 
the centralized approach effectively protects user privacy.

•	 Local model training: The second principle of federated learning is local 
model training. Unlike centralized training we send the data to the central 
server for model training, this approach enables each client to train the model 
using local data. This local training approach reduces the communication 
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overhead, protects data privacy, and facilitates one-device training enhanc-
ing application response and performance.

•	 Model update aggregation: The third principle of federated learning is 
model update aggregation. Federated learning gathers and combines model 
updates from several clients to combine the raw data from the client. These 
model updates are sent to a central server where they contain the information 
gleaned from local training.

•	 Privacy-preserving communication: The fourth principle of FL is privacy-
preserving communication. Federated learning uses encryption techniques 
to protect the model changes during central server connection in order to 
maintain data confidentiality to ensure that unauthorized parties cannot 
access the underlying raw data, only encrypted updates are shared.

•	 Collaborative learning: The fifth principle of federated learning is collabor-
ative learning. Federated learning creates a cooperative learning atmosphere 
where clients train a common model together through the utilization of col-
lective knowledge. Federated learning maintains data privacy while facilitat-
ing the creation of a resilient and broadly applicable model [3].

1.3.2 � Reaping the Benefits of Federated Learning

Due to its decentralized and privacy-preserving nature, federated learning has a number 
of advantages that influence machine learning features, such as:

•	 Federated learning limits data exposure and maintains data decentralization, 
successfully protecting user privacy.

•	 The second benefit of FL is that, unlike centralized training which entails 
exchanging massive volumes of data, federated learning decreases the com-
munication overhead by only transmitting model updates, mitigating the risk 
of data breaches, illegal access, and potential abuse of sensitive data. This 
decrease in data transferred results in better scalability and cheaper com-
munication expenses.

•	 Federated learning makes distributed training possible across separate orga-
nizations and devices and facilitates effective model training on dispersed 
datasets. This distribution method leverages the collaborative knowledge 
from several data sources to increase the scalability and performance of the 
model.

•	 Federated learning models benefit from the variety of data that is dispatched 
from different users. Federated learning models can be trained on a range 
of data distribution which increases the performance and generalizability in 
real-world applications.

•	 Federated learning minimizes data exchange and ensures data privacy which 
compiles with laws such as GDPR. Through this compliance, enterprises 
may leverage the power of machine learning while complying with data pri-
vacy regularization.
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•	 Federated learning allows for one-device training in which the model is 
trained directly on the client device. This one-device approach lowers the 
latency and enhances application response, especially in a context with lim-
ited resources.

•	 Federated learning makes it possible for several entities to collaborate on 
model training which permits knowledge exchange and model improvement. 
Organizations can pull their knowledge and resources thanks to this coop-
erative strategy all without sacrificing data privacy.

•	 Federated learning gives the data owners the ability to manage their data and 
take part in model training without sacrificing their privacy by maintaining 
data sovereignty through decentralized governance.

•	 Another benefit of federated learning is that it promotes trust and transpar-
ency in the machine learning process and makes it possible to create person-
alized and localized models that are suited to particular user requirements 
and data distribution through the utilization of local data.

•	 Federated learning reduces the possibility of improper use of data by con-
trolling data exposure and encouraging openness throughout the training 
process. As a result of decreased exposure there is a lower chance of pri-
vacy violation which guarantees the ethical development and implication of 
machine learning models [3].

1.4  THE EVOLUTION OF MACHINE LEARNING 
IN DISTRIBUTED SYSTEMS: A JOURNEY 

TOWARDS FEDERATED LEARNING

The history of machine learning (ML) in the setting of distributed systems is a charm-
ing one, replete with ever-present creativity and flexibility. Decentralized learning 
on local devices has developed from its humble origins in centralized systems to its 
cutting-edge form. It is characterized by extensive discoveries and paradigm-shifting 
improvements. This timeline now not only displays the growing complexity of facts and 
processing demands, but also the ongoing intention of higher performance, scalability, 
and privacy [4].

1.4.1 � Early Days: Centralized Systems 
and Limited Data

The early tiers of device machine learning in decentralized systems had been typified 
by way of centralized techniques. All of the data became stored on a central server that 
functioned because of the version trainer. Although this approach was easy to under-
take, it had numerous hazards. First of all, performance deterioration and bottlenecks 
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resulted from the statistics’ increasing bulk, which critically confined its scalability. 
Second, the requirement to store personal records raised sizable privacy worries since 
it shared the records with unauthorized access and hackers.

1.4.2 � Rise of Distributed Machine Learning: 
Addressing the Challenges

To overcome these limitations, researchers advanced the idea of distributed systems 
gaining knowledge of DML (distributed machine learning). The potential to teach mod-
els on records allotted across numerous devices became possible with this paradigm 
shift, which paved the manner for great breakthroughs. DML progressed scalability by 
way of lowering processing time and boosting productivity by way of dividing the learn-
ing technique across more than one node. Additionally, it reduced learning times and 
increased performance by way of distributing the burden, which led to quicker inference. 
In order to address privacy issues, DML also reduced the need for centralized data stor-
age and advanced statistics protection and reduced the likelihood of safety breaches [3].

1.4.3 � Two Primary Architectures Emerged in DML

There are two primary architectures in distributed machine learning: peer-to-peer and 
central server architecture.

In parameter server architecture a worker node trains the local models using their 
respective data subsets while a central server maintains the global model parameters. 
These local model modifications were then sent to the server which used them to update 
the global parameters, this process repeated until the model coverage [5] (Figure 1.1).

The parameter server consists of:

•	 A server group that can facilitate the running of multiple algorithms in the 
system.

•	 A server manager who is responsible for maintaining a consistent view of the 
server group.

•	 A worker group that is typically assigned for an application, the worker group 
communicates with the server group for pulling of parameters and pushing 
of gradients.

Peer-to-peer architecture did not include a central server, instead to share data and 
adjust the model parameters all nodes were in direct connection with one another, this 
approach might be easier to administrate and implement but it might also be less suc-
cessful [6] (Figure 1.2).

The development of machine learning in distributed systems underwent changes 
that made it possible to address more complicated and large-scale issues which resulted 
in important breakthroughs across a range of industries. Many fields such as recom-
mendation systems, computer vision, and natural language processing have benefitted 
from this paradigm change.
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1.4.4 � Recent Developments: The Rise 
of Federated Learning

Federated learning (FL) has attracted great interest these days as a disruptive deep 
learning method. This particular method focuses on training machine learning models 
using data to gain awareness of trends from individual devices or edge devices. This 
decentralized technique offers numerous advantages over traditional DML.

FIGURE 1.1  Parameter server architecture

FIGURE 1.2  A simple peer-to-peer network
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•	 Improved privacy: Since data in no way leaves the tool, FL offers superior 
privacy safety for sensitive information. This is mainly necessary for appli-
cations used in industries concerned with data privacy, such as banking and 
healthcare.

•	 Enhanced scalability: FL is ideal for models that deal with vast quantities 
of data due to the fact it can effortlessly cope with large volumes of data by 
utilizing the processing power of millions of devices in the network.

•	 Reduction in communication costs: FL lowers communication exchange by 
only sending targeted model updates as opposed to entire updates, which is 
beneficial for devices with limited resources.

FL has the power to essentially change how machine learning models are used and 
trained. It lets us benefit from the extensive volumes of information that devices gener-
ate while safeguarding and securing information. This opens up fascinating possibili-
ties for tailored packages, collaborative learning, and allotted intelligence [4].

1.4.5 � Beyond Federated Learning: The Future 
of ML in Distributed Systems

The area of distributed machine learning is always evolving as new strategies and 
advancements are made. Apart from FL, numerous different elements are impacting 
the future of DML:

•	 Graph neural networks (GNNs): These state-of-the-art algorithms have the 
ability to research from graph-representable information, which opens up 
new packages in social community analysis, recommender systems, and 
other associated domains.

•	 Reinforcement learning (RL): This is an exciting area of federated learning 
that can educate retailers on how to make decisions in complex environ-
ments. Its uses consist of robotics, gaming, and self-sufficient systems.

•	 Transfer learning: By allowing us to use understanding from one task to 
some other, this powerful tactic improves the efficacy and precision of sys-
tem studying models.

•	 Emerging distributed systems designs: New designs such as blockchain and 
fog computing are being researched that will improve the scalability, protec-
tion, and security of the user’s machine learning structures [4].

These improvements show how distributed machine learning is changing. As time 
goes on, the focus will shift to developing algorithms which are safer, economical, and 
ensure privacy while utilizing the large amounts of data and computing power to be 
had in dispersed settings. This focus can improve many elements of our lives and yield 
beneficial, unique, and practical solutions across a huge spectrum of fields.
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1.5  ADVANCEMENTS LEADING TO 
FEDERATED LEARNING: A JOURNEY 

FROM ISOLATION TO COLLABORATION

With the appearance of federated learning (FL), which substitutes decentralized, coop-
erative techniques for local models, machine learning has experienced a sizable trans-
formation. This shift was made feasible because of the advancements listed below, all 
of which are essential to FL’s fulfillment.

1.5.1 � The Convergence of Communication 
and Computing Power

Two key enhancements that FL relies upon are extended transmission bandwidth and 
broader availability of processing assets. Cutting fees, improvements in community 
infrastructure and excessive-pace net connections have extensively improved transmis-
sion bandwidth. This has made it feasible for devices and the central server to switch 
model updates efficaciously, which is a necessary precondition for FL. Concurrently, 
the developing utilization of wearables, smartphones, and other facet devices has cre-
ated a big worldwide network of computational resources. As a result, FL has pro-
gressed in overall performance and expanded model schooling by means of utilizing 
the pooled computing ability of numerous devices [7].

1.5.2 � Securing Collaborative Learning 
in a Decentralized World

FL’s success depends on its potential to collaborate and share information without com-
promising customers’ privacy or non-public safety. This difficulty has been resolved in 
part with the aid of advances in cryptography and secure verbal exchange protocols. 
Homomorphic encryption and secure multi-celebration computation (SMC) are strate-
gies that assure data safety and privacy even in decentralized settings. They make it 
viable for group learning without revealing the underlying unprocessed data [8].

1.5.3 � From Centralized to Decentralized Optimization

Centralized optimization techniques are utilized by conventional devices gaining 
knowledge of algorithms to address and combine all facts on a central server. However, 
FL turns into unfeasible and unsustainable as it includes scattered data across numerous 
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devices. To clear up this issue, researchers have evolved efficient allotted optimiza-
tion algorithms and decentralized studying methodologies. These strategies ensure 
the convergence of the worldwide model whilst enabling the synchronization of mas-
tering throughout several devices, even in the face of verbal exchange lag and tool 
heterogeneity.

1.5.4 � Open-Source Frameworks: Democratizing  
Federated Learning

The creation of open-source FL frameworks such as PySyft, Flower, and TensorFlow 
Federated (TFF) has accelerated FL’s popularity and development. These frameworks 
make FL algorithm deployment and implementation less complicated with the aid of an 
intuitive user interface and multiple functions that allow accessibility to a wider audience.

1.5.5 � Addressing the Growing Demand 
for Privacy-Preserving Learning

The public’s increased awareness of data privacy and protection vulnerabili-
ties has fueled the search for alternative processes that address those difficulties. 
FL addresses this challenge by providing a technique that allows groups to get to 
know each other without requiring them to share raw data. This privacy-maintain-
ing approach encourages transparency and self-assurance in cooperative learn-
ing projects by lowering the dangers related to centralized statistics processing and  
garages [9].

1.5.6 � Hardware and Software Advancements: 
Tailoring Technology for FL

The advancements in software and hardware platforms designed mainly for dispensed 
computing and machine learning have further allowed FL. FL algorithms have ended 
up extra green and carry out higher, which makes them more appropriate for practical 
uses. This is due to the fact that machine learning models are accomplished on spe-
cialized processors, and software program systems that maximize conversation and 
resource allocation are used.

1.5.7 � Fueling FL with Abundant Data

The availability of large and numerous datasets from various fields has simplified the 
procedure of teaching FL models. These datasets permit the development of reliable 
and broadly relevant models that work properly in more than a few real-world situa-
tions. Moreover, FL is becoming increasingly more well-known, expanding the body 
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of information and creating a positive feedback loop that propels the improvement of 
more complex models.

1.5.8 � Collaborative Effort across Academia and Industry

The capability of FL has been recognized by influential figures in academia and busi-
ness, leading to a surge in studies and improvement endeavors. This collaborative effort 
has extended FL’s improvement and integration into other programs. Additionally, the 
FL environment has grown stronger on account of the improvement of specialized 
equipment and resources in response to the demand from many stakeholders.

1.5.9 � Regulatory Landscape and Ethical Considerations

The improvement of information privacy policies, along with the California Consumer 
Privacy Act CCPA, in the United States, and the General Data Protection Regulation 
(GDPR), in the EU, has contributed to the creation and acceptance of privacy-preserv-
ing techniques which include FL. Due to these policies, which oblige corporations to 
handle personal facts accurately, FL provides a captivating choice for cooperative learn-
ing that conforms to moral and legal standards.

1.5.10 � From Isolated Models to Collaborative Ecosystems

The rapid increase of federated learning can be attributed to each of these advances and 
the increasing need for decentralized and privacy-preserving learning methods. We trust 
that as FL advances, its effect will increase across different domains, influencing records 
evaluation, teamwork, and the improvement of the next generation of smart systems.

FL represents a paradigm shift in system studying, prioritizing decentralized, 
cooperative learning environments over solitary models. A wide variety of industries, 
such as finance, schooling, healthcare, and smart cities, may be completely changed 
by this shift. Through the usage of distributed devices’ of mixed intelligence and data 
protection and privacy, FL has the capability to provide new opportunities and create 
extra intelligent and collaborative infrastructure.

1.6  UNRAVELING THE CHALLENGES OF 
FEDERATED LEARNING: FROM THEORY 

TO REAL-WORLD IMPLEMENTATION

Federated learning (FL) holds the promise to facilitate privacy-preserving learning; 
however, before FL may be implemented, some of its challenges need to be addressed. 
These problems can be divided into four principal areas, all of which require careful 
consideration and original thinking to resolve.
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1.6.1 � Communication Overhead:  
A Bandwidth Balancing Act

FL’s core functionality depends on devices and the central server replacing model 
changes. However, some elements may need additional conversation:

•	 Restricted bandwidth: If a tool has few assets, it could be tough for it to 
supply updates. Higher fees and longer training times will accompany this. 
Removing this obstacle requires efficient compression strategies and conver-
sation protocols.

•	 Heterogeneity: When using devices with various processing and network 
capacities, it may bring about an uneven learning environment wherein a few 
devices make a contribution greater than others. This may affect the learning 
model’s performance and convergence. Adaptive algorithms and dynamic 
resource allocation techniques are used to manage this heterogeneity.

•	 Privacy concerns: There is a risk that sharing version updates may cause 
inadvertent monitoring of the private data of the underlying devices. Secure 
communication protocols and privacy-preserving techniques such as homo-
morphic encryption are important to maintain privacy and foster collabora-
tion [3].

1.6.2 � Data and Model Heterogeneity: Navigating  
a Patchwork of Information

The quality of the data utilized in Federated Learning (FL) directly impacts its effec-
tiveness.. However, FL offers precise difficulties due to its decentralized approach:

•	 Non-IID data: Local device data distributions can vary substantially, which 
may cause models that will be biased toward the majority of data and false 
in more than a few real-world situations. Methods such as federated learning 
and federated transfer learning are being researched to mitigate this problem.

•	 Model poisoning: Malevolent actors may additionally try to contaminate the 
learning data with the intention of altering the model’s output. Systems for 
detecting anomalies and robust defenses are vital to maintaining the integrity 
of the learning model.

•	 Privacy leaking: Even with privacy-preserving safeguards in place, there is a 
danger that data will leak due to version modifications. Differential privacy 
techniques need to be carried out and modified with caution [3].

1.6.3 � System and Security Challenges: 
Protecting the Fortress of Knowledge

Potential vulnerabilities offer complicated environments inside the underlying infra-
structure supporting FL:
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•	 Resource constraints: Devices regularly have a small amount of process-
ing power and short battery lives, which prevents users from participating 
and reduces the effectiveness of the training. To get past these restrictions, 
resource-aware algorithms and effective version designs are vital.

•	 Security of the machine: FL structures need to be resilient to quite a few 
threats, such as backdoors, information poisoning, and version theft. To 
ensure device integrity intrusion detection structures and stable hardware 
control are crucial.

•	 Methods for protecting privacy: It may be computationally costly to put in 
security techniques such as homomorphic encryption and stable multi-party 
computing (SMC), which affects system scalability and overall performance. 
Finding a balance between privacy and performance requires investigating 
novel and effective privacy-preserving techniques [3].

1.6.4 � Legal and Ethical Considerations: Navigating 
the Moral Compass of Data Collaboration

The ethical and moral implications of FL necessitate careful attention:

•	 Data possession and governance: Precise frameworks and governance pro-
tocols are needed to outline data possession, obligation, and access control 
inside FL systems. Collaborative agreements and facts licensing may be used 
to establish ethical information sharing.

•	 Fairness and bias: FL models may also increase preexisting data biases, 
leading to unfair and discriminatory outcomes. Routine tracking and bias 
avoidance methods are necessary to ensure truthful and equitable results for 
all users.

•	 Explainability and transparency: It is concerning that the decision-making 
processes of FL models lack transparency and responsibility. Explainable AI 
strategies and user-friendly interfaces are necessary to increase self-assur-
ance in and knowledge of FL models [3].

1.6.5 � Charting a Course for Successful 
Implementation

Despite the demanding situations, researchers and practitioners are actively developing 
techniques to overcome them and enable the full capability of FL. Some promising 
processes include:

•	 Federated learning frameworks: The open-source TFF (TensorFlow 
Federated), PySyft (Python Syft), and Flower frameworks offer equipment 
and datasets to simplify FL implementation and address unusual problems.
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•	 Advanced algorithms: Federated learning, federated transfer learning, and 
adaptive algorithms can be utilized to control data heterogeneity and enhance 
version generalizability.

•	 Security and privacy-related solutions: Privacy-preserving data exchange 
protocols, stable hardware control, and differential privacy methods can all 
be used to defend record confidentiality and system integrity.

•	 Legal and ethical frameworks: Lawmakers, researchers, and stakeholders 
need to collaborate to develop simple recommendations and standards for 
data possession and access, justice, and responsibility in FL structures.

Federated learning represents a paradigm change in machine learning by way of provid-
ing a privacy-preserving path to collaborative intelligence. By addressing the problems 
and inspiring unique answers, FL has the capacity to revolutionize how we educate and 
apply machine learning models. This will attract moral and legal responsibilities while 
developing new opportunities in a variety of industries. To develop an extra smart and 
cooperative future, researchers, lawyers, and stakeholders from various backgrounds 
must work collectively. Let us harness the user’s ability together.

1.7  PRIVACY AND SECURITY: THE 
CORNERSTONE OF FEDERATED LEARNING

Due to data privacy, federated learning has a number of promises for collaborative 
learning. Federated learning enables a training model on data that are dispersed among 
different devices or organizations and it can lower the danger of data breach and unau-
thorized access in contrast to the traditional machine learning models where data is 
centralized. However, maintaining privacy and security in decentralized data and com-
munication environments calls for careful thoughts and creative solutions [10].

1.7.1 � Importance of Privacy in Federated Learning

Data privacy is important in federated learning for several reasons:

•	 Safeguarding sensitive information: Individual data can consist of monetary, 
geographic, and fitness information. FL reduces the opportunity for undesir-
able access by ensuring that such facts stay on the user’s device.

•	 Establishing transparency and trust: Users are more willing to take part in 
FL efforts, giving important information and hastening the improvement of 
new models, once they believe that their data are secured.

•	 Respecting regulations: Organizations are required to abide by privacy laws 
such as the CCPA and GDPR to handle user data securely. FL offers a way 
to conform to those regulatory standards and facilitate collaborative learning 
[10].
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1.7.2 � Methods for Secure and Confidential 
Data Sharing in FL

To ensure secure and confidential data sharing in FL several methods are employed:

	 1.	Secure multi-party computation (SMC): SMC conceals the underlying infor-
mation while allowing many members to compute a characteristic over their 
private inputs. This approach preserves data privacy while enabling collab-
orative model training.

	 2.	Homomorphic encryption: With this cryptographic technique, encrypted 
data may be computed while not having to be decrypted. In doing so, the 
central server is able to collaborate and update the global version at the same 
time as keeping the confidentiality of model updates.

	 3.	Federated differential privacy (FDP): FDP offers a statistical guarantee of 
data privacy by adding noise to model updates before sharing. This method 
prevents a compromise between privacy and usability, retaining user data 
while permitting version learning.

	 4.	Secure aggregation protocols: During communication between the user and 
the central server, the protocols assure the authenticity and integrity of ver-
sion updates. This stops bad actors from tampering with the training model 
or adding poisoned facts.

	 5.	Secure hardware control: These specialized hardware additives provide a 
steady place to perform sensitive calculations. This may be mainly beneficial 
in safeguarding version parameters and warding off unwanted access to pri-
vate data.

	 6.	Privacy-preserving communication protocols: These protocols further shield 
user privacy by encrypting and anonymizing communications between 
devices and the central server.

	 7.	Federated learning frameworks: The improvement of personal and reliable 
FL systems is made simpler via the integrated protection and privacy skills 
of open-access FL frameworks such as TensorFlow Federated (TFF) and 
Python Syft (PySyft).

	 8.	Legal and ethical frameworks: To make sure accountable records sharing 
and persons agree with FL tasks, it is vital to set up simple legal frameworks 
and moral concepts. Data ownership, access, control, equity, and obligations 
must all be included with the aid of these frameworks [10].

1.7.3 � Future Directions in Privacy-Preserving FL

While vast strides have been made in ensuring privacy and protection in FL, ongoing 
research and development efforts are crucial to deal with increased demand and adapt 
to evolving technologies. Some promising future models involve:

•	 Developing extra efficient and scalable privacy-preserving strategies.
•	 Exploring new approaches to cope with data heterogeneity and model bias.
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•	 Designing robust protection mechanisms in opposition to attacks.
•	 Promoting transparency and explainability in FL structures.
•	 Collaborating with policymakers and stakeholders to set up a simple legal 

and ethical framework for FL.

The cornerstone of effective federated learning is still privacy. Through the implemen-
tation of strong safety and privacy-preserving strategies, FL can facilitate collaborative 
learning while retaining user confidence and legal issues. We might also expect that 
FL will play a role in influencing machine learning in the future and open the door to a 
smarter, cooperative system in which protection and privacy are paramount as studies 
and machine learning improve.

1.8  APPLICATIONS OF FEDERATED 
LEARNING ACROSS INDUSTRIES

By facilitating collaborative learning on data dispersed across individual devices, fed-
erated learning (FL) is rapidly changing sectors and ensuring privacy and protection 
while supplying insightful information. Numerous successful programs in a number of 
disciplines have resulted from this paradigm shift, each demonstrating the adaptability 
and sizeable nature of FL [11].

1.8.1 � Healthcare

•	 Precision medicine: FL analyzes patient data from many hospitals, resulting 
in more individualized treatment regimens and better patient results.

•	 Drug discovery: FL can expedite the process of finding and developing new 
drugs by working together to analyze genomic data from various patients.

•	 Pandemic forecasting: Using FL models trained on personal health informa-
tion, disease epidemics can be predicted and tracked, allowing for prompt 
intervention [11].

1.8.2 � Finance

•	 Fraud detection: To appropriately perceive fraudulent operations FL is used 
to look at large volumes of monetary transactions throughout more than one 
institution.

•	 Evaluation of creditworthiness: FL models are capable of examining credit-
worthiness based on personal financial records without jeopardizing privacy, 
providing more individualized and inclusive financial offerings.
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•	 Personalized financial recommendation: FL is able to customize financial 
merchandise and investment recommendations by way of analyzing every 
customer’s particular monetary information [11].

1.8.3 � Retail

•	 Personalized product tips: Product suggestions that are mainly tailored to 
every user are made through FL models, which remember each user’s brows-
ing and buying records on numerous structures.

•	 Inventory manipulation: By the use of FL models to forecast demand for 
specific products in diverse places, stock control can be optimized and inven-
tory outs may be minimized.

•	 Fraud detection: While protecting consumer privacy, FL models are capable 
of perceiving fraudulent interest in online transactions [11].

1.8.4 � Automotive

•	 Predictive renovation: By utilizing information from onboard sensors in 
cars, FL models forecast the likelihood of automobile accidents, reducing 
safety costs and improving safety.

•	 Autonomous driving: To grow the adaptability and protection of self-driving 
cars, FL is used to train autonomous riding models on a whole lot of driving 
statistics from unique users.

•	 Optimization of traffic flow: By analyzing real-time data from linked vehi-
cles, FL models can reduce congestion and improve traffic flow [11].

1.8.5 � Manufacturing

•	 Predictive maintenance: By using sensor records from networked devices in 
numerous factories, FL models assume probable device issues, decreasing 
downtime and streamlining safety plans.

•	 Quality management: FL models are able to identify and reduce quality con-
cerns by means of studying manufacturing data from special machines and 
ensuring uniform standards.

•	 Process optimization: FL models are capable of finding and fine-tuning sys-
tem parameters for extended performance by studying operational statistics 
from diverse manufacturing lines [11].

1.8.6 � Success Stories

•	 Apple’s quick type keyboard: This custom-designed keyboard learns every 
user’s specific typing fashion and, through the usage of FL, enhances accu-
racy and usability.
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•	 Google Gboard: Like quick type, Gboard uses FL to customize language 
models and keyboard predictions for every consumer.

•	 Samsung’s scene recognition: This characteristic improves overall digital 
performance and personal experience by way of using FL to recognize and 
regulate settings based totally on the person’s environment.

•	 The meal shipping app: FL from the company Meituan in China assists in 
tailoring meal recommendations for specific customers in keeping with their 
tastes and regional traits.

•	 Federated learning from an open-minded platform: This platform democ-
ratizes access to this game-changing generation by means of allowing 
researchers and developers to work together to build FL models throughout 
multiple domain names.

There is a bright future for FL. We may anticipate even more cutting-edge applica-
tions in a wide range of industries as the technology develops and is more widely used. 
FL promises to transform how we communicate, learn, and use technology in a vari-
ety of contexts, including smart cities, tailored education, and personalized treatment. 
Together, researchers, developers, and business executives can fully realize FL’s poten-
tial and create a more connected, intelligent future for everybody.

1.9  FUTURE TRENDS AND ADVANCEMENTS 
IN FEDERATED LEARNING

By maintaining data security and privacy and facilitating collaborative intelligence, 
federated learning has already completely changed the way we train and use machine 
learning models but still with further research and development efforts the feature of 
federated learning promises more exciting breakthroughs. The following encouraging 
patterns and future initiatives significantly alter the landscape of federated learning.

1.9.1 � Improved Security and Privacy

•	 Improvements in differentially private algorithms: More advanced algo-
rithms that reduce overall performance degradation will offer extra privacy 
assurances.

•	 Breakthroughs in secure multi-celebration computation (SMC): SMC proto-
col traits will enhance collaborative mastering of safety and privacy, allow-
ing the usage of extra sensitive records.

•	 Advances in homomorphic encryption: Sophisticated methods of homo-
morphic encryption will permit calculations on encrypted data without the 
need for decryption, protecting privacy and facilitating sophisticated model 
training.
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•	 Hardware protection answers: To protect sensitive information and model 
parameters during FL calculations, hardware control, and devoted proces-
sors will provide secure environments [12].

1.9.2 � Enhanced Efficiency and Scalability

•	 Communication-efficient algorithms: Algorithms that reduce verbal 
exchange overhead may be created as a way to make FL more appropriate for 
large-scale deployment and devices with limited resources.

•	 Improvements to machine learning: As machine learning strategies improve, 
more complex models can be utilized on edge devices, lowering the need for 
centralized servers and increasing aid performance.

•	 Cross-device federated learning: FL might be accelerated to facilitate coop-
eration between many device types, which include wearables, smartphones, 
and Internet of things sensors, bringing new possibilities for context-aware 
and custom-designed packages. [12]

1.9.3 � Handling Bias and Heterogeneity in Models

•	 Federated meta-learning: This method will increase the overall performance 
and generalizability of FL models with the aid of permitting them to regulate 
numerous data distributions throughout devices.

•	 Federated transfer studying: This method aims to relieve data scarcity on 
personal devices and increase learning performance by making use of know-
how from pre-educated models.

•	 Fairness-conscious FL algorithms: To reduce prejudice and discrimination 
in FL models and guarantee simple and equitable results for all users, new 
algorithms could be created [12].

1.9.4 � Novel Use Cases and Applications

•	 Federated learning (FL) in healthcare: FL could be used to train personal-
ized healthcare models on patient-specific fitness facts, resulting in higher 
infection prevention, analysis, and remedy plans.

•	 Federated learning for autonomous automobiles: Federated learning (FL) 
is a promising approach to improve safety and performance in self-driving 
cars by facilitating collaborative learning of riding policies and environment 
models among numerous automobiles.

•	 Federated learning for smart towns: Federated learning (FL) could be uti-
lized in smart town packages to optimize resource allocation, power con-
sumption, and visitors travel in real-time by way of reading information from 
numerous sensors and devices.
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•	 Federated learning for custom-designed education: FL will make it possible 
for adaptive studying structures to tailor the pace and substance of instruc-
tion to the precise desires and studying options of every learner [12].

1.9.5 � Democratizing Federated Learning

•	 Open-source FL frameworks: Developers and researchers can be capable of 
creating and enforcing FL applications without a superb deal of technical 
know-how thanks to easily navigable and available FL frameworks.

•	 Platforms for collaboration: Specific platforms will make it less complicated 
for stakeholders, developers, and teachers to create collectively, with the pur-
pose of promoting innovation and hastening the introduction of FL programs.

•	 Standardization and excellent practices: Defining unambiguous FL require-
ments and great practices will assure that safety, interoperability, and ethical 
ideas are respected in diverse implementations [12–14].

1.10  LOOKING AHEAD: A BRIGHTER 
FUTURE WITH FEDERATED LEARNING

Federated learning has the potential to convert many facets of our lives by embracing 
those new traits and tendencies [15, 16]. It offers hope for a time when we are capable of 
protecting users’ privacy while using the mixed intellect of dispersed devices [17, 18]. 
We may additionally anticipate modern applications, a revolutionary era, and a greater 
cooperative and smart future for all as the sector of FL develops.

1.11  SUMMARY

This chapter narrates federated learning (FL), a transformative paradigm in machine 
learning in a context that propelled the rise of collaborative intelligence. It gradually 
extends to the principles and benefits governing FL. Traversing the emergence of FL, 
this chapter aims to highlight the evolution of machine learning within distributed sys-
tems that set the stage for advancements. Keeping in view the challenges encountered 
in the implementation of FL, a comprehensive detail of privacy considerations is pre-
sented. This chapter engages readers to delve into real-world applications, showcas-
ing early research examples that range from predictive modeling on mobile devices to 
secure disease prediction.

The chapter concludes by foreseeing future aspects, anticipating revolutionary 
applications, and ongoing research in personalized healthcare. The instances and 
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research presented in this chapter serve as a testament to the versatility of collaborative 
intelligence, laying the foundation for a future shaped by the continued evolution of FL 
in artificial intelligence and machine learning. Readers are invited to learn the insights 
of collaborative intelligence, FL’s applications, and envision its promising trajectory in 
the ever-evolving landscape of modern machine learning.
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2Foundations of 
Deep Learning

Sajid Ullah

2.1  INTRODUCTION

This chapter, “Foundations of Deep Learning”, sets out to give an explanation of the 
fundamental thoughts guiding this dynamic field within the hastily evolving science 
of artificial intelligence. Starting by dissecting neural networks and investigating their 
architectures and functionalities. Additionally, light is shed on the important roles that 
loss features and activation functions play in optimizing model overall performance. 
The investigation concludes with a thorough analysis of gradient descent and lower 
backpropagation, the ideas underlying community optimization.

This chapter’s objectives are twofold: first, to demystify the core principles that 
govern the operation of deep learning models, and second, to empower readers with the 
information and self-belief to significantly analyze and discover this swiftly evolving 
area.

2.2  BACKGROUND

The roots of deep learning stretch back in addition than one would possibly suspect, 
with the seeds of notion sown inside the fertile ground of early artificial intelligence 
research. In the 1940s, the seminal work of Warren McCulloch and Walter Pitts brought 
the perceptron a rudimentary version mimicking the binary firing of neurons, laying the 
inspiration for the interconnected networks that would define deep learning. However, 
limitations in training and a brief length of skepticism called the “AI winter” forged a 
shadow over those early efforts [1].

The embers of progress flickered to life again in the 1960s with the work of Alexey 
Ivakhnenko and Valentin Lapa, who explored polynomial activation capabilities and 
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laid the basis for multi-layered networks. Yet, realistic demanding situations and com-
putational limitations persevered to hinder tremendous adoption [1].

The authentic renaissance of deep learning arrived within the overdue 1980s and 
early 1990s with the pioneering work of Geoffrey Hinton, David Rumelhart, and Ronald 
Williams, who efficiently carried out the backpropagation algorithm to train multi-lay-
ered neural networks. This step forward, coupled with advancements in computational 
strength, fuelled a surge of research and development, propelling deep learning into the 
coronary heart of the AI revolution [2].

However, the course towards proper adoption was not totally smooth. Critics voiced 
concerns approximately the lack of interpretability and explainability of deep study-
ing fashions, thinking their reliability for protection-important programs. Additionally, 
the computational needs of education complicated networks posed a significant hur-
dle. Despite these demanding situations, the speedy advancement of hardware and the 
improvement of greater green education algorithms have paved the manner for a golden 
age of deep mastering. The field has witnessed substantial breakthroughs in diverse 
domains, from pc imaginative and prescient and natural language processing to self-
driving cars and healthcare diagnostics [2].

This chapter delves into the principles underlying those successes, demystifying the 
complexity of neural networks, activation features, loss functions, and the optimization 
algorithms that manual their mastering adventure. By expertise those foundational read-
ers gain the gear to seriously determine the full-size and ever-evolving landscape of deep 
learning, contributing to its accountable and moral development in the years to come.

2.3  NEURAL NETWORKS AND 
THEIR ARCHITECTURE

Artificial neurons are used to create complex structures called neural networks, which 
can process several inputs and produce a single output. A neural network’s main func-
tion is to convert input into usable output. A neural network typically consists of an 
input layer, an output layer, and one or more hidden layers. An artificial neural network, 
or ANN, is another name for it. The ANN design is necessary for neural networks to 
operate precisely like the human brain [2].

In a neural network, every neuron is connected to every other neuron through inter-
actions. The network is capable of identifying and observing each component of the 
information at hand as well as any potential correlations between the different data 
elements. Neural networks can search through enormous amounts of data for incredibly 
intricate patterns in this way [2].

There are two ways that information can be transferred via a neural network:

•	 Feedforward network: Layer by layer, data is fed into the neural network in a 
feedforward mode. Each layer modifies the input before sending it to the one 
after it. The input processing procedure is simple and results in a prediction 
for the output.
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•	 Feedback networks: Backpropagation, or feedback, is a little more complex. 
First, a prediction is made by the network, and the difference between the 
predicted and actual results is computed. In order to reduce future prediction 
mistakes, the network’s internal parameters (weights and biases) are then 
systematically adjusted using this error. It is through this iterative process of 
parameter modification, error computation, and prediction that the network 
learns and becomes more efficient over time [3] Figure 2.1.

2.3.1 � Main Components of Neural 
Network Architecture

The neural network architecture is made up of input, output, and hidden layers.

2.3.1.1 � Input Layer

The first layer of a neural network to receive raw input data is called the input layer. 
A feature or component of the input data is represented by each neuron in this layer. 
The dimensionality of the input data determines how many neurons are present in the 
input layer. Every neuron may represent a pixel in image recognition, for instance. 
The input layer is the neural network’s access factor, and its fundamental job is to 
switch data from this residue to the layers that come after it for added processing 
and learning [3].

FIGURE 2.1  Architecture of Neural network



26  Federated Learning﻿

2.3.1.2 � Hidden Layer(s)

The intermediate stages among the enter and output layers of a neural community are 
known as hidden layers. These layers’ neurons carry out intricate calculations, chang-
ing the incoming records into a format that aids in the community’s correct predic-
tion-making. After receiving entry from the preceding layer, every neuron in a hidden 
layer gives each input a weight earlier than sending the outcome through an activation 
characteristic. The potential of the network to study and generalize is basically depen-
dent on the number of neurons in each layer and hidden layers. The network can study 
hierarchical representations and apprehend complicated patterns in the statistics way to 
hidden layers [3].

2.3.1.3 � Output Layer

A neural community’s output layer generates the final results or prediction on the end. 
Depending on the process at hand, this residue’s neuron may additionally range from 
one for binary classification to numerous for multi-class category, with each neuron 
representing a class. Activation functions appropriate for the task are usually employed 
by the neurons in the output layer. The output of a sigmoid function, which is com-
monly used for binary classification, resembles probability. A softmax function is fre-
quently employed in multi-class contexts to normalize the outputs into a probability 
distribution across classes. The output layer’s job is to offer the final prediction made 
by the network using the patterns and features that it has learned from the layers that 
came before it [2].

2.3.2 � Types of Neural Networks

Some important neural networks are:

•	 Convolutional neural network (CNN)
•	 Recurrent neural network (RNN)
•	 Long short-term memory (LSTM)
•	 Generative adversarial network (GAN)

2.3.2.1 � Convolutional Neural Network (CNN)

One particular kind of neural network that is used to handle structured grid data, such 
as photographs, is called a convolutional neural network (CNN). To automatically and 
adaptively learn the spatial hierarchies of capabilities from the enter; it makes use of 
convolutional layers. This layout reduces the need for guide function engineering by 
shooting patterns and spatial correlations within the data, making it beneficial for pack-
ages such as photo identification [2].
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2.3.2.1.1 � Convolutional Neural Network: Architecture

A convolutional neural network consists of four layers: input, pooling, convolutional, 
and completely linked.

2.3.2.1.1.1  Input Layer  The input layer of a convolutional neural network (CNN) is in 
which the community gets its first entry, which is frequently raw statistics in the shape 
of a pixel. The input layer of a CNN is made to address information that looks like a 
grid, in assessment to traditional neural networks. The intensity of the layer shows the 
number of color channels (three for RGB pixels), and each neuron inside the input layer 
is equal to a pixel in the entered picture.

Accepting the photo statistics and passing it through the successive convolutional 
layer in which filters and pooling operations are carried out to extract hierarchical traits 
from the entered image is the primary job of the input layer. CNNs are capable of effi-
ciently capturing spatial patterns in images because of their grid-like structure [2].

2.3.2.1.1.2  Convolutional Layer  Convolutional operations are applied to the input 
data by the convolutional layer of a convolutional neural network (CNN). To identify 
patterns, edges, and features in the input image, these procedures entail swiping tiny 
filters, also known as kernels, across the image [3].

2.3.2.1.1.3  Max Pooling Layer  A convolutional neural network (CNN) max pooling 
layer is a down-sampling process that lowers the input volume’s spatial dimensions. 
Usually, it comes after convolutional layers. Retaining the most pertinent details from a 
group of values is the main concept. By using max pooling, the network can withstand 
changes in the location, size, and orientation of its features. Additionally, it lessens 
the processing burden and assists in avoiding overfitting by concentrating on the most 
important data in the feature maps [1].

2.3.2.1.1.4  Output Layer  Convolutional neural networks (CNNs) use hierarchical 
characteristics that are taken from the input data to build their final predictions in the 
output layer. The output layer’s configuration is determined by the particular purpose 
for which the CNN was created.

The final predictions or classifications derived from the traits and patterns that 
were found out at some point of the CNN’s layers are furnished via the output layer [2].

2.3.2.2 � Recurrent Neural Network (RNN)

Recurrent neural networks (RNNs) are artificial neural networks designed to research 
statistics sequences. It is particularly beneficial for obligations in which understanding 
the temporal relationships and sequence of the records is essential. The fundamental 
idea behind RNNs is that they have loops, which permit information to stay in one 
vicinity and be transferred from one stage of the method to the subsequent [3].

2.3.2.2.1 � Recurrent Neural Network: Architecture
The architecture of an RNN consists of the following layers.
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2.3.2.2.1.1  (Hidden State) Recurrent Neurons  The recurrent neurons, now and again 
referred to as hidden country or reminiscence cells, are the main part of an RNN. 
These neurons are given an input, generate an output, and preserve an inner country or 
reminiscence at every step in time (t). The network may keep sequential information 
because the inner kingdom at every occasion step depends upon the internal kingdom 
at the prior time step and the modern-day input [1].

2.3.2.2.1.2  Input Layer  The RNN receives an entry vector (commonly denoted as 
x(t)) at each time step (t). This input vector can represent a lot of information formats, 
together with character time collection facts points, phrases in a sentence, and series 
factors.

2.3.2.2.1.3  Hidden State Update  The process of updating the hidden state in a recur-
rent neural network (RNN) involves calculating the new hidden state given the current 
input and the previous hidden state.

Because of the recursive process, RNNs might also capture sequential dependen-
cies in data by keeping a hidden state that holds facts from advanced time steps [2].

2.3.2.2.1.4  Output Layer  The recurrent neural network (RNN) output layer produces 
the very last forecast or output after the records are processed via the recurrent connec-
tions. The precise reason for which the RNN was created determines how the output 
layer must be configured.

The output layer creates the final output, or prediction, for the given enter series 
with the aid of synthesizing the records processed through the recurrent connections 
[2].

2.3.2.3 � Long Short-Term Memory(LSTM)

An improved method for learning long-term dependencies in sequential data is the long 
short-term memory (LSTM) type of recurrent neural network (RNN), which was cre-
ated to address the vanishing gradient issue. To control the information flow, LSTMs 
feature gates and memory cells [1].

2.3.2.3.1 � Long Short-Term Memory: Architecture

2.3.2.3.1.1  Cell State  The LSTM network keeps track of a cell state in its internal 
memory, which is updated and managed by a group of gates. The cell state is appropri-
ate for activities with long-distance dependencies since it may theoretically capture 
information across lengthy sequences [3].

2.3.2.3.1.2  Hidden State  Every time step (ht) in LSTM networks has a hidden state, 
similar to conventional RNNs. The extra superior LSTM hidden states offer the poten-
tial to selectively store or retrieve statistics from the cell state [2].

2.3.2.3.1.3  Gates   Three predominant types of gates are utilized by LSTMs to con-
trol the data glide: forget, input, and output gates.
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•	 Forgot gate:
	 A critical part of an LSTM is the forget gate. It determines what records from 

the nation of the cell need to be retained or destroyed. It makes use of the 
modern enter in addition to the previous mobile kingdom as input, and it pro-
duces values between 0 and 1 with the use of a sigmoid activation function. 
One (1) suggests “maintain this record”, whereas 0 shows to “forget it”. This 
gate makes it possible for LSTMs to deal with sequential entries with long-
time period dependencies more efficiently by supporting them in selectively 
remembering or discarding data [1].

•	 Input gate:
	 Determining whether information from the contemporary input and the pre-

vious mobile country must be saved inside the mobile is an important func-
tion of the input gate in a long short-term memory (LSTM) community. This 
is how it operates:

	 i.	Sigmoid activation: Two inputs are fed into the input gate: the earlier con-
cealed state and the modern input. These inputs are subjected to a sigmoid 
activation feature, which generates values between 0 and 1. By serving as 
gates, these values alter the statistics float. A quantity near 1 indicates “pre-
serve this fact”, however, a range of near 0 shows “discard this information”.

	 ii.	Element-clever multiplication: Next, the brand new candidate values pro-
duced by using the new cell kingdom computation are elevated detail-
smart via the sigmoid output. Which quantities of the brand new records 
ought to be added to the cellular kingdom is determined with the aid of this 
multiplication.

The enter gate allows LSTMs to deal with lengthy-time period dependencies and appre-
hend pertinent styles in sequential statistics by means of selectively allowing or block-
ing off information [2].

2.3.2.3.1.4  Update Cell State   In a long short-term memory (LSTM) community, the 
input statistics, and the prior cellular country are combined to replace the cellular state. 
For a more thorough clarification, see this:

•	 Input gate: Sigmoid activation is implemented to the present input in con-
junction with the formerly hidden nation. To suggest which quantities of the 
input and earlier cell nation to replace, it generates values between 0 and 1.

•	 New cell state: The current input and the detail-sensible made of the enter 
gate output and the preceding mobile country are combined, and a tanh acti-
vation is carried out. In the range of –1 to at least 1, this generates new can-
didate values for the cell nation.

•	 Updating the cell state: The new candidate cellular state is expanded detail-
wise with the aid of the input gate output. Which additives of the new can-
didate values must be introduced to the cell country is determined by means 
of this system.
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Subsequently, the output is increased through the fabrication from the previous cellular 
country and the input gate supplement (1 – input gate output). By preserving long-term 
dependencies and selectively adding new records, this mixture modifies the mobile 
kingdom.

2.3.2.3.1.5  Output State   Based on the updated cellular kingdom, the output gate in 
a long short-term memory (LSTM) network determines the following hidden kingdom. 
This is evidence of the output gate’s features:

•	 Sigmoid activation: The input of the output gate consists of the previous con-
cealed country and the current input. These inputs are subjected to a sigmoid 
activation characteristic, which generates values between 0 and 1. These val-
ues govern which quantities of the updated cellular state ought to be found 
out to the output by acting as gates. A wide variety near 1 indicates “expose 
these records”, whereas a number near 0 suggests “cover this data”.

•	 Element-wise multiplication: The updated cellular state that has been tanh 
transformed is then elevated detail-smart by means of the sigmoid output. 
The values that cross into the subsequent concealed country are determined 
by means of this multiplication.

The output gate creates the following hidden nation by selectively revealing pertinent 
information from the updated cell state. By the use of this technique, LSTMs are able 
to recognize and extract critical patterns from sequential facts in an effort to produce 
unique predictions [3].

2.3.2.4 � A Generative Adversarial Network (GAN)

A deep learning architecture called a generative adversarial network (GAN) consists of 
two adversarial-trained neural networks: the discriminator and the generator. New data 
samples that mimic a particular dataset are produced using GANs [1].

2.3.2.4.1 � Generative Adversarial Network (GAN): Architecture

2.3.2.4.1.1  Generator   The generator’s job is to produce fictitious data samples (such 
as photos) that resemble the distribution of actual data. It creates data samples that are 
increasingly better during training using random noise as input. The generator normally 
consists of one or more layers, and to upgrade the spatial resolution of the data, trans-
posed convolutional layers are frequently used [1].

2.3.2.4.1.1.1 � Generator Architecture

•	 Input layer: A Gaussian-like basic distribution sampled from a random noise 
vector (z) at random.

•	 Hidden layers: A sequence of hidden layers, frequently transposed convolu-
tions, or completely connected layers that gradually convert noise in the input 
into data that resembles the genuine data.

•	 Output layer: The last layer generates a sample of created data, such as an 
image.
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2.3.2.4.1.2  Discriminator   The discriminator’s job is to tell authentic data samples 
from false ones. It assigns a chance that each input is real after accepting data from 
the generator as well as samples of real data. The discriminator receives training to 
enhance its capacity to distinguish between authentic and fraudulent data [1].

2.3.2.4.1.2.1 � Discriminator Architecture

•	 Input layer: Samples of data, which may be real (taken from the original 
dataset) or fake (created by a generator).

•	 Hidden layers: The discriminator, like the generator, uses hidden layers to 
process the input data, frequently utilizing convolutional or fully connected 
layers.

•	 Output layer: The last layer generates a probability score that shows whether 
the input is genuine or not. Typically, it generates values between 0 and 1 
using a sigmoid activation function.

2.3.2.4.1.3  Training Process (Adversarial Training)   During training, a game is 
played between the generator and the discriminator. The generator tries to offer data 
that is almost identical to real data in order to deceive the discriminator. The discrimi-
nator aims to differentiate between honest and false data. This competitive dynamic 
causes each network to improve over the years [1].

2.4  ACTIVATION FUNCTIONS 
AND LOSS FUNCTIONS

2.4.1 � Activation Functions

An essential part of deep studying neural networks is activation capabilities. They pro-
vide the version of non-linearity, which facilitates apprehending tricky patterns and 
conveys extra correct forecasts. The following objectives are achieved through activa-
tion capabilities in deep learning:

•	 Defining non-linearity:
	 A neural network could simply be a linear combination of its input if activa-

tion capabilities were not there. The mathematical operations used to affect 
the output of neurons and introduce non-linearity are called activation capa-
bilities. The network cannot approximate complex, non-linear capabilities in 
the records without this non-linearity.

•	 Facilitating complicated representations:
	 Neural networks can examine and constitute complicated capabilities and 

hierarchical abstractions in the records with the assistance of activation 
functions. Edges, textures, forms, and greater superior thoughts in picture 
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reputation or abstract patterns in natural language processing ought to all be 
examples of these capabilities.

2.4.1.1 � Common Activation Functions

	 i.	  Sigmoid function (logistics activation)
	 Sigmoid smoothes input values in the range of 0 to 1. It is frequently employed 

as an activation function in neural networks to add non-linearity to binary 
classification issues [5].

•	 Output range: (0, 1)
•	 Formula: (1 + e(–x))(x) = 1 / (x)
•	 Has a history of being utilized in the output layer for binary classification.
•	 An S-shaped curve that constricts input values to a range between 0 and 

1.
•	 Have vanishing gradient issues, which can slow down deep network 

training.

	 ii.	  Hyperbolic tangent functions
	 Squeezing input values between –1 and 1, it functions similarly to the sig-

moid. It is frequently used to manage data that is cantered on zero in LSTMs 
and RNNs.

•	 Output range :( –1 to 1)
•	 Formula: tanh(x) = (e(x) – e(–x)) / (e(x) + e(–x))
•	 Its zero-cantered characteristics make it similar to the sigmoid in 

appearance.
•	 Also prone to problems with vanishing gradients[4].

	 iii.	  ReLU (rectified linear unit)
	 When a ReLU is activated, a positive input is output directly; otherwise, a 

zero is output. Its popularity stems from how well it promotes sparse repre-
sentations and how easy it is to use.

•	 Output Range: [0, ∞)
•	 Formula: ReLU(x) = max(0, x)
•	 The most used activation function due to its effectiveness and simplicity 

of use.
•	 Accelerating convergence during training has been observed empirically.
•	 However, when certain neurons die, they may experience the “dying 

ReLU” problem [5].

	 iv.	  Leaky rectified linear unit (leaky ReLU)
	 By permitting a tiny, positive gradient for negative inputs, leaky ReLU avoids 

the dying ReLU issue, in which neurons consistently output zero. It tackles 
ReLU’s shortcomings while handling negative input values.

•	 Output Range : (–∞, ∞)
•	 Formula: Leaky ReLU(x) = x if x > 0, else a * x (where “a” is a small 

positive constant, typically 0.01)
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•	 Allows a tiny gradient for negative inputs, which solves the “dying 
ReLU” problem.

•	 Prevents full neuron inactivation while maintaining non-linearity [5].

2.4.2 � Loss Functions

A loss characteristic often referred to as a price function or an objective feature is an 
important part of the training method for deep neural community models in gadget 
learning. The inaccuracy or discrepancy among the real target values (the ground real-
ity) and the expected values (the model’s output) are what is being measured. This loss 
feature informs the mastering manner by way of displaying how properly or poorly the 
version is acting, therefore minimizing it is by far the main objective during training [6]. 
Let us look closely at loss capabilities:

2.4.2.1 � Purpose of Loss Functions

•	 Measure error: Loss features specific to the distinction between the real goal 
values and the predicted values of the model. The loss will increase in pro-
portion to the error.

•	 Guide optimization: During schooling, the weights and biases of the version 
are modified to limit loss. These modifications are made by the usage of opti-
mization techniques inclusive of gradient descent, which rent the gradient of 
the loss with respect to the parameters.

•	 Specify the goal: Depending on the type of job (for example, classification, 
regression, or generative modeling), the choice of loss function sets the spe-
cific learning target of the model.

2.4.2.2 � Types of Loss Functions

2.4.2.2.1 � Regression Loss Functions
Regression loss functions are utilized when the goal is to predict continuous numeric 
values.

	 i.	  Mean squared error (MSE) loss:
	 MSE is an additional metric that computes the mean squared discrepan-

cies between the values that were predicted and those that were observed. 
Although it is more sensitive to outliers than MAE, it penalizes larger errors 
more severely, which frequently results in training optimization landscapes 
that are smoother.

•	 Formula: MSE = (1/n) * Σ (yᵢ – ŷᵢ)², where n is the number of data points, 
ŷᵢ is the predicted value, and yᵢ is the true value.

•	 Frequently employed for common regression issues.
•	 Highlights greater errors and pays attention to outliers [6].
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	 ii	 Mean absolute error (MAE) loss:
	 The average absolute disparities between predicted and actual values are 

measured by the MAE metric. It offers a straightforward, understandable 
indicator of the average forecast error.

•	 Formula: MAE = (1/n) * Σ ᵢ – ŷᵢ|, where n is the number of data points, ŷᵢ 
is the predicted value, and yᵢ is the true value.

•	 The average absolute difference between predictions and values is 
measured.

•	 In comparison to MSE, less susceptible to outliers [7].

2.4.2.2.2 � Classification Loss Functions
These are used for classification tasks where the goal is to assign data points to discrete 
classes.

	 i.	  Binary cross-entropy loss (log loss):
	 One loss function utilized in binary classification issues is binary cross 

entropy. It encourages the model to reduce the difference between expected 
and actual values for each instance by measuring the discrepancy between 
predicted probability and actual binary outcomes.
•	 Formula: BCE = –Σ (yᵢ * log (ŷᵢ) + (1 – yᵢ) * log (1 – ŷᵢ)), where ŷᵢ repre-

sents the expected probability of class 1 and yᵢ represents the true class 
(0 or 1).

•	 Used for tasks requiring binary categorization.
•	 Calculates the difference between expected class probabilities and actual 

class distributions [7].
	 ii.	  Categorical cross-entropy loss (softmax loss):

	 Tasks involving the classification of multiple classes use categorical cross-
entropy. It encourages the model to assign higher probabilities to the proper 
class for each input by quantifying the difference between the anticipated and 
actual class probabilities.
•	 Formula: CCE = –Σ (yᵢ * log (ŷᵢ)), where yᵢ is the one-hot encoded true 

class vector and ŷᵢ is the predicted class probabilities vector.
•	 Used for jobs involving multiclass categorization.
•	 Punishes incorrect classifications based on the likelihood of the class [7].

2.4.2.2.3 � Generative Loss Functions
These are used in generative models such as generative adversarial networks (GANs) 
and variational autoencoders (VAEs).

	 i.	  GAN loss:
A two-part loss function is used by GANs:

	 1.	Generator loss: Indicates how effectively the generator produces accurate 
samples. Usually, it is the negative log chance of tricking the discriminator.
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	 2.	Discriminator loss: Indicates how successfully the discriminator can tell 
artificial and genuine samples apart.

	 ii.	  Variational autoencoders (VAEs) loss:
	 VAEs use a combination of two losses:

•	 Reconstruction loss: In order to encourage the model to accurately recreate 
input data, reconstruction loss measures the difference between the input and 
the rebuilt output.

•	 KK divergence loss: Encourages a structured and continuous latent space by 
penalizing the model when the distribution of latent variables deviates from 
a specified standard distribution (often Gaussian) [7].

Depending on the nature of the issue and the type of data being used, the proper loss 
function must be chosen. In order to choose the best loss function, there are trade-offs 
between interpretability, robustness, and the peculiarities of the dataset. Different loss 
functions highlight various aspects of the model’s performance. The most appropriate 
loss function for a given task is frequently chosen with the help of experimentation and 
domain expertise.

2.5  BACKPROPAGATION AND 
GRADIENT DECENT

2.5.1 � Backpropagation

An essential part of deep learning is getting familiar with a method referred to as lower 
backpropagation, on occasion called “backward propagation of errors”, it is used to 
teach synthetic neural networks. In order to provide reliable prediction, it is crucial to 
minimize a targeted loss feature and edit the weights and biases of a neural community 
[9]. Below is an in-depth explanation of the lower back propagation set of rules:

	 i.	  Forward pass:
	 The forward pass is the preliminary degree of lower backpropagation. During 

this pass, the neural network receives entered records and makes predictions 
by means of transferring the entry to the output layer with the aid of the layer. 
By calculating the weighted sum of its inputs and making use of an activation 
characteristic each layer produces its output. [9]

	 ii.	  Calculate loss:
	 The neural network’s output is in comparison to the precise goal values fol-

lowing the forward skip. The error or difference between the forecasts and 
the actual targets is decided using a loss feature, also known as a value char-
acteristic. Depending on the specific task handy, a loss function consisting of 
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implied squared errors for regression or move-entropy for a category may be 
chosen [9].

	 iii.	  Backward pass (backpropagation):
	 The number one portion of the backpropagation technique, known as the 

backward pass, includes calculating the gradients (derivatives) of the loss as 
one goes from the output layer returned to the input layer, considering the 
version’s parameters (weights and biases) [9].

	 iv.	  Chain rule of calculus:
	 The chain rule of calculus is used to compute the gradients. It states that the 

derivative of a composite feature is identical to the sum of the derivatives of 
its factor functions. In the context of neural networks, the gradient of the loss 
with respect to the parameters of a single layer can be computed by chaining 
together the gradients from subsequent layers [9].

	 v.	  Gradient calculation:
	 For each layer, the gradients are calculated in two steps:

•	 Local gradient calculation:
	 The local gradient is the weighted sum derivative of the activation func-

tion applied at that layer. This gauges how responsive the layer’s output is 
to variations in the weighted sum.

•	 Error propagation:
	 The gradient of the loss with respect to the weighted sum is obtained by 

multiplying the local gradient by the gradient of the loss with respect to 
the output of that layer (calculated in the preceding layer).

•	 Weight and bias updates:
	 Each layer’s weights and biases are updated in the direction that mini-

mizes loss after computing the gradients. Usually, an optimization 
algorithm such as gradient descent is used to carry out this update. The 
learning rate hyperparameter, which controls the step size during optimi-
zation, also controls the size of the update.

	 vi.	  Iterative process:
	 Steps 1 through 6 are repeatedly repeated for a predefined number of epochs 

or until the loss converges to an acceptable level. The model continuously 
adjusts its parameters to minimize loss as it gains the ability to use the train-
ing data to improve its predictions. [8]

	 vii.	  Stochastic gradient descent (SGD):
	 Stochastic gradient descent is a version of gradient descent that is certainly 

utilized in practice. It is regularly utilized, where gradients are computed 
for every new release and the usage of a mini-batch of training examples is 
chosen at random. Adding randomness to the optimization procedure aids in 
fending off local minima.

An essential neural community education set of rules; backpropagation’s effectiveness 
allows the training of deep and problematic models. It is a key thing of deep gaining 
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knowledge of effectiveness in a number of programs, including reinforcement studying, 
herbal language processing, and photograph popularity.

2.5.2 � Gradient Decent

During training, a neural network’s weights and biases are up to date with the usage of 
the fundamental optimization method called gradient descent. Its essential objective is 
to limit a sure loss characteristic that measures the discrepancy between the predicted 
outputs of the version and the actual target values of a dataset. A thorough clarifica-
tion of the gradient descent algorithm with regards to deep getting to know is supplied 
beneath [10].

	 i.	  Initialization:
	 The version’s parameters (weights and biases) are first initialized with small 

random values throughout the schooling manner. The behavior of the neural 
community is defined by using those parameters.

	 ii.	  Forward pass
	 The forward pass is the technique by means of which input information is 

transferred through the neural network throughout education. The weighted 
general of the network’s inputs is computed for every layer, and an activa-
tion feature is then used to generate that layer’s output. Layer after layer, the 
ahead pass keeps until the favored output is attained. [10]

	 iii.	  Calculate loss:
	 The neural network’s output is compared to the real intention values once the 

ahead pass is completed. When comparing anticipated outputs to real goals, 
an error or disparity is calculated by the usage of a loss feature, additionally 
referred to as a price function. Mean squared errors (MSE) are a common 
loss feature in regression and move entropy for class [10].

	 iv.	  Gradient calculation:
	 The computation of gradients that is, the derivatives of the loss function with 

respect to the parameters of the model is the foundation of gradient descent. 
Gradients demonstrate how changing a parameter would change the loss. 
Because it allows the derivative of a composite function to be written as the 
sum of the derivatives of its component functions, the chain rule of calculus 
is used to calculate gradients. The gradient displays the size and direction of 
each parameter modification that should be made to the neural network to 
lessen loss [11–13].

	 v.	  Update parameters:
	 The neural network’s weights and biases are modified to minimize loss after 

computing the gradients. To reduce the loss, this update is carried out in the 
gradients’ opposite direction. The hyperparameter that regulates the step size 
during optimization, the learning rate, also regulates the update size. The 
modified settings are applied in the next training iteration [14].
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	 vi.	  Iterative process:
	 Steps 2 through 5 are repeatedly repeated until the loss converges to an 

acceptable level or for a predefined number of epochs. The model continu-
ously updates its parameters to minimize loss as it learns to use the training 
data to improve its predictions [15].

	 vii.	  Stochastic gradient descent (SGD):
	 In practice, stochastic gradient descent (SGD), a variant of gradient descent, 

is widely used. Instead of creating gradients using the whole dataset for every 
iteration, SGD chooses a small batch of training examples at random. This 
frequently speeds up convergence, introduces unpredictability into the opti-
mization process, and helps prevent local minima.

Numerous optimization techniques utilized in deep learning, along with mini-batch 
gradient descent, adam, RMSprop, and others, are constructed on the concepts of gra-
dient descent [16, 17]. The selection of the optimization approach and hyperparameter, 
which include learning rate is important while deep neural networks are being skilled. 
These elements need to be carefully calibrated for a hit model education.

2.6  SUMMARY

In summary, this chapter has explored the complexities of modern synthetic intelligence 
by targeting important fundamental principles. This chapter has installed the inspira-
tion for a radical draw close of deep learning by revealing the workings of neural com-
munity designs, studying the features of activation and loss features, and concluding 
with a thorough research of gradient descent and again propagation.

As we come to a close, it is clear that corporate know-how of these fundamental 
principles is crucial for navigating the hastily growing subject of synthetic intelligence. 
Both novices wishing to enter the vicinity and pro experts wishing to refresh their infor-
mation can use this excursion of the fundamentals as a stepping stone.

This chapter’s desires have been executed by way of giving a thorough, comprehen-
sible, and concise overview. Now, readers can check and apply their knowledge of these 
concepts. These foundations will simply be essential in figuring out how AI develops in 
the future and how it affects many exceptional fields as we move forward.
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3.1  DEEP LEARNING

Deep learning is a type of machine learning (ML) that takes input data and produces 
output. As we discussed in ML, the difference is that it does not need explicit informa-
tion on features of the input data. Rather it extracts features automatically from data, 
consequently, it is very data-hungry [1]. Getting more data improves its efficiency and 
helps it become more accurate. Deep learning algorithms are made up of neural net-
works. Just like other ML techniques, it has an input layer that collects information to 
be processed x1, x2,…xn, then one or more hidden layers, and finally, an output layer to 
produce output, i.e., y. Here the hidden layers are more computationally intensive [2]. 
These hidden layers are responsible for the functioning of the whole model.

3.2  PERCEPTRON

The building block that makes up the neural network is a neuron. So what is the neuron 
in deep learning? We call it a perceptron and how it works. The idea of a perceptron or 
a single neuron is very simple. Let us start by talking about and describing the feedfor-
ward information feedforward propagation of information.
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Through this model, we define a set of inputs x1 through xm. This can be seen in Equation 
(3.1). Each of these inputs is multiplied by a corresponding weight w1 through wn. We 
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can imagine if we have x1 we multiply by w1 and x2 multiplied by w2 and so on. Take 
all of these multiplications and add them up. These come together in a summation and 
then pass this weighted sum through the non-linear activation function to produce a 
final output which is called ỳ; which can be seen in Equation (3.1). Now we also have 
another term, which is a biased term. This allows for a shift in the activation function to 
the left and right. Now on the right side single equation is illustrated as a mathematical 
formula in Equation (3.2).

	 y g w X WT` � �� �0 	 (3.2)

It can be rewritten in linear algebra using vectors dot products and matrices, as shown 
in Equation (3.3). X is a vector of our inputs x1 through xm, instead of this is a single 
number X. X is a vector of multi inputs W is a vector of all of the weights 1 to n.
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We can simply take their weighted sum by taking the dot product between these two 
vectors. Then we add our bias. Bias is a single number W’, then apply the non-linear 
term. Applying that non-linear term so that the non-linear term transforms that scalar 
input to another scalar output ỳ.

3.3  ACTIVATION FUNCTIONS

For an activation function there are acouple of different names, first, was the activation 
function [3]. One common example of a non-linear activation function is called the 
sigmoid function, shown in Equation (4.4). We can also see one in Equation (3.5), this 
is a function that takes as input any real number and outputs a new number between 
zero and one.

	 g z� � �� � 	 (3.4)
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It is essentially collapsing our input between this range of 0 and 1. This is just 
one example of an activation function, but many activation functions use neural 
networks.
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3.4  COMMON ACTIVATION FUNCTIONS

Here are some common ones, and throughout this discussion, we will see these 
TensorFlow codes. The most commonly used are sigmoid, hyperbolic, and rectified lin-
ear units. We will just be using these as a way to kind of bridge the gap between theory 
and practice. With some of the basic code from TensorFlow, that we will be using in our 
discussion. TensorFlow code and mathematical formulae are shown in TC 3.1 to TC 3.3 
and Equation (3.6) to Equation (3.12), respectively.

	 � z
e x� � �

� �
1

1
	 (3.6)

	 g z g z g z� � � � � � � �� �1 	 (3.7)

	 tf nn sigmoid z. . � � 	 TC 3.1

The sigmoid function, as mentioned above, is useful for modeling probabilities. Because 
like it, it collapses input between zero and one. Since probabilities are modeled between 
zero and one this is the perfect activation function.
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	 tf nn tanh z. . � � 	 TC 3.2
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	 tf nn relu z. . � � 	 TC 3.3

For the end of the neural network if we want to predict probability distributions. In 
the end, another popular option is their value function, the ReLu. This function is an 
extremely simple one to compute its piecewise linear and it is very popular. Because 
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it is so easy to compute, it has this non-linearity at Z = 0. Less than zero, this function 
equals zero, and greater than zero it just equals the input. Due to this non-linearity, it is 
still able to capture all of the great properties of activation functions, while still being 
extremely simple to compute.

3.5  IMPORTANCE OF ACTIVATION FUNCTION

We need an activation function but the first thing that should come to mind is why we 
need that activation function. The purpose of activation functions is to introduce non-
linearities into the network [4]. This is extremely important in deep learning or machine 
learning in general. In real life, data is almost always very non-linear. In fact, if we use 
linear activation functions in a neural network, no matter how deep or wide the network 
is, no matter how many neurons it has. That is because it uses linear activation func-
tions. We would not introduce a non-linear activation function that allows us to approxi-
mate arbitrarily complex functions and draw arbitrarily complex decision boundaries.

Let us understand this with a simple example, values given in Equation (3.12). 
Imagine a trans network with weights W on the top here, w0 is 1 and the W vector is 3, 
–2. This is a trained neural network and to feed a new input to this network how do we 
compute the output? Remember from before it is the dot product we had our bias and 
we compute non-linearity there are three steps. Take our basic Equation (3.13) and then 
put in the corresponding values.

	 y g w X WT` � �� �0 	 (3.12)
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	 y g x x` � � �� �1 3 21 2
	 (3.14)
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Finally, we will get Equation (3.15). Take a look at what is going on here what is 
inside of this non-linear function, the input to the non-linear function?

	 y g x x` � � �� �1 3 21 2
	 (3.15)

Well, this is just a 2D line we can plot this 2D line in what we call the feature space. 
On the X-axis we can see x1 which is the first input x2 which is the second input signal 
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network has two inputs we can plot the line when it is equal to zero. We can see it in the 
feature space here if we have a new point, a new input to this neural network, and we 
can also plot this new point in the same feature space [5].

Here are points –1, and 2, we can plot it like this, and we can compute the output 
by plugging it into Equation (3.15) that we created before this line. If we plug it in we 
get 1 – 3 – 4 right, which equals –6, that is the input to our activation function. Then we 
feed it through our activation function here using sigmoid again. For example, our final 
output is 0.002. What does that number mean, let us go back to this illustration of the 
feature space again and what does feature space do?

3.6  BUILDING NEURAL NETWORK 
WITH PERCEPTRONS

The idea behind the perceptron is that it is a single neuron. Let us start by building 
neural networks from the ground up using one neuron and seeing how this all comes 
together. There are a few things that we recall from this discussion. There are three 
steps in computing the output of a perceptron [6]. A dot product at a bias taking non-
linearity, three steps with simplified diagram a little bit. To get rid of the bias, remove 
the weights to keep things simple. To note down here we are writing Z as the input to 
the activation function so this is the weighted combination essentially of your inputs Y 
is then taking the activation function with input Z. Using our previous Equation (3.16).
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It is the activation function applied to this weighted sum. If we want to define a multi-
output neural network now all we have to do is add another perception to this picture.
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In Equation (3.17) we have two outputs each one is a normal perceptron as we defined 
before. Nothing extra and each one is taking all the inputs from the left-hand side 
computing this weighted sum, adding bias, and passing it through an activation func-
tion. This is one where we have a single hidden layer between our inputs and outputs. 
We called the hidden layer because unlike the input and the output, which are strictly 
observable or hidden layers learned. Thus we do not explicitly enforce any behavior on 
the hidden layer and that is why we call it hidden. In that sense, we now have a transfor-
mation from the inputs to the hidden layer and the hidden layer to the outputs.
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We are going to need two matrices and we are going to call them w1 dot products 
at a bias for each of the neurons, and then compute an activation function. Consider 
Equation (3.18), if we look at the single unit, take z2, for example, it is just the same per-
ception that we saw before. We are going to keep repeating; we took a dot product with 
the inputs we applied a bias, and then actually. Since it is the one we have not applied 
for the activation function yet. That shows it is just a dot product plus a bias, so far if we 
look at it and take a look at a different neuron let us say z3 or z4. It was going to be the 
same, but we are probably going to end up with a different value for z3 or z4. The weights 
leading from z3 to the inputs are going to be different for each of those neurons. Now, 
this picture looks a little messy. Let us clean things up a little more and just replace all 
of these hidden layers and all these lines between the hidden layers with these symbols. 
Thus, denote fully connected layers where each input to the layer is connected to each 
output of the layer.

	 fromtf keras layers import. . * 	 TC 3.4

	 inputs inputs m� � � 	 TC 3.5

	 hidden Dense d inputs� � �� �2 	 TC 3.6

	 outputs Dense d hidden� � �� �2 	 TC 3.7

	 model Model inputs outputs� � �, 	 TC 3.8

Another common name for these is dense layers and you can write this in TensorFlow 
using just four lines of code, starting from TC 3.4 to TC 3.8. Hence this neural network 
which is a single-layered multi-output neural network can be called by instantiating 
inputs and feeding those inputs into a hidden layer.

3.7  APPLYING NEURAL NETWORKS

Now we are familiar with perceptron and we know how to compose them to create very 
complex deep neural networks as well. Let us take a look at how we can apply them. 
after gaining fundamental knowledge about the neural network and its working, now 
it is time to step deeper towards implementation. Let us start with a simple two-input 
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feature model. For the sake of simplicity and to comprehend processes, we will take one 
feature as the number of lectures attended, and the other feature as the number of hours 
spent on the final project [7].

Now if we want to find out if we are going to pass or fail the class. We can also 
apply ourselves to this map we have created. We cannot afford to lecture and spend five 
hours on our final project and want to know if we are going to pass or fail. We want to 
build a neural network that is going to learn this. By looking at the old (the previous) 
people who took the scores and determine whether they pass or fail as well. Then we 
have two inputs one is 4 and another is 5. These are fed into a single-layer neural net-
work with three hidden units, and we see the final output. The probability that we will 
pass this class is 0.1 or 10%, which is really bad news. Can we guess why this person, 
who was in the part of the feature space, was there? It looked like they were actually 
in a good part of this feature space. It looks like they are going to pass the class. Why 
did this neural network give such a bad prediction here? The network was not trained, 
essentially this network is like a baby that was just born it has no idea of what lectures 
are. It does not know what final labs are nor does it know anything about this world.

3.8  EMPIRICAL LOSS

These are numbers that have been randomly initialized, have no idea about the problem 
so we got to train it. We have to teach it how to get the right answer. So, the first thing 
that we have to do is tell the network when it makes a mistake so that we can correct it 
in the future. How do we do this in neural networks? The loss of the network is actu-
ally what defines when the network makes the wrong prediction. It takes the input and 
predicts the output.
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Then the ground truth actual output is grouped with the predicted output. If the pre-
dicted output and ground truth output are close to each other, that essentially means that 
the loss is going to be very low. It did not make a mistake but if the ground truth output 
is far away from the predicted output that means that it should have a very high loss. It 
should have a lot of errors and this network should correct that. Now assume that we 
have data not only from one student but data from many different students who passed 
and failed the class. Hence we care about how this model applies to not just one student 
but across the entire population of students. We call this the empirical loss, and that is 
just the mean of all of the losses for the individual students. We can do it by just com-
puting the loss for each of these students and taking their mean, using Equation (3.19). 
When training a network what we want to do is not minimize the loss for any particular 
student but we want to minimize the loss across the entire training set. Now we want to 
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use the different loss because the output of our neural network is different. And defining 
loss is an art in deep learning.

3.9  MEAN SQUARE LOSS

This is a problem of binary classification, our output is 0 or 1. We already learned that 
when classifiers are 1 we are probably going to use a softmax output. For those who 
are not familiar with cross-entropy, this was an idea introduced actually at MIT in a 
master’s thesis here over 50 years ago. It is widely used in different areas such as ther-
modynamics, and now it is used in machine learning and across information theory [8]. 
What this is doing here is essentially computing the loss between this 0,1 output and the 
true output, i.e., the student either passes or fails. Let us assume instead of computing 
0 or 1 output, now we want to calculate the actual grade, i.e., usually given in the class. 
Now it is not 0, 1 it’s grade, it could be any number.
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So we have to define the questions. In this example, we are not going to optimize only 
0 or 1 loss, but rather optimize any real number, so we use the mean squared error loss; 
using Equation (3.20), and TensorFlow code is shown in TC 3.9.

	 loss t reduce mean tf square tf subtract model y model pred� � �. _ . . . , .�� �� � 	 TC 3.9

That is just computing the squared error so that it takes the difference between what 
is expected and what the actual output is. Now take this difference and square it and 
calculate the mean of the entire population.

3.10  TRAINING A NEURAL NETWORK

Now let us put some of this information together because we have learned how to build 
their networks, and quantify their loss, now we can learn how to use that loss to itera-
tively update and train the neural network over time. Given some data and essentially 
what this amounts to. But what this boils down to is that we want to find the weights 
of the neural network W that minimize this empirical loss. Thus remember again the 
empirical loss is the loss over the entire training set and we want to minimize that loss 
and that essentially means we want to find the weights of the parameterization of the 
network that results [9].
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In the minimum loss remember again that W here is just a collection it is just a set 
of all of the weights in the network. Thus before defining W0, W1, and W2 which are the 
weights for the first layer second layer third layer, etc; we keep stacking all of these 
words together.

3.11  LOSS OPTIMIZATION

Here combine them and compute this optimization problem over all of these weights. 
Again remember our loss function, Equation (3.21), what does a loss function look like?
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It is just a simple function that takes as inputs or weights, and if we have two ways, we 
can visualize it, using Equation (3.22) and Equation (3.23).

	 W W* � � �argmin Jw ( 	 (3.22)

Again we can see on the X-axis one wave so this is 1 scalar that we can change and 
another wave on the Y-axis and Z-axis, this is our actual loss.

	 W W W W� � �� � � � � �0 1 2
, , , . 	 (3.23)

If we want to find the lowest point in this landscape that corresponds to the minimum 
loss, and we want to find that point so that we can find the corresponding weights that 
were set to achieve that minimum loss.

So how do we do it if we use this technique called loss optimization through gradi-
ent descent? We start by picking an initial point on this landscape and an initial W0 W1. 
Pseudo code and Tensor Flow Code are presented in PC 3.1.

Algorithm

•	 Initialize weights randomly~ Ɲ (0,ẟ2)

 	 weights tf random normal shape stddev sigma� �� �. _ , 	

•	 Loop until convergence

•	 Compute gradient, � � �
�
J W
W

	 grads tf gradients ys loss xs weights� � �� �. , 	  
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•	 Update weights, W W
J W
W

� �� �
� � �
�

�

•	 weights weights assign weights r gradsnew � �� �. *1

Return weights PC 3.1
We can iteratively repeat this process over and over and over again. Recompute 

the gradient at each time and keep moving towards that lowest minimum. We can sum-
marize this algorithm known as gradient descent in pseudocode. By this pseudocode 
in PC 1, we start by initializing a weight and randomly computing this gradient. Then, 
updating our weights in the opposite direction of that gradient, we used a small amount 
of data. This can be seen here and this is essentially what we call the learning rate. This 
is determining how much of a step we take and how much we trust. This way the gradi-
ent updates, which we computed.

3.12  GRADIENT DESCENT

How to compute this term? This is a crucial part of deep learning and neural networks. 
In general computing, this term is essentially all that matters. It is when we try to opti-
mize our network. It is also the most computational part of training and it is known as 
backpropagation. We will start with a very simple network with one hidden layer and 
one output. Computing the gradient of our loss concerning [10] W2 corresponds to tell-
ing us how much a small change in W2 affects our output or loss.

If we consider it as a derivative, we can start by computing this by simply using this 
derivative using the chain rule, as explained in Equation (3.24).
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Backward from the loss through the output, now looks like Equation (3.25).
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We keep repeating this. Do the backpropagation all those ways and this gives us the 
gradient. We have no guarantees that this is not a global minimum. The entire train-
ing of stochastic gradient is a greedy optimization algorithm. We are only taking this 
greedy approach and optimizing only the local minimum, as described in Equation 
(3.26).
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There are different ways extensions of stochastic gradient descent that do not take a 
greedy approach. They take an adaptive approach, looking around a little bit. These are 
typically more expensive to compute stochastic gradients that are extremely inexpen-
sive to compute in practice. That is one of the reasons it is used, the second reason is 
that in practice local minimums tend to be sufficient.

3.13  NEURAL NETWORKS IN 
PRACTICE OPTIMIZATION

Insights of training these networks in practice make it incredibly complex and this gets 
back to the previous question that was raised in practice training neural networks is 
incredibly difficult. This is a visualization of the lost landscape of a neural network in 
practice [11]. This is a paper from about a year ago and the authors visualize what a deep 
neural network’s last landscape looks like, you can see many local minimums here. 
Managing this loss and finding the optimal true minimum is extremely difficult. Now 
recall the update equation that we defined for gradient descent previously.

	 W W
J W
W

� �
� � �
�

� � 	 (3.27)

Consider Equation (3.27), here we take our weights and subtract, then move towards 
the negative gradient. Update our weights in that direction. This is what we call the 
learning rate, and this is essentially determining how large of a step we take at each 
iteration. In a practice setting, the learning rate can be extremely difficult and very 
important for making sure that you avoid local minima again. So if we set the learn-
ing rate too slow then the model may get stuck in a local minimum. Like this, it could 
also converge very slowly even in the case that gets to a global minimum. If we set 
the learning rate too large the gradient essentially explodes and we diverge from the 
loss itself. It is also bad to set the learning rate to the correct amount and this can 
be extremely tedious in practice. Now shall we overshoot some of the local minima 
and get ourselves into a reasonable local-global minimum? Then converge within the 
global minima. How can we cleverly do this, one option is that we can try a lot of 
different possible learning rates to see what works best in practice [12]. In practice, 
this is a very common technique so many people just try a lot of learning rates and 
see what works best, let us see if we can do something a bit smarter than that. How 
about we design an adaptive algorithm we have that learned that adapts its learning 
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rate according to the last landscape? Therefore, this can take into account the gradient 
at other locations.

3.14  OPTIMIZERS

In the loss, it can take into account how fast we are learning how large the gradient is at 
that location or many other options. But now since our learning rate is not fixed for all 
of the iterations of gradient descent we have a bit more flexibility in learning.

•	 Momentum

	 tf train MomentumOptimizer. .  TC 3.10

•	 Adagrad

	 tf train AdagradOptimizer. .  TC 3.11

•	 Adadelta

	 tf train AdadeltaOptimizer. .  TC 3.12

•	 Adam

	 tf train AdamOptimizer. .  TC 3.13

•	 RMSprop

	 tf train RMSPropOptimizer. .  TC 3.14

This has been widely studied as well, and there are many different options for optimiza-
tion schemes. That is present in TensorFlow and our examples of some of them during 
our discussion. It would be beneficial to try out these different ones from these optimiz-
ers and see how they are different. TensorFlow code of different optimizers is presented 
in TC 10 to 14. Which works best and which does not work, well for our particular 
problem and they are all adaptive in nature [13].

3.15  MINI BATCHES

So now to continue discussing tips for training these networks in practice, we will focus 
on the very powerful idea of batching gradient descent and batching data in general.
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Algorithm
•	 Initialize weights randomly ~ Ɲ(0,ẟ2)
•	Loop until convergence

	 a.	 Compute gradient, � � �
�
J W
W

	 b.	 Update weights, W W
J W
W

�� �
� � �
�

�

•	Return weights 

PC 3.2

The gradient is very complex to compute. This backpropagation algorithm if we want 
to compute it for all of the data samples in our training data set, as described in PC 3.2. 
This may be massive in modern datasets. It is essentially amounting to a summation 
of all of these data points. In most real-life problems this is extremely computational 
and not feasible to compute on every iteration. Instead, people have come up with the 
idea of stochastic gradient descent. That involves picking a single point. In our data set, 
compute the gradient for that point and then use that to update our grade to update our 
weights. Now, this is great because computing a gradient of a single point is much easier 
than computing the gradient over many points. But at the same time, since we are only 
looking at one point, this can be extremely noisy. Thus, for sure we take a different point 
each time but still, when we move we take a step in that direction. At that point, we may 
be going in a step that is not necessarily representative of the entire data set. Is there any 
middle ground such that we do not have to have a stochastic? It is a stochastic gradient, 
but we can still be kind of computationally efficient in this sense, instead of computing 
a noisy gradient of a single point.

3.16  STOCHASTIC GRADIENT DESCENT

Algorithm
Initialize weights randomly ~ Ɲ(0,ẟ2)
Loop until convergence

•	Pick batch B data points

•	Compute gradient, � � �
�
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•	Update weights, W W
J W
W
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�
•	Return weights 

PC 3.3

At this point, we try to get a better estimate by batching our data into mini-batches of 
data points, the B data points. Now this gives us an estimate of the true gradient by just 
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averaging the gradient from each of these points. This is great because now it’s much 
easier to compute than full gradient descent. Pseudocode is mentioned in PC 3.3.

The order of less than 100 or approximately in that range is a lot more accurate than 
stochastic gradient descent because we are considering a larger population as well. This 
increasing gradient accuracy estimation allows us to converge much quicker as well. It 
means that we can increase our learning rate and trust our gradient more with each step. 
This ultimately means that we can train faster. However, this allows for massively paral-
lelizable computation, because we can split up batches across their GPU. Send batches 
all over the GPU compute their gradients simultaneously and then aggregate them back 
to even speed up even further.

3.17  REGULARIZATION

Here we talk about regularization for deep neural networks. Deepening their regular-
ization is a technique that we can introduce to our networks [14]. That will discourage 
complex models from being learned. As we have seen before our models must be able 
to generalize data beyond our training site but also to generalize data in our testing set 
as well. The most popular regularization technique in deep learning is a very simple 
idea called dropout. Let us revisit this in a picture of a deep neural network again and 
drop out during training.

	 tf keras layers Dropout p. . . .�� �0 5 	 TC 3.15

We randomly set some of our hidden-neuron activations to 0 with some probability. 
That is why we call it dropping out because we are essentially killing off those neu-
rons. We kill off these random samples of neurons and now we have created a differ-
ent pathway through the network. For example, we have dropped 50% of the neurons; 
this means that those activations are set to 0 and the network is not going to rely too 
heavily on any particular path through the network. But it is going to find whole on the 
ensemble to different paths because it does not know which path is going to be dropped 
at a given time. TensorFlow code for dropout is given in TC 3.15.

	 tf keras layers Dropout p. . . .�� �0 5 	 TC 3.16

We repeat this process at every training iteration now dropping out of 50% of the neu-
rons. As a result, this is essentially a model that creates an ensemble of multiple models 
through the path of the network and can generalize better to unseen test data. The sec-
ond technique for regularization is the notion of early stopping [15]. The idea here is 
also extremely simple. Train in a neural network like before, no dropout, but if just stop 
training before we have a chance to overfit. We start training and the definition of over-
fitting is just when our model starts to perform worse on the test set than on the training 
set. So we can start and we can plot how the losses are going for both training and test 
sets. We can see that both are decreasing, so we keep training. Now can see that the 
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training the validation of both losses are kind of starting to plateau here. We can keep 
going but the training loss is always going to decay. It is always going to keep decreas-
ing, especially if we have a network that has such a large capacity to memorize our data. 
We can always perfectly get a training accuracy of 0 that is not always the case, but a 
lot of times with deep neural networks. Since they are so expressive and have so many 
weights, they can memorize the data. If we let them train for too long.

If we continue training as we can see the training site continues to decrease. Now 
the validation set starts to increase and if we keep doing this to try and continue the idea 
of early stopping is essential that we focus on this point here and stop training.

When we reach this point we can keep basic records of the model during training. 
Once we start to detect overfitting we can just stop and take that last model there was 
occur overfitting before it happens. We do not want to stop too early, we want to let the 
model get the minimum validation set accuracy, but also do not want to keep training 
such validation increase.

3.18  CONCLUSION

In conclusion, our comprehensive discussion has unfolded three fundamental compo-
nents. Initially, we immersed ourselves in an exploration of the essential building blocks 
of deep learning, centering on the profound significance of the perceptron—a single 
neuron with transformative potential. Our discourse navigated the intricacies of back-
propagation, elucidating not only the process of stacking these neurons into complex 
deep neural networks but also providing insights into the nuanced art of backpropagat-
ing errors through the network layers. ​

Moving forward, we directed our attention to the critical domain of loss functions, 
shedding light on their pivotal role in shaping the optimization landscape of neural 
networks. The discourse emphasized the multifaceted aspects of selecting and fine-
tuning loss functions to achieve optimal model performance. Furthermore, our dialogue 
extended into the practical terrain, where we uncovered a spectrum of details and tricks 
vital for effective neural network training in the contemporary landscape. Topics such 
as batching, a strategic approach to managing input data, and regularization techniques 
to prevent overfitting were discussed in depth. These practical insights underscore the 
evolving nature of the field and highlight the indispensable nature of continual learning 
and adaptation.

As we draw the discussion to a close, it is evident that the intricacies of deep learn-
ing extend far beyond the theoretical framework. The assimilation of these insights not 
only enriches our understanding of the subject but also equips us with the tools neces-
sary to navigate the dynamic challenges prevalent in the ever-evolving field of deep 
learning. This knowledge, encompassing theoretical foundations and practical strate-
gies, forms a solid foundation for anyone seeking not only to enter but to thrive in the 
dynamic landscape of deep learning.
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Muhammad Ali Zeb and Samina Amin

4.1  INTRODUCTION

Ensuring the long-term effectiveness of machine learning models for prediction is a 
challenging task. Data can change over time. Using the models trained on some data 
for predictions of future data might not be effective due to the changes in future data 
patterns. Such a scenario is called concept drift. Learning models need to be adaptive to 
the changes in the data to be effective for long-term prediction. This chapter discusses 
some of the possible techniques for ensuring the adaptive learning process including the 
use of federated learning methods.

Using social media platforms to maintain user interest in certain issues or products 
can be vital for companies and political organizations. This chapter studies the drift in 
user sentiments and the adaptation of classification models to the changing political nar-
ratives on X in response to the framing of certain political issues over time. Framing the 
political discourse and maintaining the emotions of users can be important for the out-
come of political activities such as elections and referendums. Framing is an important 
element in shaping public perception about an issue or a product. Sharing stories about 
the world instead of presenting it as knowledge or information, which may or may not 
include factual elements. These stories are usually framed to build a political narrative 
around a certain issue. Some political parties might want the user sentiments to peak at 
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the right time, while the opponents affected might want to divert the mass attention by 
framing a different discourse. Social media can be a useful platform to study how these 
framing efforts are interpreted by the target audience. Users might support, oppose, 
or stay objective about the issue being framed, thus associating sentiments with them.

Sentiment analysis can be explained as the computational analysis of emotions, 
sentiments, and opinions conveyed in online social media content or text [1, 2] or multi-
model sentiment analysis [3]. Social media platforms have provided a large opportunity 
for users to share their views on political issues, business products (items), national and 
global incidents, and other areas of user interests. These opinions show the collective 
sentiments of user communities. This chapter investigates the variation in sentiments 
expressed by users about a certain issue over time and in response to outside incidents 
using natural language processing (NLP) and traditional deep learning (DL) methods. 
User sentiments might change over time and therefore most of the existent methods 
based on static sentiment and topic modeling may not be enough to provide insight into 
sentiments for a prolonged time. Although privacy needs to be considered when dealing 
with user-generated data [4], this work focuses on exploring the effect of shaping the 
political discourse from the variable nature of social media sentiments. The analysis 
can be used to measure the feedback from users on key political policies and issues. 
Some works have used summarizing the user opinions about certain topics such as 
movies [5]. Gamson et al. [6] presented data that users actively pick the content of media 
within their subject group (topic community) that correlates to the general opinion or 
places them in a correspondence frame. This is considered a wilful “echo chamber”, 
or a “repillarisation”. Some other applications of NLP to text on online social media 
include disaster prediction [7], disease detection [8, 9, 10], political election [11, 12], and 
sentiment analysis [13]. Although social network analysis can be explored for studying 
concept drift in these complex networks using methods such as those presented by Aziz, 
Gul, and Uddin [14], this chapter explores only the text of the tweets for detecting drift-
ing user opinions.

Several techniques have been explored that can be utilized to analyze the shaping 
of political issues on social media and how the relationships of users change with cer-
tain political topics and entities over time. This chapter studies the changes in language 
usage patterns by social media users. This chapter focuses on the following main points:

•	 It studies how to automate the process of sentiment labeling of new data 
exploring methods in a combination of, and alternative to lexicon-based 
methods. We study the use of an ensemble of classifiers especially testing 
the combination of DL and TL techniques with the help of word embedding 
techniques.

•	 Negative and positive perceptions depend on the users’ approach towards a 
certain issue and we intend to identify context-based assessment of topics/
issues rather than the lexical meaning of the text alone. One person’s negative 
can be another person’s positive, and vice versa.

•	 To automate the process of novel data exploring for sentiment analysis and 
text categorization in combination with context-based techniques.

•	 To identify community-based assessment of issues by automating the percep-
tion of negative and positive sentiments towards a certain issue.
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One challenge identified during the sentiment analysis and categorization was the lack 
of accessibility to a training set. While in the categorization process, the search key-
words were used as representative of the class of each category and most of those texts 
had those keywords in their texts. Sentiment analysis, on the other hand, can be general-
ized by the similarity of the meaning of the words frequently used for expressing cer-
tain types of sentiments. For example, negative words have been identified in literature 
into negative lexicons and positive words have been identified into positive lexicons. 
[15] have explored contextual embedding techniques for the impact analysis of keyword 
extraction. Different scoring mechanisms are then used to categorize a newly arriving 
bunch of text into negative, positive, or neutral classes based on the count and frequency 
of the negative and positive words. Highly biased words may have more weight in the 
classification of the text into a category. Some of the existing lexicons can, therefore, be 
used to label novel texts with sentiments with a certain degree of accuracy, as a starting 
point.

The goal of this chapter is to identify the algorithms that work more efficiently 
when datasets are small, and many training examples are not available. This work starts 
with the optimization of some supervised learning techniques with different features. 
We compare the performance of the state-of-art with some transfer learning techniques. 
The comparison is performed on traditional models combining them with deep feature 
extraction methods such as word2vec and doc2vec. Experiments have been performed 
with some TL models and compared with the results of the traditional techniques. 
Narrative extraction and classification have been used for experimenting with this set of 
optimizations. From the experiments, we conclude that given a large dataset with highly 
distinctive features, most of the traditional models with optimized parameters perform 
well with classification tasks. With the increased training data, however, DL techniques 
outperform the traditional models. Deep TL methods perform comparatively better 
when a small amount of training set is provided.

The rest of the chapter is structured as follows: Section 4.2 provides a brief over-
view of the background studies on related work. Section 4.3 discusses Natural Language 
Processing Pipeline and System Design, section 4.4 outlines the deep learning tech-
niques utilized, while section 4.5 discusses results and evaluation.

4.2  LITERATURE REVIEW

There is a wide body of literature about the perceptions and sentiments of people’s 
incidents expressed in social media activities. Some researchers have taken inspiration 
from the successful modeling of the compositional aspects of the language recently 
in sentiment analysis. This section presents a review of related work conducted on: 1) 
sentiment analysis, 2) political framing and narrative extraction and classification, and 
3) neural networks language models – distributed representations of text.
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4.2.1 � Sentiment Analysis

Sentiment analysis has been used over the years for different purposes, such as product 
recommendations [16], location recommendations [17], user recommendations [18, 19], 
stress detection [20, 21], and movie recommendations [22]. Various methods have been 
applied for analyzing sentiments in text, such as probabilistic graphical modeling [23], 
supervised learning [24], NLP [25], etc. Some researchers have used context-aware 
topic sentiment modeling. Vanzo et al [27] have considered the conversational context 
while analyzing sentiments on X.

Hussein et al. [28] presented a survey highlighting the effects of the challenges in 
the evaluation of sentiment analysis techniques. The comparison is performed from two 
perspectives. In the first comparison, the relationship between the structure of the senti-
ment of a review and the challenges in sentiment analysis is considered as an evaluation 
challenge. This comparison highlights the essential factor of domain dependency as 
a significant challenge in evaluating sentiment analysis techniques. Negation has also 
been highlighted as another challenge that might implicitly or explicitly change the 
meaning of the text based on its structure. The nature of the topic and the structure of 
the text can be significant challenges in sentiment evaluation.

Another interesting work has been carried out by Heikal et al. [29], where sen-
timent analysis is predicted for Arabic text using social tweet data with the help of 
deep learning approaches. Similarly, El Alaoui et al. [30] proposed a novel adaptable 
approach for sentiment analysis for the 2016 US presidential election using big social 
media data. Their proposed approach retrieves the users’ sentiment and analyses social 
media posts in real-time. They validated the experimental results of the proposed 
approach by classifying the tweets data related to the 2016 US election into positive and 
negative sentiments.

Various methods have been used for short text classification, such as ensemble 
techniques [31], this chapter focuses on deep neural and transfer learning methods. 
Although this chapter focuses on the narrative classification generated by political par-
ties for their election campaign and the coverage and response to those narratives on 
online social media (X), some relevant studies that compare the political campaign 
messaging and coverage of those campaigns on traditional media are crucial to this 
work. Performing sentiment analyses of political campaigns in parallel to their tradi-
tional and social media coverage may allow us to empirically assess whether media 
attention can be attracted through negative campaign messaging, a hypothesis studied 
by [32]. Comparison of the sentiments framed, or the tonality set by the political parties 
through their messages and the coverage of these campaigns by the news media may 
enable us to test the “negativity bias” usually presumed by the political parties to have 
been shown towards them by the news media. Another political aspect is that sentiment 
analyses can be useful in studying and understanding the effects of negative campaign 
messaging and negative media coverage on voting behavior.

One such work is performed by Amin, Alharbi, and Uddin [33] for the sake of 
identification of the political position as indicated by a sentence by applying a recursive 
neural network (RNN) framework. They have used crowdsourcing to annotate phrases 
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and sentences with political ideologies to demonstrate the importance of modeling sub-
sentential elements. Relationship modeling networks, a deep neural networks–based 
method, have been recently used for investigating users’ social roles in online com-
munities [34] and finding relationships between novels and human characters in the 
novels [35].

4.2.2  Political Framing and Narrative Extraction

Social media data can be a good resource to study the impact of framing of political 
issues from political parties and influential personalities. These data provide descrip-
tions of users’ perceptions and opinions. Sustained observation of certain issues over 
longer periods can provide us useful insights into reactions, perceptions, and prevalence 
of user understanding of these issues. Perseverance might be the key to creating a deci-
sive shift in users’ perception of a certain issue. Although some domains use advanced 
methods to address privacy concerns [36, 37], this work utilizes only the text of the 
user-generated data and thus tries to avoid using the identity of individual users.

Although, political framing has been studied by some researchers as a phenom-
enon of social media, particularly X, relatively little work has been done on identifying 
frames from texts through computational methods. People usually frame their experi-
ences into certain perceptions to make meaningful interactions.

In the literature, political framing has been studied from social and computational 
perspectives. Social scientists have used some of the existing computational methods 
to analyze and highlight social and political phenomena taking advantage of the avail-
ability of large amounts of social and traditional online media content. The field has 
benefitted from the use of computational methods for processing and analyzing a large 
amount of data for studying social patterns. On the other hand, computer scientists 
studying framing have focused on the development and improvement of computational 
linguistics and NLP methods to improve the performance of existing classifiers, predic-
tion, and extraction algorithms.

Online social media–based narrative classification is a challenge and has not been 
explored because of the non-availability of large training datasets and the non-general-
ized nature of the vocabulary, unlike the sentiment analysis. Most of the existing studies 
focus on political parties or personalities whose political ideologies and inclinations are 
already known. The proposed work studies the response of the users to the framing of 
political issues. The focus here is on studying the adaptation of political sentiments over 
time using user modeling and online user communities. Although traditional machine 
learning models are still being used for advanced classification applications such as in 
Naseem et al. [38], this chapter explores deep learning and transfer learning methods for 
adapting to concept drift in user sentiments and user narratives over time.
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4.3  NATURAL LANGUAGE PROCESSING 
PIPELINE AND SYSTEM DESIGN

This section presents the NLP pipeline adopted to analyze the given tweet data to 
classify public sentiment on political rallies or issues from social media content. The 
proposed framework comprises six modules as follows: 1) data acquisition, 2) data pre-
processing and data categorization, 3) feature selection, 4) classification, 5) optimiza-
tion, and 6) evaluation module. The explanation and validation of the proposed model 
are discussed in the following subsections.

4.3.1 � Data Acquisition

The focus of this work is to analyze the topics of political importance discussed by 
social media users. We have collected more than 2.4 million tweets through the X 
application programming interface (API), distributed across multiple topics, such as the 
Panama Papers, loadshedding, political rallies and gatherings, joint investigation team 
(JIT) reports, etc. Of the 2.4 million tweets collected, 966,201 were analyzed for senti-
ments. The breakdown is given in Table 4.1.

4.3.2 � Data Pre-Processing

While traditional information retrieval practitioners suggest tokenization, stemming, 
lemmatization, stop word removal as pre-processing steps [39, 40], social media text 
usually requires more cleaning in the form of noise removal, removal or interpreta-
tion of hashtags, emoticons, abbreviations, links, mentions, replies, likes/dislikes or 
favoriting activities, and spelling corrections or interpretations [41]. Libraries such as 
the natural language processing toolkit (NLTK)1 and Spacy2 have implementations of 

TABLE 4.1  Collection of Tweets Distributed over Panama Papers, Loadshedding, Political 
Rallies, JIT, PSL, and Dengue

TOPIC NUMBER OF TWEETS

Loadshedding/Energy 459,757
Panama Papers 517,992
Panama Verdict 274,661
Political rallies, gatherings 784,475
Islamabad lockdown 60,625
PSL final 27,713
Dengue 275,000
Total 2,400,223
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traditional as well as modern techniques to cater to the changing landscape of complex 
text processing. In particular, the problems of overstemming and understemming usu-
ally associated with Porter Stemmer3, which has for decades been used to stem the 
tokens to their root forms, have been efficiently resolved by these libraries. An example 
of overstemming would be when a token is stemmed more than it needs to be, convert-
ing it to a nonsensical form. For example, Porter Stemmer stems the words universe, 
universities, university, and universal into “univers”, while the intended tokens are uni-
verse and university. Similarly, the token datum is stemmed to datu while data and date 
or stemmed to “dat”, an example of understemming.

The data collected during the governance period consists of over 2.4 million 
uncleaned tweets. After the removal of non-English and duplicate tweets, the remaining 
tweets are 966,202. 389,836 tweets are about loadshedding, 242,034 are about Panama 
Papers, 222,625 are about CPEC, 83,829 are about dengue, and 27,877 are about the 
Panama verdict. We also removed tweets non-relevant to the elections in Pakistan such 
as loadshedding tweets from South Africa, Nepal, and other countries; and dengue 
tweets from Sri Lanka and India through keyword search, though some tweets might 
still be there. Some of the tweets appear to be longer than the specified limit of 140 
characters for tweets (280 for more recent tweets). A closer look suggests that hypertext 
markup language (HTML) encoding has not been converted to text.

In the first step of data preparation, HTML is decoded into general text using the 
Python library BeautifulSoup. In the second step, “@” mentions are removed from the 
tweets. Although mentions in tweets might carry useful information about users inter-
acting with each other we are not using this detail in the current analysis and are thus 
not useful to us. URLs are removed in the third step. Like mentions, URLs can also 
be useful but have not been used in this analysis. Universal transformation format – 8 
byte order mark (UTF-8 BOM) is decoded in the next step. Finally, numbers and # 
symbols are also removed from the tweets, leaving the text of the hashtags with the # 
symbol. Contractions such as have’nt and can’t are expanded into have not and cannot 
since negation words are split into two parts during cleaning and the meaning of the 
sentence might change. The null entries produced because of the data-cleaning process 
are removed.

4.3.3 � Text Categorization

We show experiments to discover the optimized combination of algorithms and param-
eters for categorizing the tweets into five classes. The optimized classifier is then con-
figured to estimate the class of newly arriving data. The aim of this study is twofold. 
In the first phase, algorithms are trained on the data collected in the period preced-
ing an election (July 25, 2018, Elections of Pakistan), roughly ranging from one to 
five years, depending on the topic being observed and the appearance of the topic on 
social media. five topics were chosen for this purpose, namely the Panama Papers, the 
Panama Verdict, loadshedding, the China–Pakistan Economic Corridor (CPEC), and 
dengue. The training data consists of the period two months before the election. We 
consider the two months to the election as the campaign period since the elections are 
announced exactly two months before the scheduled date of elections and the tenure of 
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the government is considered as completed. The data collected for the campaign period 
is general, and the query words used consist of the major party names, names of politi-
cal leaders, and locations i.e. province names. The idea is to measure how many of the 
topics which were around for more than a year or were a major issue at some point dur-
ing the five years of the incumbent government are reflected in the campaign trail of the 
political parties. In the second phase of this work, the data from the campaign period 
is categorized using the optimized classifier trained on the data from the government 
periods. Here, the government period refers to the duration of government before the 
elections are announced, in this case, July 2013 to May 2018. This will give us an idea 
as to which topics prevailed over time and made it to the campaign slogans or manifes-
toes of the political parties.

4.3.4 � Narrative Extraction – Small Training Data

A challenge in supervised learning methods is the non-availability of training data. 
While some domains such as sentiment analysis can benefit from metadata such as 
emoticons and lexical meanings, there are areas where the intended meanings of words 
change with a context or targeted subjects. Political narratives can be a highly subjective 
area and generalized labeling based on emoticons or lexicons cannot be applied. Most 
of the learning algorithms perform well on a large amount of training data, adequate 
determining resources, and proper parameter optimization. A problem is when we have 
limited training data and manual labeling is expensive and highly prone to bias, espe-
cially in tagging political narratives. In this set of experiments, we have shown that 
although some of the existing algorithms perform better with the availability of an 
adequate amount of data, they struggle to achieve the same level of accuracy when 
trained on less amounts of example data. In some cases, the accuracy falls manyfold. 
The case study for this work is the Panama verdict announced in Pakistan after a legal 
process triggered by the release of Panama Papers in April 2016. The verdict resulted 
in the termination of the then Prime Minister of the country and the verdict was widely 
discussed by both the supporters and opponents of the ousted Prime Minister. The 
Prime Minister’s party framed the Panama Papers and the resulting verdict as a con-
spiracy, while the opponents framed it as a corruption scandal. We collected tweets 
related to the issue to analyze the perception of the social media public. A small number 
of highly polarized tweets were labeled based on the text and hashtags used in the tweet. 
The labeling process had several challenges such as limited resources due to the lack of 
access to global labeling sites such as Amazon Turk, hiring of personnel proficient in 
the area, etc. Hashtags were considered as one possible labeling option but that could 
not be applied to the entire dataset since a very limited number of tweets used hashtags. 
Another technique that has been used for labeling a large amount of social media data 
is using emoticons. Due to the given nature of the topics, using emoticons for labeling 
was not a feasible option since the number of tweets with emoticons was negligible. 
Also, the nature of the problem was different from sentiment analysis. An emoticon can 
be a clear expression of some positive or negative emotion, but it is difficult to extract 
the political perception of a user from an emoticon. A user using negative lexical words 
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might either be targeting the verdict if she thinks of it as a conspiracy or targeting the 
prime minister if she thinks of it as proof of corruption. The problem of perception 
detection, therefore, cannot be generalized such as sentiment analysis. The problem is 
more relevant to stance detection and framing. We believe that an analysis of the lan-
guage, part of speech tagging, subjectivity, stance, and intended frame can give us an 
overall political perception of a user. The focus in this work, however, is on detecting 
the intended narrative from the text of the tweet. We consider two narratives, corrup-
tion and conspiracy, which are eventually used as classes for the tweets. The issue of the 
Panama Papers was important in the political scenario in Pakistan since the perception 
it generated resulted in highly polarized general elections and the proposed work will 
try to assess the impact of the Panama Papers on the general elections held in July 2018.

4.4  DEEP LEARNING TECHNIQUES

4.4.1 � Word Embedding Techniques

The text data are embedded in numbers for computation using word embedding tech-
niques. Since machine and deep learning techniques are not able to process text data 
directly. Alternatively, the text data are converted into number vectors for computa-
tion. A word embedding is a count-based approach that generates a matrix of word 
coincidences to acquire word vectors by performing some dimensionality reduction 
than the traditional term frequency-inverse document frequency (TF–IDF) [42]. In the 
proposed method, two embedding techniques word2bec proposed by Mikolov et al. 
[43] and doc2vec (Document to Vector) [44] are used. However, word2vec [43] is a 
more advanced technique in which words are embedded in a lower-dimensional vector 
space by utilizing a shallow neural network. The word2vec model results in the number 
of vectors (dimension) for each word in the corpus to search for the context based on 
how the word occurs in a sentence. Doc2vec is a word embedding technique in which 
each document is represented as a vector. Different variants of doc2vec, proposed by 
Mikolov et al. [43] were used to generate the vectors from each tweet. We fit the vectors 
with machine, deep, and transfer learning models for further processing. As suggested 
by Lau and Baldwin [44], the entire dataset was used to train doc2vec due to the unsu-
pervised nature of doc2vec.

Multiple word embedding approaches are developed and TF–IDF is used as a 
baseline approach. There are word embedding approaches Such as doc2vec, word2vec, 
fast-text, and glove, etc. In the following subsections, the explanations of the word 
embedding approaches that are used in this work are discussed as follows.

4.4.1.1 � Word2Vec

Another word embedding approach used in this work is word2vec developed by 
Mikolov et al. [43] is a more advanced approach in which words are embedded in a 
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lower-dimensional vector space by utilizing a shallow neural network. The word2vec 
approach results in the number of dimensions to check the semantic and synthetic 
meaning for each word in the corpus depending on how the word appears in a statement 
or sentence. In word2vec, all words in the vector space that have a common meaning 
occur around each other.

These architectures of the word2vec approach such as the continuous bag-of-
words (CBOW) and skip gram (SG) model are utilized in this work. The previous works 
suggest that the SG model is proposed for a large data size while the CBOW model is 
mainly designed for medium-sized data. The descriptions of these models are demon-
strated as follows.

4.4.1.2 � Continuous Bag-of-Words

CBOW attempts to predict the target word dependent on the surrounding context words 
[8]. To adapt the association between words, it is an essential model that performs bet-
ter on a small (i.e., medium size) of training data. To understand the perspective of 
the CBOW model, consider an example tweet: “all properties leak in Panama”. The 
CBOW model will try to learn the surrounding words as shown in Figure 4.1, and 
then, it will predict “leak”, “spill”, “drip”, or “escape” are the most probable words at a 
randomly chosen closely related to the leak. Words such as “table” or “chair” gain less 
of the model’s attention as it is learned to predict the most probable word (Figure 4.1).

4.4.1.3 � Skip Gram

The implementation of the SG technique attempts to perform the opposite of the CBOW 
implementation [8]. It aims to predict the context words depending on the target word. 
The surrounding words are determined by the window size.

A tweet example is given in order to comprehend the perspective of the SG imple-
mentation such as, “all properties leak in Panama”, we choose a window size of two, 
and the source (target) word is “leak”, in this scenario, the context words are (all, prop-
erties, leak, in, panama), and thus the input and source word combinations or sets can 
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be (leak, all), (leak, properties), (leak, in), (leak, panama). It is suggested that in the 
sample windows, the distance of the word to the source word does not play a significant 
role. However, the context words (all, properties, in, and panama) are conserved the 
same in order to train the model. The SG model is graphically visualized in Figure 4.2, 
where the word highlighted in red shows the source word, and the context words are 
also highlighted on the output side (Figure 4.2).

4.4.2 � Recursive Neural Network (RNN)

RNN is an architecture of artificial neural networks (ANNs) [33] that can process the 
syntactic and semantic composition of sentences. Due to the sequential structure of the 
text corpus, researchers have used a recursive neural network extensively for text min-
ing and classification. An RNN is a network that specializes in processing sequential 
data in the form of x(1), …, x(T), assigning more weights to the previous data points of 
a sequence, thus making it a powerful technique for textual data classification. The 
consideration of previous nodes allows for better semantic analysis of the structure of 
a dataset. The scalability of the recurrent neural networks to much longer sequences 
allows them to be a more practical sequential data classification than the non-sequence-
based specialization methods such as convolutional networks. Figure 4.3 depicts the 
RNN architecture for sequential data.

4.4.2.1 � Transfer Learning (Context-Based Learning)

The above models work well when the datasets are large. However, their performance 
decreases significantly when we do not have a large amount of annotated data. One such 
challenge is the extraction of narratives from a tweet. Perceptions of political issues 
can be subjective and thus cannot be generalized on lexicons like sentiment analysis. 
We use the universal sentence encoder (USE) and neural-net language model (NNLM) 
[45] to solve the problem of political narrative extraction by labeling a small dataset 
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of 500 tweets. Two classes are used. The tweets that perceive the Panama verdict as 
part of a conspiracy are labeled as conspiracy tweets, while the tweets considering 
it as corruption are labeled as corruption. Compared to word embeddings, USE can 
embed phrases and sentences along with the words. The implementation of the model 
has been explained in [46]. In this process, a text of variable length is configured as an 
input, and for an output a 512-dimensional vector is generated. Neural-net language 
model (NNLM) was proposed by Bengio et al. [45] as a solution to the problem of 
dimensionality. A distributed representation for words is learned which allows each 
training sentence to inform the model about an exponential number of semantically 
neighboring sentences. The mode simultaneously learns a distributed representation for 
each word along with the probability function for word sequences, expressed in terms of 
these representations. The model obtains generalization by associating high probability 
with new word sequences if it is constituted of words that are similar in terms of their 
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distributed representations to the words that form a sentence that has already been seen 
by the model. For this comparison, we have used a pre-trained model that is trained on 
the English Google News 200B corpus and computes a vector of 128 dimensions. The 
model is available on Tensorflow hub4.

4.4.2.2 � Optimization Techniques

Optimizing DL algorithms is a significant challenge. The focus of the optimization for 
learning algorithms is minimizing an error function (cost function), which can enhance 
the efficiency of the classifier algorithms. However, the cost function is usually defined 
as the average over the training phase [8]. We incorporated the following hyperparam-
eters for optimizing the performance of deep learning models for this work.

An optimized text classifier is important for accurately predicting the class of 
newly arriving text in real-time based on the existing text examples. Multiple challenges 
are encountered while training learning algorithms for text classification. Text data 
can have important syntactic and semantic details including or excluding which can 
significantly affect the outcome of the classifier and the specific NLP task being per-
formed. Some tasks, such as sentiment analysis and political discourse analysis, require 
a greater insight of the context in which data is generated. A multitude of variables and 
their combinations, therefore, need to be incorporated to understand and highlight the 
significant features.

Initially, the algorithms are optimized from two perspectives. The categorization 
of the tweets data and associated sentiments. The category of a tweet is the query word 
used to search and collect the tweets’ data. The purpose of this optimization is to enable 
the classifier to classify the newly arriving tweets into a category. This can be an impor-
tant measure to understand the persistence of discourse over time and events. The algo-
rithms are trained on five categories watched over time and the new data is used as an 
unseen test set to classify them into these five categories.

4.5  RESULTS AND EVALUATION

This section evaluates the efficiency and potential of the proposed work by classifying 
political narrative and sentiment analysis in tweets. The results presented are accom-
plished by performing various experiments following standard evaluation methods 
[47] to validate all the research objectives. Experiments and results are conducted by 
using Python (3.6 version) and the Anaconda framework5. The word2vec model with 
100-dimensional vectors is concatenated to form a 200-dimension vector representa-
tion for each word. The tweets are tokenized and a sequential representation of each 
tweet is obtained where each word is represented as a number and the number of words 
in each tweet is equal to the length of numbers in sequences. The data is padded by 
setting the maximum length of each tweet to 55, enabling it to be given to a CNN as 
an input. Table 4.2 illustrates that the CNNs with word2vec give us the highest accu-
racy so far, reaching up to 96.73% with Conv1D (Convolutional with 1-Dimension), 
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globalMaxPooling1D (GMP-1D), and ReLU activation function. The accuracy for the 
large dataset is more in line with the other models. ​

4.5.1 � Results with LSTM

The results with LSTM are like CNN but the algorithm takes much longer. The accu-
racy for the verdict dataset is 94.13% while for the larger dataset, it is much higher as 
shown in Table 4.4.

4.5.2 � Optimizing the Models Using a Small Dataset

The overall performance of the different machine learning models evaluated above 
improves with either an increase in the size of the dataset or adequate parameter tun-
ing. A real challenge, however, is when we have a small dataset. Optimizing super-
vised machine learning models on small training data can be challenging. In this set of 
experiments, we evaluate different traditional as well as DL models and compare the 
results with some pre-trained TL models.

4.5.3 � Transfer Learning

Universal sentence Encoder (USE): compared to word embeddings, USE can embed 
phrases and sentences along with the words. The implementation of the model has been 
explained in [46]. In this process, a text of variable length is configured as an input, and 
for output a 512-dimensional vector is generated. ​

4.5.4 � Comparison

For the comparison, we used some baselines that do not use TL and the models that 
configure word-level transfer such as word2vec and doc2vec. Table 4.6 reveals a com-
parison of the traditional machine learning methods with some of the TL methods we 
used, along with the word-level transfer models. However, naïve Bayes for multinomial 
models (NBMM) performs reasonably well for accuracy, precision, and recall. This 
matches the definition of NB models which are expected to perform better on small 
datasets [48]. Other models provide linear support vector machine (LSVM) and logistic 
regression (LR). LR was also tried with word2vec and doc2vec. Both combinations 
reduce the accuracy of the models. USE gives the overall better recall and f1-score, 
while the USE-trained gives the best accuracy. The results are in line with the literature 
such as Joshi et al. [49], which have shown that the sentence-based vector representa-
tions perform better than the word-level models.
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4.6  CONCLUSION

In this chapter, a detail of the natural language processing pipeline by incorporating new 
insights (ideas) through innovative methods with optimized techniques is presented. 
Moreover, the chapter discussed different deep learning models and the techniques for 
optimization. The dataset designed for this purpose was used to validate each part of 
the pipeline (including feature extraction or selection, optimization, and sentiment and 
narrative classification of the users in the political aspect). Sentiment analysis and clas-
sification methods with different optimization techniques have been implemented based 
on the natural language processing pipeline. The performance of each method with 
optimization techniques has been validated by deploying performance measurement 
techniques (confusion matric) and their findings have also been presented in this paper.

By offering a thorough examination of deep learning and NLP techniques for nar-
rative classification and sentiment analysis, this chapter aims to close the theoretical 
and practical gap. It will give readers the skills and knowledge needed to analyze tex-
tual narratives across a variety of fields and contexts effectively and derive insightful 
conclusions.

NOTES

	 1.	 https://www​.nltk​.org/
	 2.	 https://spacy​.io/
	 3.	 https://tartarus​.org​/martin​/PorterStemmer/
	 4.	 https://www​.tensorflow​.org​/hub
	 5.	 https://www​.anaconda​.com​/distribution/

TABLE 4.6  Comparison of the TL Models With Traditional Learning Models in Terms of 
Accuracy, Precision, Recall, and f1-Score

CLASSIFIER ACCURACY PRECISION RECALL F1-SCORE

NBMM 72 72 72 72
LSVM 69 69 69 69
LR 69 69 69 69
w2v+LR 64 64 64 64
d2v+LR 66 66 66 66
USE 72 69 85 77
NNLM 66 67 69 68
NNLM_train 64 65 65 65
USE-train 74 78 69 73.5

https://www.nltk.org/
https://spacy.io/
https://tartarus.org/martin/PorterStemmer/
https://www.tensorflow.org/hub
https://www.anaconda.com/distribution/
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5.1  INTRODUCTION

A recommender system (RS) is an information system used to support user deci-
sion-making and recommend suitable products, information, or services in the envi-
ronment of online stores; streaming services such as Amazon, YouTube, Facebook, 
and Netflix; and online learning (such as MOOCs). They help users make decisions 
according to their preferences and interests [1, 2]. Moreover, while browsing an online 
shopping platform, we encounter a multitude of products on the homepage. As the list 
of items increases, the task of choosing among them becomes increasingly challeng-
ing. Recognizing this need, and in tandem with the progress of various informational 
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platforms such as YouTube, Amazon, Netflix, and MOOC websites, the field of RSs has 
been established and enhanced through the advancements in Artificial Intelligence (AI) 
and Machine Learning (ML).

RSs are currently extremely important for assisting users in managing the informa-
tion overload they experience as a result of the vast amount of material on the web. They 
automatically propose the most suitable products that satisfy the users’ desires. RSs 
have been frequently employed in consumer product trade platforms because of their 
ability to help users identify relevant products efficiently [3]. They have also garnered a 
lot of attention in MOOCs [4–7]. As the amount of data provided increases, users spend 
a lot of time searching for the information they need. RS is a solution in digital enter-
prises that carefully suggests products to customers on a needs-based assessment from 
among a vast number of available items.

RSs have undergone significant development over the years and have found appli-
cations in various domains, such as tourism [8–11], healthcare [12–15], advertising [16], 
news reporting [17, 18], e-commerce [19–22], music [23–25], movies [26–28], social 
networks [29–31], online learning and courses [32–36], and more. This chapter spe-
cifically emphasizes RSs personalized for designing suitable courses in e-learning/
MOOCs, and we will explore this subject in the subsequent sections.

Systems that recommend educational information to students keep tabs on previ-
ous activities, are aware of preferences, support both teachers and students, help to 
find appropriate content, and improve learning results. A personalized RS will increase 
students’ interest in a particular piece of information and lower the rate of course drop-
outs. The RS facilitates learners’ decision-making toward selecting suitable content 
[37–39]. On MOOC platforms, understanding and identifying student interests has been 
attempted in a variety of ways, such as course recommendation, behavior prediction, 
understanding user intentions, and others [1]. One of these initiatives is for MOOC pro-
viders to employ an RS to promote courses to students [40–42].

There have been numerous empirical research studies conducted on MOOC RSs 
such as neighborhood-based methods [43] and latent interest models, which include 
user- and item-based collaborative filtering (CF) [44], content-based (CB) [45, 46], 
matrix factorization [47], and content-aware simulation methods [48], RSs based on 
sentiment analysis [49], and contextual recommendation [50]. A profile-based approach 
is offered for performing course RSs in a cold start scenario [35, 51, 52]. The suggested 
method collects user profiles from LinkedIn, evaluates how closely they resemble 
course profiles, and ranks the similarities.

In a MOOC RS, the main goal is to recommend relevant or similar courses that are 
interesting to the learners and have a high probability of being watched or read by the 
learner/student. Representatives of the largest online learning that implement recom-
mendation systems are Coursera, Udemy, Udacity, etc. The main objective of this study 
is to design a hybrid RS for recommending suitable course content in online learning. 
The proposed RS combines a recommender module composed of a collaborative filter-
ing (CF) system and a CB system. The proposed framework operates with the student’s 
favorite course categories, viewed lectures, and reading/assignments history. A compre-
hensive list of recommended courses for the student is designed by applying the hybrid 
RS to evaluate the importance of the courses.
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The proposed study aims to present an in-depth overview of the formulation and 
application of a state-of-the-art MOOC RS that makes use of CF, CB, and hybrid rec-
ommendation techniques. In the quickly evolving digital environment, the system is in 
line with the growing demand for adaptive, personalized, and effective learning solu-
tions for smart e-learning education. The important topics that will be covered in this 
chapter are as follows: introduction to MOOCs, recommendation approaches, system 
design, and challenges and future trends.

5.1.1 � Objectives

The proposed study has the following objectives:

•	 To propose an intelligent MOOC RS using a hybrid recommendation 
approach combined with CF and CB filtering.

•	 This approach to educational recommendation is expected to lead to improved 
learning outcomes and a more enjoyable learning experience for students.

•	 The proposed hybrid approach takes advantage of both learner interactions 
and course content to offer more accurate and diverse suggestions.

•	 Researchers, teachers, students, and experts in the domains of e-learning/
academia, RSs, and artificial intelligence are the target audience for this 
study. It will be a helpful tool for learners who want to discover how intelli-
gent RS might improve the MOOC learning experience for Internet of Thing 
(IoT)-enabled smart education.

The rest of the chapter is organized into four sections as follows: Section 5.2 provides 
preliminaries and background information. Section 5.3 discusses the evaluation metrics 
used for RS. Section 5.4 provides future research directions in the field of MOOC RSs 
and Section 5.5 concludes the proposed chapter.

5.2  PRELIMINARIES/BACKGROUND STUDY

5.2.1 � Recommender System

RSs are ML models that are used to provide users with relevant or similar suggestions. 
They are employed in a variety of applications, including those that recommend movies 
(YouTube, Netflix), products to buy (Amazon), and text to read (such as books and news 
articles) [2, 53]. Figure 5.1 presents an example of an RS and its applications, inspired 
by a similar figure published in [54]. Personalized RSs [55] are capable of offering per-
tinent information that fits users’ interests, addressing the issue of information overload. 
The majority of the time, recommendation technologies use a variety of sources of data 
to present customers with potential goods [56, 57]. In real-world circumstances, the RS 
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makes suggestions for things based on the history of user–item interactions and then 
asks for user input to refine those suggestions. ​

In today’s digital age, the amount of information and data is rising exponentially, 
and we may easily access an abundance of knowledge through applications available 
online. Online users may find it challenging to satisfy their interests or find the appro-
priate target information as a result of excessive information. Users in the online domain 
often face difficulties in fulfilling their specific interests or locating relevant informa-
tion due to the overwhelming amount of data. To address this issue, RSs are used. These 
tools help users find their way through these vast information landscapes and point 
them in the direction of products or content that meet their needs. To ensure user sat-
isfaction and maintain engagement within the system, the recommendation algorithm 
is crafted to display a curated list of relevant subjects that align with the user’s poten-
tial interests. From a business perspective, an RS holds considerable significance as it 
contributes to enhancing commercial revenue. To illustrate, with the vast availability 
of millions of movies and television shows on internet streaming platforms, the imple-
mentation of a recommendation engine becomes essential for generating playlists that 
accurately anticipate user preferences. This, in turn, is expected to lead to an increase 
in subscription rates and an enhanced online streaming experience for users, as the sug-
gested content aligns well with their interests.

Traditional RSs have been modeled using three paradigms, CF, content-based, and 
hybrid methods as described in the following subsection.

Camera

Movie

Smart Phone

Music

Books

Recommender
SystemUser

Buy

Recommendation
Applications

FIGURE 5.1  Example of an RS and its applications
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5.2.2 � Content-based Filtering

In CB RSs, apart from the user–item interaction user information and preferences, and 
other details related to content such as popularity, description, purchase history, etc., 
are also considered. The method, which functions as a conventional ML model with 
error optimization, is given the user features and content features. This method tends to 
have a high bias but the lowest variance when compared to other modeling techniques 
since it incorporates more descriptive information about the content [58, 59]. When 
making suggestions, CB filtering considers the features and qualities of the products (in 
our case, MOOCs) as well as the student’s preferences or past behavior. For instance, it 
might suggest a course based on the course’s subject matter, level of difficulty, or certain 
course material, and it considers what the student has already expressed interest in.

As a result, a MOOC RS using CB suggests courses that are probably going to 
match the user’s interests and needs based on their choices and the content of MOOCs. 
By making it easier for students to find pertinent courses, this can enhance their learn-
ing experience. The CB recommendation algorithm is applied to match user profiles 
with MOOCs. To discover courses that are most like a student’s profile, this algorithm 
frequently uses methods such as cosine similarity or other similarity measurements. 
The system ranks the suggested MOOCs according to how closely they resemble and 
are relevant to the student’s profile. Courses are shown that are most similar to the stu-
dent’s preferences.

CB places greater emphasis on utilizing descriptions and dataset features rather 
than relying solely on historical interactions and students’ preferences. Figure 5.2 shows 
the CB filtering structure. For instance, if a student shows an affinity for numerous 
courses within a specific category, they will likely also have an interest in other courses 
belonging to that same category. This characteristic makes CB less susceptible to both 
the “cold start problem” and fluctuations in student preferences.

One notable advantage of CB is its high level of explainability compared to CF. 
With CB, it is feasible to trace the rationale behind a particular recommendation 

Read by student

Similar courses 

Recommended to students
student

FIGURE 5.2  Content-based filtering in MOOC
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because it leverages patterns found in item features without attempting to uncover hid-
den student preferences.

In CB, relevant features are extracted from course descriptions, titles, and tags. 
We can use techniques such as TF–IDF (term frequency–inverse document frequency) 
to weigh the importance of words in course descriptions. In addition, a profile can be 
designed for each student based on their historical interactions and the course attributes 
they have shown interest in. ​

5.2.3 � Collaborative-based Filtering

In CF-based approaches, the recommendation system relies on the “user–item interac-
tion matrix”, which stores users’ historical interactions with items [60, 61]. The funda-
mental idea behind CF methods is to identify similar users and their preferences based 
on their patterns of interaction. CF algorithms can be categorized into two main types: 
memory-based and model-based. Memory-based methods involve finding the most 
similar user to a new user and recommending items that the similar user has shown 
a preference for. In this approach, there is no consideration of variance or bias since it 
does not involve quantifying errors. On the other hand, model-based methods create a 
generative model based on the user–item interaction matrix, which is then utilized to 
make predictions for new users. This modeling approach considers both model bias and 
variance. In CF, the core idea is to leverage user interactions to provide personalized 
recommendations. This can be accomplished through either memory-based or model-
based techniques as illustrated in Figures 5.3 and 5.4, which have been redesigned as 
proposed in [62].

When comparing CF to other recommendation systems, including CB and hybrid 
recommendation systems, its significance and usefulness have been shown in the 
domain of RS. However, there is still work being done in the field of CF to enhance 
the list of suggested things and produce precise suggestions while working with sparse 
datasets. A technique based on an econometric model can improve the predictability 
of the RS [63].

A popular method in RSs that leverages student behavior and preferences for 
making recommendations CF. This approach is particularly relevant in the context of 
MOOCs, as follows:

Student–student CF: This technique suggests courses to a student following the 
actions and preferences of other students who are comparable to them. The algorithm 
might suggest courses that Student B has enjoyed if, for instance, Student A and Student 
B have taken and liked courses that are comparable and Student A is looking for a new 
course.

Course–course CF: This technique suggests courses to a student following the 
courses that the student has previously taken and enjoyed. It identifies courses that are 
comparable to those in which the user has already expressed interest.

Calculation of similarity: The system determines how similar students or courses 
are. Based on their activity, it determines how similar students are to one another for 
student–student CF. It detects courses that are comparable based on CF behavior data 
for course–course CF.
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For course–course CF, the system identifies courses like those the target student 
has already interacted with. In student-student CF, it recommends courses highly rated 
or liked by students similar to the target student.

Presentation and Ranking: The suggested courses are provided to the student for 
selection after being ranked according to their expected relevance to the student. CF is 
an effective technique for MOOC recommendations since it relies on the student com-
munity’s collective knowledge rather than directly examining course content to provide 
individualized course choices.

Based on the fact that relationships exist between courses and student’s interests. 
As shown in Figure 5.3, we can see that student-A and student-C are similar, hence, we 
recommend course-A and course-F to student-C since student-A likes both of them. 
In contrast, item-based CF uses similarity among items to determine whether a user 
would like them or not. For example, in Figure 5.4, since course-A (C++) and course-D 
(C#) are similar when student-C chooses course-A we will also recommend course-D 
to him.

•	 Collaborative filtering techniques

Uses techniques such as user–item matrix factorization, user-based or item-based CF, 
or more advanced methods such as matrix factorization with singular value decomposi-
tion (SVD), SVD++, or alternating least squares for matrix factorization. It implements 
techniques for handling sparsity and dealing with new users or items.

5.2.4 � Hybrid Approach

A hybrid RS combines various recommendation techniques to generate its output. 
When comparing hybrid RSs with CF and CB systems hybrid systems typically exhibit 

Student-A 

Student-B

Student-C 

Course-A

Course-B

Course-C

Course-D

Course-E

Course-F

FIGURE 5.3  Student(user)-based filtering in MOOC
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higher recommendation accuracy. This is attributed to the absence of information con-
cerning domain dependencies in CF and user preferences in CB systems. The fusion of 
both approaches results in an augmentation of shared knowledge, thereby enhancing the 
quality of recommendations. This knowledge enhancement makes it particularly prom-
ising to explore novel methods for combining underlying CF algorithms with content 
data and CB algorithms with user behavior data [2, 61]. Figure 5.5 shows an example 
of a hybrid recommendation approach for course recommendations in MOOC. This 
approach combines CF and CB based techniques to recommend courses to learners 
based on their interest.

5.2.5 � Data Collection and Preprocessing

Gather data on user interactions with courses, such as ratings, reviews, and completion 
status. Collect information about course content, including metadata such as course 
descriptions, titles, and tags. Preprocess the data to ensure it is clean and organized for 
further analysis.

Student-A 

Student-B

Student-C 

Course-A 

Course-B 

Course-C 

Course-D 

Course-E

Course-F 

FIGURE 5.4  Course-based filtering in MOOC
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5.3  EVALUATION METRICS FOR 
RECOMMENDER SYSTEMS

RS accuracy is popularly evaluated through three main measures [62].

5.3.1 � Mean Absolute Error (MAE)

MAE is a widely used metric to calculate the recommender’s prediction. MAE is calcu-
lated using the following expression (see Equation 5.1):
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Consider the same RS as in the RMSE example. Calculate MAE@10 using the true and 
predicted ratings provided earlier.

Absolute_Differences = [∣3.8−4.0∣ +∣4.9−5.0∣ + ∣3.2−3.0∣ + ∣4.4−4.5∣ + ∣1.8−2.0∣ + 
∣4.1−4.0∣,∣4.7−4.5∣ + ∣3.3−3.5∣ + ∣2.9−3.0∣ + ∣4.8−5.0∣]
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FIGURE 5.5  Example of hybrid RS in MOOC
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In this case, MAE@10 of 0.14 means that, on average, the predicted ratings are off by 
0.14 units from the true ratings for the top 10 recommendations.

A lower MAE indicates that the recommendations are, on average, closer to the 
true ratings, which suggests that the model's predictions are more accurate.

5.3.2 � Mean Squared Error (MSE)

MSE measures the amount of error in statistical models. It assesses the average squared 
difference between the observed and predicted values. When a model has no error, the 
MSE equals zero. As model error increases, its value increases. The MSE is also known 
as the mean squared deviation (Equation 5.2).
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Suppose we have a set of five true ratings and their corresponding predicted ratings for 
an RS. Table 5.1 lists the true ratings and predicted ratings.

Calculate the squared difference between each predicted rating and true rating:

•	 For the first rating: (3.8−4.0)2 = 0.04
•	 For the second rating: (4.9−5.0)2 = 0.01
•	 For the third rating: (3.2−3.0)2 = 0.04
•	 For the fourth rating: (4.4−4.5)2 = 0.01
•	 For the fifth rating: (1.8−2.0)2 = 0.04
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The MSE for this example is 0.028. This value represents the average of the squared 
differences between predicted ratings and true ratings, indicating how well the RS’s 
predictions align with the actual user preferences. A lower MSE indicates better predic-
tion accuracy.

TABLE 5.1  Example of True Ratings and Predicted Ratings for top@5

S.NO# TRUE RATINGS PREDICTED RATINGS

1. 4.0 3.8
2. 5.0 4.9
3. 3.0 3.2
4. 4.5 4.4
5. 2.0 1.8
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5.3.3 � Root Mean Squared Error (RMSE)

RMSE measures the average difference between a statistical model’s predicted values 
and the actual values. Mathematically, it is the standard deviation of the residuals and 
can be seen in Equation 5.3.

	 RMSE
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	 (5.3)

Where notation R̂  shows the set of predicted ratings, rSc  signifies the true ratings of 
the student S  for course c , r̂Sc  and signifies the estimated ratings of the student S  
for course c .

Suppose we have a model that suggests 10 courses to a student, and we want to 
calculate RMSE@10. Here are the true and predicted ratings for the top 10 recommen-
dations as outlined in Table 5.2:
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RMSE is a similar metric to MAE but considers the square of the differences, 
which penalizes larger errors more heavily.

TABLE 5.2  Example of True and Predicted Ratings for top@10

S.N0# TRUE RATINGS PREDICTED RATINGS

1. 4.0 3.8
2. 5.0 4.9
3. 3.0 3.2
4. 4.5 4.4
5. 2.0 1.8
6. 4.0 4.1
7. 4.5 4.7
8. 3.5 3.3
9. 3.0 2.9
10. 5.0 4.8
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An RMSE of approximately 0.167 means that, on average, the squared differences 
between predicted ratings and true ratings for the top 10 recommendations are around 
0.167 units.

Like MAE, a lower RMSE also indicates that the recommendations are, on aver-
age, closer to the true ratings, with smaller squared errors.

5.4  IMPLICATION AND FUTURE 
RESEARCH DIRECTION

The primary aim of RSs is to provide users with item recommendations, and tailor-
ing these suggestions to individual learners presents a significant challenge. Traditional 
RSs are designed to make personalized course recommendations to individual learners. 
However, there has been a recent increase in the popularity of group activities, such as 
watching lectures with mates or doing assignments in a group. When predicting ratings, 
conventional methods often overlook the valuable metadata information associated 
with items. Therefore, the proposed approach takes advantage of metadata information 
to enhance recommendation accuracy and address the issue of data sparsity [64].

Building an intelligent MOOC RS using a hybrid approach is a complex task, but 
it can provide significant value by enhancing the learning experience for learners. It 
requires expertise in machine learning, data engineering, and software development, 
and it should be designed to evolve and improve continuously. One notable advantage 
of this proposed approach is its use of metadata to mitigate the cold start problem com-
monly encountered in group recommendation scenarios.

To conclude, the proposed chapter will contribute to the increasing amount of 
knowledge that is developing in the areas of MOOCs and RS. It will give readers an in-
depth knowledge of how an intelligent MOOC RS is designed and put into action using 
CF, CB, and hybrid approaches. Additionally, by providing personalized and interesting 
learning experiences, it will also highlight how these technologies have the power to 
revolutionize smart e-learning education systems.

5.5  CONCLUSION

The rapid expansion of e-learning infrastructure has made it increasingly challenging 
for individuals to select the appropriate skill set for building a career in their area of 
interest. This can often be a bewildering process. Consequently, an RS proves invalu-
able in simplifying this decision-making, as it utilizes student data and preferences to 
narrow down the available information and choices. By automating the filtering pro-
cess, an RS enables students to efficiently explore the vast expanse of online resources, 
offering a personalized experience. This research work aims to explore an RS that 
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leverages CB and CF hybrid RS to sift through digitally available skills and courses, 
based on student-provided input information. To this end, the proposed chapter has 
explored a hybrid approach combined with CB, and CF to recommend the best courses 
to the learner. The suggested approach relies on MOOC filtering to regulate how the 
student should study best and to suggest learning content that complements their profile 
and e-learning understandings/involvements.
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6Federated 
Learning in 
Healthcare

Muhammad Hamza

6.1  INTRODUCTION

Advances in artificial intelligence (AI) and machine learning (ML) [1] are leading us 
to a very promising future. Especially when we investigate the developments that we 
have made so far in the very specific domain of deep learning and where we stand now 
from where we were before. But this is only the beginning of a future where we will be 
able to provide clinical-grade decision-making and rare disease predictions to patients. 
To achieve this level of accuracy and precision we need access to many medical data 
records. The current approaches that we follow prevent us from doing this and achiev-
ing the progress that we need. There are reasons that we do not get access to the health-
care data that is sitting in the data silos of different organizations. Currently, it is not 
being utilized to the point that it just sits there and is of no use. Federated learning (FL) 
is a framework that includes different privacy preservation techniques that we apply 
to overcome the problems with classical ML models. Let’s take an AI-based tumor 
detector as an example, it will require us to provide our model with a large dataset of 
healthcare records related to tumors with different data types, anatomies, and patholo-
gies. We will then be able to train a detector that is able to detect tumors given records 
of different patients. This is not easy to do because obtaining this type of data is nearly 
impossible. The nature of this type of data is highly sensitive and organizations govern 
this data very strongly making sure not a single person’s data is leaked due to legal and 
ethical implications. It is possible that we can regenerate patients’ faces using computed 
mammography or magnetic resonance imaging data [2–6].

Organizations do not have a systemic way of data collaboration with each other or 
with different types of services that might need access to data, not that it needs security 
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and governance or its due to privacy issues. Organizations do not have a systemic way 
of data collaboration with each other or with different types of services that might need 
access to data, along with additional concerns of data security and privacy. It is also 
costly to maintain this data, clean it up, and make sure the data has some meaningful 
information to it so that once it is shared or collaborated the party that needs to study this 
data can easily make use of it. Such data also always has some business value to it [7].

FL is a solution to these problems that we have with the classical way of doing 
ML. This was developed for various use cases but got a lot of attention in health-
care. It provides us with a solution that can allow us to train ML models on various 
medical records that are sitting in the data silos of different organizations, with FL 
we can securely access data and preserve the privacy of the patients. Data does not 
have to leave the data center of the participating party rather we send our model to 
these parties then train our model there and send back model updates to our central-
ized server, which then takes an average of these models and creates a global model 
that is trained with the collaboration of all these participating parties that allowed 
access to their data for training model. This does not send any sensitive informa-
tion or reveal any patient’s identity, in fact, data does not leave the participating 
party so they retain complete control while making sure it is secure and private. 
Successful implementation of FL on a global scale could enable healthcare provid-
ers with solutions such as precision medicine, and better treatment and decision-
making. Training AI models on the lifestyles, behaviors, and choices that patients 
make allow us to predict rare diseases that could lead to mild consequences and 
avoid further damage. This could also help provide better decisions to help diagnose 
the patients by using the information given by those who have been treated with 
similar symptoms and diseases all while making sure patient data is private, secure, 
and anonymous.

While the future of FL seems promising there are some challenges that we must 
consider and address. We need to make sure the performance of these models is highly 
efficient and that the predictions and recommendations given by these models are to 
the clinical grade level. All of this without compromising the privacy or security of the 
patients. We will discuss the pivotal role of FL in healthcare. How we can make the 
most out of FL in the very specific domain of healthcare. We will go through various 
privacy preservation techniques that we can use to guarantee the privacy of patients 
and the security of the data so that all the participating parties that collaborate with 
their patient’s data retain full access and control over it while the researchers and train-
ers have no direct access to data and they only get what they need to the point both 
of the parties are satisfied with output that is derived from the implementation of FL. 
This does not come without new challenges we face in FL and some considerations 
that must be taken during this process [2, 6, 8].

6.1.1 � Background

ML models are large datasets that help us train these models to the point where 
these models can provide better predictions and suggestions that can be utilized in 
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FIGURE 6.1  System architectures for multi-institutional collaboration
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real-world scenarios. Services such as spam filters and recommendation systems are 
common examples of these ML models. You might wonder how these models are 
trained and perform so well and where these mountains of data come from that help 
to train these models. Free services such as email, music streaming services, and 
various other services we enjoy are an exchange for our data that is then gathered and 
used to train models. In 2016 Google introduced the term FL. Meanwhile, we saw 
the rising concerns about the use and misuse of personal data when the Cambridge 
Analytica scandal happened. When Facebook’s data was breached it got global atten-
tion and the world realized that free services in exchange for user’s data could lead to 
real-world consequences. FL is a way to train models on decentralized data instead 
of collecting data in one place and then training models. FL provides users with a 
foundational model that is trained on the user’s device and then model updates are 
sent back to the server averaged and with several iterations until we have a very opti-
mized model. Once we have an optimized model, we can go to the next step which is 
deployment [9, 10]. ​

FL is a genius way of training models and performing ML tasks. However, we 
measure its efficiency through its impact on healthcare. Personal data such as health-
care data is highly sensitive and confidential due to its nature. However, it is not easy 
to share this data with a third party. Doing so could lead to potential risks such as lack 
of security, data breaches, and less control over the data. FL solves this problem once 
and for all by sending foundational models to participants then training models there 
and sending updates iterating over it until we get an average model that we can deploy 
and use in production. These models can contribute to better medical analysis and 
improved predictions which leads to better disease diagnoses and thus a better quality 
of life overall.

6.1.2 � Objectives

This chapter aims to discuss the core objectives of FL in healthcare. We discuss how 
FL is used to preserve privacy while enabling data analysis and medical research in a 
distributive and collaborative approach. ML is widely used in day-to-day tasks but very 
limited in healthcare where FL solves this problem unlocking the full potential of ML. 
However, this sounds fascinating, but it takes a lot of techniques combined to achieve 
this purpose and we’ll be discussing these various techniques in detail such as data 
anonymization, differential privacy, secure multi-party computation, and homomorphic 
encryption.

Combining these techniques with ML is the core of FL, which helps us to build 
robust models for better predictions and disease diagnosis. While it seems very promis-
ing there are challenges and considerations, we must take with this approach such as do 
we trust certain participants, do we go trustless and aim for a direction of FL that does 
not require trust between participants and different entities, or how do we make sure 
data isn’t biased and is fair and overcome a lack of standardization. We’ll study all of 
these in detail in the chapter later.
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6.2  PRIVACY-PRESERVING MEDICAL 
RESEARCH AND ANALYSIS

Privacy-preserving learning techniques are merging techniques that help preserve the 
user’s privacy. ML algorithms were designed at the very beginning to process and ana-
lyze data, which is called training. In all hospitals medical records are being generated 
and records of the patients along with their diagnostic history are stored on computers 
and data is being generated in large amounts. Analyzing this data manually and mak-
ing some sense of this data could be expensive, time-consuming, and prone to human 
errors. If we train ML models on this data and make data available to ML models 
this could lead to better accuracy, it can help healthcare providers with better decision 
making.

Studying these meaningful insights from the models or the given results can help 
pave the way for further medical research and analysis. It has always been a very impor-
tant subject for researchers to study medical data and produce better results which could 
help healthcare providers; however, due to a lack of data availability and interoperabil-
ity, it’s not easy to do so on these records and make use of the data that is available at 
every hospital in every healthcare department.

Major concerns are that the healthcare providers have violated patients’ identity, 
dignity, and trust. At the same time, we know how important it can be to make data 
available to ML for training better models that would produce better results and help 
healthcare providers. We cannot overlook the need to keep all this private and these 
concerns are the main reasons why to this day not many organizations share their 
data with researchers for medical analysis or scholarly studies, these concerns are true 
and impose legal implications with legal consequences. FL is a solution to all these 
problems.

The main concept of FL is to solve this issue, especially in healthcare. This can be a 
life-changing implementation. Healthcare departments will not have to share their data 
with any third party that they don’t trust and don’t want to have any legal consequences 
faced by the authorities or the patients. Certain techniques can allow us to train models 
on their data without having any knowledge about the individuals or any specific details 
about them. Data never leaves the storage centers of these healthcare departments, and 
we will study these techniques in detail that allow us to preserve patients’ privacy and 
let us train on data and help both researchers and healthcare providers.

6.2.1 � Privacy-Preserving Techniques

Privacy preservation techniques are the building blocks of FL. We assume that the 
number of participating parties is large, and we can assume that it might be in the mil-
lions, and all of these are collaborating on different scales with various types of medical 
records. It is not possible to make sure that all these participating parties are completely 
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legitimate and do not have intentions to either corrupt or produce errors in the training 
process.

The model is being trained locally in FL, so we also need to make sure that for 
those who are participating in the training process, their data is not being revealed or 
there is no information leakage from the model’s parameters as the model is being 
trained. To prevent these types of issues we have privacy-preserving techniques which 
act as a major building block in FL. They guarantee the privacy of the data and make 
sure no information is revealed, that the identity of those who collaborate remains com-
pletely anonymous, and that there is no relation between the data that is being used for 
training and the individual’s identity. These techniques are data anonymization, dif-
ferential privacy, secure multi-party computation, and data homomorphic encryption. 
These techniques act as a building block and we can see that these are four major pillars 
of privacy preservation in FL [8, 11].

6.2.2 � Data Anonymization

Medical health records include detailed information about the patients such as their 
social security number, address, and name, or any other related information that is part 
of the identity of a patient. This type of information is always attached to healthcare 
records and misuse of this information can risk the privacy of the patient and have legal 
consequences for the organization that might collaborate this data with others for the 
sake of training ML algorithms.

Data anonymization is a privacy-preserving technique in which we either add noise 
or pseudo-anonymize the data and change any information that is related to the identity 
of a patient. This information can vary for different datasets but primarily for the health-
care records this includes names, addresses, and different types of personal records 
which identify the patients or help identify the healthcare providers their patients and 
keep their patients organized based on their identity.

Data anonymization converts all this information to pseudonyms or to some mean-
ingless information that is basically of no use or cannot be used to identify a patient. 
This protocol is used in FL and allows us to perform computation and train models 
on data that is needed for the sake of training and removes the information that is not 
needed, and we can still train the model without the need for that information. We 
can train our model without knowing the name or home address of a patient when we 
need to train our model for a specific use case such as precise medicine, so it’s easier 
to anonymize patients’ identity and it opens the doors to training models on data easily 
without risking privacy.

6.2.3 � Differential Privacy (DP)

When we have access to the dataset, we need to analyze it and we need to do this with-
out compromising the privacy of the patients. This can only be done via DP because it 
allows us to analyze the dataset without revealing the information of the individuals. 
This is combined with other privacy preservation techniques in FL so that once data 
is anonymized and there is no information to be revealed about an individual then we 
analyze data without access to the individual private information.
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This allows training models without having any specific information about the user 
and this is used to protect the outputs of the algorithm. It involves replacing statisti-
cal queries with comparable algorithms that add random noise. This random noise is 
added to the algorithms that do the analysis to make all the analysis private. However, 
as the dataset increases and becomes larger or if we must analyze a large dataset then 
it can become a drain on the performance, to avoid this we can combine it with secure 
multi-party computation to overcome this problem. This will allow both privacy and 
performance at the same time and work efficiently together [12].

6.2.4 � Secure Multi-party Computation (SMC)

SMC is completely suited for the use case of FL scenarios, where every party holds onto 
the information that they have and performs the computation on the data without reveal-
ing any private information or any information that is related to the data. There are two 
major aims for the SMC which are to basically go for accuracy and privacy. SMC makes 
sure that the information stays private and there is no leakage of the information when 
we implement the computation and follow the protocols of the SMC. When parties col-
laborate with their data this will prevent them from sharing incorrect information and 
it makes sure that all the parties are sharing honest information and the results that are 
provided from this protocol are completely correct.

When there is a large number of collaborating parties and it is hard to determine 
the number of parties, hypothetically we can assume this can be in the millions, then it 
is not possible to just guarantee that all the parties are completely legitimate and have 
good intentions while it is also not possible to take all that data and put this together 
in a single dataset. Combining these datasets into a single dataset will also give rise to 
certain problems as well which again causes privacy issues.

SMC allows us to share only the computed insights from the data and hides any 
sensitive information and this protocol takes care of information security.

Due to the nature of SMC, it can be utilized to get insights on the datasets and send 
weight updates to the central server without ever knowing the private information or 
any information that the parties do not want to reveal or send to the central server. This 
way central server gets weights from the collaborating parties but cannot derive input 
from this output that is given and then combining all these weights it gets an average of 
these weight to have a global result output which can be used by the model [13].

6.2.5 � Homomorphic Encryption

All the organizations store data and data collaboration is needed but organizations do 
not want to give access to plain text records. There is a need for converting these records 
into a form that is only readable by that organization. Anyone else trying to access these 
records should not be able to read it or if they can read it then it’s entirely meaningless to 
third parties. Converting plain text records or different types of records into cyphertexts 
is called encryption. Now you wonder if this can be a solution to securing data, we can 
have data on servers and then encrypt this data using the normal encryption techniques. 
Proper encryption means data can be encrypted with a public key, contain no relation to 
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the original data, and can only be decrypted with the private key only available to the 
authority that originally encrypted the data.

This can give birth to issues related to privacy. We know that with encryption it is 
close to impossible to expose any information but when an organization itself decrypts 
data this can expose information thus having the risk of leaking information from the 
users because when we have to train a model and send our model to the participating 
party that model needs some access to data and if that data is not readable or meaning-
less for anyone it makes sense that it will be useless for the model as well. The model 
won’t be able to learn anything from fully encrypted data if the participating party tries 
to give access to data, then it must use its private key which could compromise its pri-
vate key. Once that is compromised this could lead to a privacy risk and illegal access 
to the data. If someone gets a hand on that key organization could end up losing access 
to their data and exposing all the information that is held for millions of patients.

A better solution to this problem is homomorphic encryption which allows encrypt-
ing data to cipher texts and computation can be performed on this data. This takes out 
the risk of compromising privacy because you can still perform computation and get 
meaningful insights from the data. Once a dataset is encrypted and we want to train 
our model on that data the participating parties do not have to worry about leaking 
any information at all. Our model will be able to learn and perform computation and 
this information will not be meaningless for the model rather it will hold some useful 
meaning to it. If there is no need to decrypt data that means there is no need to share 
the private key and that guarantees top-level security and privacy. However, this does 
not come without its limitations and there is always a performance overhead with large 
and complex computations. Which means this can become computationally intensive 
and slow [13–16].

6.3  FEDERATED LEARNING

A sophisticated framework that is built on top of several privacy preservation tech-
niques that not only allow us to do ML and computing but also maintain data privacy 
and confidentiality. Data always remains decentralized and model updates are sent back 
while iterating this process until a model is completely trained and ready to be deployed. ​

This is how the step-by-step mechanism of FL works to ensure privacy and per-
form ML. ML is becoming normal in our day-to-day routine and researchers are always 
working to optimize these models and provide better performance. Voice assistants and 
chatbots are all trained on huge chunks of data. This requires data to be present on the 
central server and then trained on that data. A common example would be electronic 
vehicles as those vehicles generate millions of gigabytes of data every day. This data is 
then stored on the central servers and then ML is implemented using this data to provide 
better service by the electronic vehicle manufacturers [11].

This all seems like a very normal way of doing this but if we take a moment to think 
about this way of ML, we can categorize it as the classical way of ML. Large amounts 
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of data are generated daily and uploading all the data is expensive and time-consuming. 
On the other hand, there is always a privacy risk involved in it as well. Data does not 
only include information about the vehicle but also about the users that are driving those 
vehicles, and that type of information can be very confidential as well [17]. ​

If someone can get access to the central server they will not only have access to the 
model that is trained on this data but also to the complete dataset. With that data, they 
can use it to identify the vehicle and hack into it or track the movement of it causing 
damage to the vehicle or the owner of that vehicle. However, classical ML in some very 
basic scenarios can work such as Google Photos which stores your data in the cloud and 
continues to train the models on that data and allows you to perform certain actions 
such as organizing your photos or detecting faces and allowing you to find photos of 
different people. Now we might think that in this use we have potential dangers as well 
but now we understand there is a risk involved in classical ML however the factor of that 
risk of privacy can depend on the use cases involved.

This is where FL makes a huge difference, and we can take examples of both 
electronic vehicles and cloud apps such as Google Photos. Let’s investigate the example 
of the electronic vehicle first, which we discussed how it works in the classical model; 
however, if we apply FL in this use case we won’t upload millions of gigabytes of data 
every day to the third-party server it removes the problem of risking privacy for a better 
experience.

We simply send a global model to these vehicles and let that train on the data that 
is generated by the vehicles and make sure that model updates are sent back and an 
updated model once ready is deployed and vehicle owners continue to have the same 
benefits as they did before while risking their privacy and potentially always being at 
the risk of getting hacked and incurring some sort of damage. This also saves the manu-
facturers the bandwidth and the storage space and does not need so much computational 
power which they can utilize their vehicles to train the models.

Now in cloud applications such as Google Photos if FL is applied it removes any 
privacy issues such as no third-party access to your data and in case a third-party server 
is compromised then your data won’t be affected and the ML that is done to organize 
your photos or detect places will be present and allow you to use those features without 
any privacy concerns.

TABLE 6.1  Some Terminologies and Their Abbreviation

TERMINOLOGY ABBREVIATION

Federated Learning FL
Artificial Intelligence AI
Secure Multi-party Computation SMC
Differential Privacy DP
Machine Learning ML
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6.3.1 � Applications in Disease 
Diagnosis and Prediction

FL is a general learning paradigm, but it has several use cases in healthcare and removes 
the need to pool data for model training and development. It spans across the whole 
domain of healthcare and provides efficiency in every possible way. For example, pre-
dicting or detecting a tumor is not easy due to the unavailability of datasets out there. 
There is a solid reason for that, as it is possible to reconstruct the face of the patient 
with computed tomography (CT) or magnetic resonance imaging (MRI) data. This type 
of detection requires different parameters such as anatomies, pathologies, and differ-
ent data types which are not easy to obtain from the authorities that govern this data. 
However, if this type of data is provided and shared easily and different organizations 
can simply participate either in the training or testing phases they can contribute to this 
global scaling of FL and provide benefits to all the patients with high-quality disease 
diagnoses and prediction. This provides equality for all even if someone is in a remote 
location or at a big city hospital, they enjoy the same quality of treatment, and this all 
happens with FL.

Because FL makes it possible to train models using decentralized and dispersed 
health data, it has the potential to be very significant in the field of healthcare. If patient 
privacy is upheld, this can facilitate the development of more precise and customized 
models as well as the analysis of larger amounts of data. Additionally, FL can facili-
tate the training of models using hard-to-get and hard-to-aggregate data, such as data 
from rural or underserved areas. Furthermore, by facilitating data sharing and analysis 
throughout many businesses, ML can aid in the elimination of healthcare data islands. 
Also, FL is now more effective at learning from data that is dispersed over several sites 
and cannot be merged into a single dataset. Diagnosis is the identification of an illness 
by examining its symptoms. This technique is used in various domains to study the 
cause and effects. Some real-world use cases include drug recovery, COVID-19 predic-
tion, and the wide usage of EHRs to predict the mortality rate [7, 8, 11, 16].

6.3.1.1 � COVID-19 Diagnosis

COVID-19 was the primary focus of research in 2020. This became a priority for the 
research when the World Health Organization (WHO) declared it a pandemic. Various 
activities such as diagnoses, prevention, or prediction of someone getting this disease 
were being studied and the development of a possible vaccine was underway. During 
this time healthcare systems were underutilized and were not used to their full poten-
tial. The major reason for the underutilization of these systems was that they did not 
have access to this information while the institutes governing the data had access to 
data but did not use this access properly. There are privacy policies that prevent access 
to data and legal implications as well. Some patients might not give consent to the use 
of their data or provide for their identity to be released. This problem, or problems such 
as this, can easily be solved using FL.

The development of a global-scale FL system would have allowed better predic-
tion and prevention of COVID-19. Due to not being able to predict this disease very 
efficiently or analyze what was available, the pandemic almost got out of hand and did 
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massive damage in terms of both financial and human lives. This would have been not 
the case with FL where people’s data would be secure and in their control, and global 
awareness of the disease with better prediction and control and better and more efficient 
treatments would be available. This is how, not only in COVID-19, but in diseases such 
as this we can utilize FL and provide benefits at a global scale, and this can have huge 
impacts on the lives of both patients and healthcare providers.

6.3.1.2 � Estimation of Blood Pressure

The prevalence of chronic heart disease, identified as the leading cause of global mor-
tality by the World Health Organization (WHO) from 2000 to 2019, underscores its 
profound impact on both individuals and public healthcare systems. The imperative to 
understand the dynamics between a healthy and compromised cardiovascular system 
has prompted clinicians to rely on electrocardiogram (ECG) and blood pressure (BP) 
readings.

However, the invasive nature of obtaining continuous arterial blood pressure (ABP) 
readings, coupled with the associated costs, has prompted a quest for more efficient 
and privacy-preserving methodologies. FL can be utilized to analyze data and find-
ings based on the patient’s data. This can be used to predict chronic heart diseases and 
allow healthcare providers to be much more efficient in their work and help them cure 
patients, so they enjoy longevity and a healthy life by making better lifestyle choices 
before they even have the disease, this is very much possible with the use of FL.

6.3.1.3 � Clinicians

Clinics are at different locations to provide healthcare services to patients in every 
town, city, or village. They operate on their own and they have a lot of data that is being 
generated but there is no use for this data. They all have their methods of treatment, 
and some might differ from others; they all have various experiences which can cause 
biases in the diagnoses and yield very different outcomes as well. This can be solved 
with FL having it as an intermediate party which can help remove bias from decision-
making and allow clinicians to make better decisions and diagnose patients in a much 
more effective way.

6.3.1.4 � Patients

Using FL patients can all have equal treatment. This can happen if we are to implement 
FL for the patients who are being treated either in remote locations or in big city hospi-
tals. For example, all the patients are treated locally and if we are to implement FL on a 
large scale then we can form a system where it’s easier and consistent to make accurate 
and similar decisions for the treatment of all patients regardless of their locations. A 
large-scale global FL system will ensure that all the clinics where patients are treated 
have access to this system which then will provide them with better decision-making 
and allow them to take reasonable actions. However, there could be some diseases that 
are not very common, and this could be a way to prevent those diseases in their early 
stages and make sure a proper diagnosis is given so mild consequences are there to face.
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6.3.1.5 � Healthcare Providers

Precision medicine is a way that healthcare providers provide better treatment to 
patients using their health data and personal life, such as the environment they live in 
or the kind of life choices they may be making. This is done to provide better treatment 
and prevent further harm or predict which treatment would work best for which group 
of people. This could help healthcare providers to be highly accurate in their decisions 
and allow patients to be treated in a way that actually works for them and not go through 
the rigorous process of experimentation and then find out what could work, which can 
have major impacts on patients’ lives and the lives of those around them.

6.3.1.6 � Cancer Research

FL is useful in cancer research and prediction because it addresses privacy problems 
connected with sensitive medical data. It allows for scanning and analysis of mammog-
raphy, computed tomography, magnetic resonance imaging, and X-rays which help to 
derive information and provide knowledge that is needed to train models to the point 
that these models can be deployed and utilized in an efficient treatment process and 
disease predictions.

This allows for both patients and doctors to treat and make better decisions. By 
training cancer prediction models on a variety of datasets, this decentralized method 
improves generalization and robustness. FL also lessens the need to transfer substantial 
amounts of medical data, lowering privacy concerns and guaranteeing legal compli-
ance. The system supports customized models for various institutions, and the real-
time updates feature allows for constant adaptability to new trends. FL is a promising 
approach since it allows for adaptive learning to happen in a decentralized manner.

6.4  CHALLENGES AND CONSIDERATIONS 
IN HEALTH DATA COLLABORATION

Despite all these advantages of FL, there are certain challenges and considerations we 
must take while working with FL. Even if it’s FL or NON-FL-based learning these 
challenges are faced in both ways. We must consider these challenges such as Data 
Quality, Standardization, and Biasness. We must take measures to solve these problems 
such as careful study design, common protocols for data acquisition, structured report-
ing, and sophisticated methodologies for discovering bias and hidden stratification. In 
the below, we discuss these challenges and considerations [3].

6.4.1 � Data heterogeneity

Data heterogeneity means diversity in data, encompassing types of data that are very 
diverse and come from various sources such as databases, different medical records, 
electronic health record systems, and different types of logs. Data heterogeneity makes 
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it difficult to train decision-making algorithms due to data quality, modalities, distribu-
tion, and labeling. It can have a bias in the decision-making or provide low-quality pre-
dictions that are not very useful, or these predictions are faulty to the point they become 
useless due to data heterogeneity.

Addressing and solving this issue could lead to better algorithm training and devel-
opment. Acquisition of data that is not affected by data heterogeneity and successfully 
mitigating the impact of data heterogeneity can be a pivotal step in the advancement of 
FL scaling on a global scale. This progress can enhance the utility and effectiveness of 
the framework and its techniques for every user.

6.4.2 � Data Traceability

FL involves multi-party computation with a diverse range of hardware, software, and 
networks, which is needed for safety-critical applications. Key challenges that we face 
in this regard include the diverse range of environments in which FL operates, making 
system reproducibility difficult. Mandatory traceability of assets, especially in non-
trusted federations, poses execution integrity challenges. Finding the exact number of 
contributions from participants and establishing a fair compensation model is not an 
easy task to do or achieve. Privacy concerns arise as researchers lack direct access to 
training data, impacting their ability to understand unexpected results. The distributed 
nature of FL also hinders the explanation and interpretability of global models, neces-
sitating secure viewing facilities. Addressing these challenges is important for the suc-
cessful deployment of FL in healthcare.

6.4.3 � Data Security and Privacy

Healthcare data is highly sensitive. Therefore, it must be protected with high security 
and the privacy of the data should be tightened with well-structured protocols that guar-
antee the privacy of data. Some of the key considerations are the trade-offs, strategies, 
and remaining risks regarding the privacy-preserving potential of FL. FL is not one 
solution for all. It is much more efficient than traditional ML, but it still has its own 
risk and privacy issues. These models provide better privacy but there is a trade-off 
in achieving this level of privacy and the trade-off for this is performance and these 
techniques affect the performance of the models. For example, this could affect the 
accuracy of the model greatly.

We also come across the issue of trust or no trust at all. If we are to trust, then we 
must consider all the parties that are participating in the collaboration as trusted par-
ties. This can be achieved by agreeing on a mutual agreement and making sure all the 
parties are trustworthy and those who may want to corrupt the model or misuse the 
information are eliminated by this method. This reduces the need to go the extra mile 
for privacy but again this becomes a matter of trust which has nothing to do with either 
methods or technology and is purely based on human interaction.

This has its benefits as well as its drawbacks. If we implement a no-trust process 
where we don’t need to establish trust, we can include all the parties that may want to 
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participate and contribute to the training of the model. We might eliminate the prob-
lem we had before, but this introduces many new problems to deal with such as inten-
tional data leakage, corruption of data, or the intentional performance degradation of 
the model. To overcome this, we must follow strict policies and then advance encryp-
tion techniques, and follow strategies that help us authenticate all the parties and their 
identity.

6.4.4 � Ethical Considerations

When working with FL we need to make sure it’s fair, free from bias, transparent, and 
that you are in complete ownership of your data. Let’s say you, and anyone like you, 
are using the same model despite having the same model both of you don’t get the same 
results for your same problem that means there’s no fairness in this and this is ethically 
wrong. No matter what, everyone should be getting the same service regardless of their 
location, ethnicity, or gender. It’s equally important that the trained model is free from 
any bias. The results that are provided are not in favor or against a specific topic or one 
very specific discussion. All the participating parties have a right to know how their 
data is being used and utilized. How models are being used to train on the data that 
they provided, and all the details of the complete work FL is called transparency [2, 3, 
11, 18].

6.5  CONCLUSION AND FUTURE DIRECTIONS

ML has a lot of potential to solve many of the problems that we face, especially in 
healthcare. ML is limited due to a lack of data, so we are not able to achieve its full 
potential. This can be solved using FL, which tries to solve the ML problem of lack of 
access to data. However, direct access to data is not possible due to privacy concerns 
and issues related to collaboration. FL uses combinations of techniques that preserve 
privacy and allow training models on the devices of participating parties and send 
updates to the central server until a global model is trained and ready to deploy. This 
also comes with its risks and challenges that we must consider and address those chal-
lenges accordingly so that we can scale this to a global scale.

Despite all the advances made in FL by researchers and contributors, it still has a 
lot of challenges and it needs further improvements for the future which we can think 
of as the future direction of FL. This includes working on better privacy preservation 
techniques that are not only good at preserving the privacy of users but also have highly 
efficient performance as well. Data acquisition is still a challenge that needs improve-
ment in terms of healthcare. Organizations ranging from large scale to small scale still 
have a lot of data that they are either holding onto and don’t want to contribute or don’t 
have a method to acquire the data efficiently.

A solution is much needed, especially in the healthcare domain, for the acquisi-
tion of the data so any participating party does not have to worry about the system 
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architecture or FL that would just allow them to contribute or communicate [3, 7, 19]. 
Security, besides privacy, poses a risk as well so we not only need systems and frame-
works that are privacy preserving but also secure in the communication back and forth. 
Ethical considerations on top of all these things add another layer of complexity to this 
as well and we also need to investigate this as well. Having a governance framework 
that makes sure there is trust, fairness, and accountability will ensure the global scaling 
of FL in healthcare.
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7Scalability 
and Efficiency 
in Federated 
Learning

Alyan Zaib

7.1  INTRODUCTION

To handle or safeguard the maximum amount of demands while managing the opti-
mal outcome and performance, federated learning systems must be scalable and effi-
cient. The federated system’s scalability and success are attributed to several factors, 
including distributed architecture, exchange efficiency, model bending, flexible learn-
ing techniques, self-protection, selective collection, tolerance of failure mechanisms, 
service-aware cooperation, and constant monitoring and optimization. All of those sug-
gestions help to build an integrated learning environment that evaluates consistency and 
addresses some of the issues of shared learning across many devices. Section 7.1 looks 
at how to evaluate government projects and highlights how essential it is to manage the 
sharing of resources while developing trust and authority

We will look at ways to make federated learning systems more effective when 
dealing with huge amounts of data. By utilizing the efficiency and scalability of feder-
ated learning, we want to take advantage of what are creative and efficient techniques. 
Think of it as similar to a gathering of people exchanging their knowledge or ideas 
while developing their knowledge together. Even though there is a lot to learn, we have 
come across innovative approaches for making sure that this process goes without prob-
lem. Our research will concentrate on developing these learning systems so they can 
manage huge quantities of data in a logical and successful method. We have designed 
a few smart ways to get these systems to connect, combine their knowledge, and make 
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effective utilization of all of their assets. This will allow them to develop into highly 
intelligent learners, just as we communicate with one another and share ideas. This 
is preparing you for the quickest and most effective approach to learning together. If 
federated learning is implemented among a large variety of edge devices, such as smart-
phones, IoT equipment, or edge-computing nodes, scalability becomes very compli-
cated. It is a challenge to balance the variations between all of these devices depending 
on computational capability, energy boundaries, and communication conditions.

Key concepts for efficiently scaling federated learning systems are revealed 
through the discussion of techniques for adjusting to a wide range of different devices 
and users. Section 7.2 focuses on using research technologies and collaborative model-
ing to enhance training model performance across the distribution chain. This section 
includes novel approaches to effective joint modeling that make use of the latest devel-
opments in federated learning algorithms to lower demand and stress on computers. 
The objective is to meet strict performance requirements while maintaining accuracy 
in contexts with limited resources. Section 7.3 examines bandwidth optimization and 
communication techniques, highlighting the critical role that communication protocols 
play in federated learning systems. Modern methods for lowering bandwidth require-
ments are included, along with a thorough examination of communication overhead. 
This section emphasizes how critical it is to maximize record transfers among devices 
and the server to minimize the pressure on network sources and assure the easy opera-
tion of federated learning structures. This will vary from industrial and banking infor-
mation to scientific data. The large number of statistics accumulated daily requires 
thorough evaluation and a good way to infer new understanding or make predictions, 
which has led to many advances in systems getting to know and deeply mastering strat-
egies. Federated learning has a high stage and springs in reachable, while we’re inter-
ested in making sure that information does not leave the servers, even for training; or 
due to privacy issues concerning particular information. It is not viable to accumulate 
all neighborhood statistics inside the server records center and offer centralized educa-
tion. The main concept behind FL is to test the statistics in distribution to ensure that 
the facts are not sent to the important server.

In FL for scalability and efficiency configuration, the communication link between 
the server and the corresponding device is repeated until the desired result is achieved. 
However, in the deep learning model of convolutional neural networks (CNNs) and 
multilayer perceptron (MLP) training has millions of parameters, which provides a lot 
of communication between the server and device. Additionally, the above restrictions 
cause delays in informing and updating the stakeholders.
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Where
K represents the number of nodes
Xi is the actual view by node and it is the weight of the given model
f is the local object function and it also explains the weight of the function.
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7.1.1 � Scaling Up a Federated Learning System

Expanding the performance and capacity to manage numerous devices and their inter-
actions or data origin with the same security, efficacy, and performance can be done 
through the process of scaling up a federated system. To achieve this, the federated 
learning system needs to be completely solved, including the enhancement of technical 
operations as well as the company facts. Likewise, the needs and content have to be 
handled and looked at, and for long-term effectiveness, the federated learning system 
structure must be scaled up in both managerial and physical parameters. 

For scaling up the federated learning system we can use a single approach where 
every model is trained along with multiple devices and different servers without any 
transfer and exchange of the row data.

Real-world federated learning software requires booming, flexible, and scalable 
decentralized systems that can handle scaling to large numbers of end users and 
large-scale models [1]. This framework ensures that these solutions are highly robust 
and scalable. First, use a decentralized architecture with load balancing to ensure 
that computing and communication loads are equal to the servers and secure block-
age. It gives correct information through efficient protocols and not using other syn-
chronous methods to ensure seamless communication between the devices and main 
servers. Standard compression techniques such as judging and cutting help control 
the size of the update and solve the problem of increasing data volume. Improving 
privacy protection by using different technologies to protect participants’ personal 
information during combined learning. The scalable aggregation method helps solve 
the optimization problem along with decentralized and parallel methods. The cost 
varies depending on the difference in technology used to better the learning process 
(Figure 7.1).

7.1.1.1 � Resources for Scaling

Resource aware clients.
Client heterogeneity.
Using 10×–1000× more clients per round.
Maximize resource utilization.
Simulate network issue.

7.1.2 � Steps for Scaling Federated Learning Systems

7.1.2.1 � Service-Oriented Architecture

Service-oriented architecture refers to a design in which management, actions, and 
decisions are distributed across multiple components, often without a single source 
of control or authority. It is also called distributed architecture. This approach con-
trasts with the centralized model, where one site or server has control over the entire 
system. Efficient verbal exchange protocols are paramount in this dispensed structure, 
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facilitating the seamless change of version updates between devices and the server. 
Asynchronous techniques enhance the responsiveness of interactions, allowing devices 
to function independently without expecting synchronous coordination. The adaptabil-
ity of federated learning, an indicator of its scalability, is in addition fuelled with the 
aid of adaptive learning of costs that dynamically adjust to the diverse characteristics 
of collaborating devices.

7.1.2.2 � Dynamic Node Selection

Dynamic node selection is the process in federated learning which is used to select 
the better and good device which are too much intelligent use to train the model. The 
main goal is to improve the overall efficiency, speed of integration, and functioning of 
the federated learning system by choosing the right equipment. Due to the increasing 
demand for instant responses from cloud computing services on mobile devices, feder-
ated edge learning (FEL) has emerged as a new computing model that uses edge devices 
to achieve effective machine learning while protecting personal data. Realization of 
FEL faces the problem of limited equipment and communications and uneven informa-
tion distribution; this encourages some existing research to focus on the selection of 
tools to optimize the time spent and different types of datasets.

7.1.2.3 � Batch Processing and Incremental Processing

The gradual procedure, commonly referred to as the mini-batching process, forms an 
essential element of batching in a federated learning system. During this procedure, 
the dataset is fragmented into smaller subparts, with each subpart signifying a segment 
of the whole data. These subparts, also known as batches, are subsequently dealt with 
in a sequential fashion. It is noteworthy that throughout this procedure, modifications 

FIGURE 7.1  A scalable federated learning simulation (From 1) 1https://www​.microsoft​
.com​/en​-us​/research​/blog​/flute​-a​-scalable​-federated​-learning​-simulation​-platform/

https://www.microsoft.com/en-us/research/blog/flute-a-scalable-federated-learning-simulation-platform/
https://www.microsoft.com/en-us/research/blog/flute-a-scalable-federated-learning-simulation-platform/
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occur to the model parameters following each mini-batch. The batch process is also 
called batching, the process is where multiple bits of data are combined and the group-
ing of the data can be used in a large group for testing. When the parts or parameters 
are updated then the new one is updated all batches are not updated simultaneously. 
To address the previous limitation, we propose a federated single mini-batch, where 
the user introduces the model of a single mini-batch of their data at each iteration. The 
main idea in batch and incremental, or mini-batch, processing is to process multiple 
data points simultaneously to improve the performance of training or inference opera-
tions in machine learning models. The selection of components depends on factors such 
as computing resources, memory limitations, and the need to compromise performance 
and model changes.

7.1.2.4 � Parallelization Techniques

Parallelization is a technique in federated learning similar to that of a group of people 
working together on a project, each doing their own job without reporting directly to 
the other. A smart way to make your designs better, faster, and more versatile. Many 
small devices work together, like a team, to train smart models. Every device can pro-
vide services without sharing personal information. They divide tasks, learn faster, 
and keep secrets. It’s like a team effort, everyone takes responsibility to build a better 
model. Parallelization strategies play a pivotal position in the formidable project of 
scaling up federated learning, in which the collaboration of several gadgets necessitates 
green and simultaneous processing. As the wide variety of collaborating gadgets grows, 
parallelization becomes vital to distribute the computational workload correctly. This 
technique entails dividing the training system into smaller responsibilities that can be 
completed concurrently on a couple of devices or servers.

7.1.2.4.1 � Techniques Used Are

Device-centric parallel learning.
Non-synchronous learning.
Combined-model learning.
Simultaneous data learning.
Staged processing.

7.1.2.5 � Deployment Management

Deployment management, also called resource management, is an essential technique 
used for scaling up federated learning. It confirms the ideal performance and is easy 
to use and manage the resources among the different devices. Using these resources 
improves the scalability and efficiency of a federated learning system. Federated learn-
ing has been explored as a promising way to train machine learning models without 
sharing private data. Due to limited resources, current solutions do not pay attention to 
the management of network resources, so new solutions need to be designed to take full 
advantage of software and hardware resources. From a resource management perspec-
tive, we describe recent work on a coastal management system and explore challenges 
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and future directions that will ensure FL is successful. Resource management can com-
bine all the scalability and efficiency records to improve the scaling up of federated 
learning. As federated learning scales up, effective deployment control includes stra-
tegic planning and coordination to install fashions and updates across allotted nodes. 
This encompasses the careful orchestration of model distribution, model control, and 
updates to house a wide variety of members. Efficient deployment management sys-
tems enable the continuous tracking of system performance, ensuring that the feder-
ated learning surroundings operate optimally. There are few computational resources to 
improve and scale up federated learning such as flexible contribution, end-user assets, 
information transmission, computing power, etc.

7.1.2.6 � Refined Communication Protocol

In refined communication protocol communication can control the exchange of infor-
mation between different clients or servers [2]. It certainly decreases the data transfer 
and also minimizes the data size and cleans the communication results and the reliabil-
ity of the communication process.

Federated learning is a decentralized learning model that grants multiple devices 
or nodes to learn from local data without the need for centralized sharing. This can 
increase the privacy, efficiency, and effectiveness of machine learning, especially in 
fields such as healthcare, finance, or the universe. However, critical learning also intro-
duces some communication problems such as network communication, latency, het-
erogeneity, and security. Refining communication protocols is an important thing for 
scaling up federated learning, especially as the range of devices taking part increases. A 
state-of-the-art conversation protocol guarantees positive and stable fact-trade between 
devices and the central server, minimizing latency and optimizing bandwidth usage. 
As federated learning scales, the communication protocol ought to be adaptive to vary-
ing network situations, numerous tool talents, and potential privacy issues. By refining 
the protocol, the system can enhance the reliability of version updates, streamline the 
aggregation process, and reduce communication overhead, as a result contributing to 
the overall performance of the federated learning atmosphere.

7.1.2.7 � Personal Information Security and Network Security

Personal information security and network security are also called privacy and security. 
The privacy and security demanding selection due to broadcast the quality of training 
process. Federated learning is a new type of artificial intelligence built with distributed 
data and training, bringing learning to the edge or directly from the device. FL, often 
referred to as the new dawn of intelligence, is a new science that is currently in its 
infancy and does not receive much trust from the community, mainly due to security 
and privacy implications. In order to improve the current state of research in this field 
and ensure the widespread use of FL in many aspects, security and privacy issues must 
first be identified, observed, and recorded. FL is preferred in applications where secu-
rity and privacy are important and transparency is important.
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7.2  OPTIMIZATION TECHNIQUES FOR 
EFFICIENT COLLABORATION MODELS

This new technology solves the problems of data privacy, scalability, and commu-
nication efficiency, making it suitable for the era where big data and security are 
about privacy. As the field of public education continues to evolve, it should explore 
and identify current challenges, and suggest future directions for improvement and 
additional use. We also cover issues related to public education, such as effective 
communication, security, and organizational structure. Finally, we offer recommen-
dations for research and technological studies that can improve public education and 
practices in real situations

Efficient collaboration in federated learning means optimizing various methods 
of the model training process to get good results while preserving the distributed and 
privacy-preserving nature of the framework [3]. Here are some optimization techniques 
for efficient collaborative models in federated learning. Optimization techniques are 
instrumental in ensuring the efficiency and effectiveness of collaborative models in 
a federated learning system. These techniques intend to display various components 
of the collaborative learning method, including verbal exchange performance, version 
update compression, and privacy maintenance. One key optimization strategy entails 
version compression, in which techniques including quantization and pruning are 
employed to reduce the scale of version updates exchanged between devices and the 
server. This is not the best for minimizing the bandwidth needs, however, it does speed 
up the overall learning system.

Another important optimization lies within the adaptive adjustment of gaining 
knowledge of rates. Adaptive mastering costs dynamically tailor the tempo of version 
updates to the unique characteristics and contributions of each participating device, 
making sure a green convergence of the collaborative model. Privacy-keeping tech-
niques are integrated to protect privacy throughout the collaborative learning procedure.

Selective aggregation techniques constitute another optimization approach. These 
techniques prioritize high-quality updates from devices, streamlining the aggregation 
method and focusing on the most applicable facts. 

7.2.1 � Collaborative Model Averaging

Model collaboration, also known as model fusion, plays an important role in FL. It 
involves integrating the local design of the user interface into a global model while 
preserving the user’s private profile [4]. However, since the accuracy and reliability of 
the international design depends on the selection method, it is very important to choose 
the appropriate method. In federated learning to collaborate the model’s average, the 
model created by the client transfers the user’s data not to the server, but to the main 
server, which aggregates all the models into the global model as labels. The global 
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model is then sent back to the client and the same process continues to improve the 
model’s performance. In this chapter, we propose three central server model aggrega-
tions, which are the average of all models (AMA), the single choice model (OMS), and 
the best model environment (BMA). This chapter uses a neural network model to obtain 
a summation by averaging the neural network coefficients model.

It is an ML technique where the learning rate is used to find the step size in the 
gradient descent (GD) to train on the progress of the optimization. In this method, we 
explore how to develop a system that combines these changes with learning in an adap-
tive gradient in federated learning. We proposed two algorithms to illustrate the idea 
behind the design of the FL switching method and how to use changing learning. We 
use examples to show how a simple combination of local reforms can make a difference 
and then show how federated learning can quickly change the adaptive system. We pro-
pose an algorithm that replaces the stochastic gradient descent (SGD) learning method 
to avoid the use of verification methods. The concept of adaptability from extrapolation 
process: to estimate the error of gradient flow based on SGD, we compare the results 
with one full step and two half steps.

7.2.2 � Multi-device Regularization

One of the main challenges in federated learning is the different information and con-
flicts between users, leading to conflicts between local networks and instability of 
international standards. To overcome these limitations, we introduce a new architecture 
method created by grafting local and global subnetworks of many different networks 
into each local model. A model consistent with the group’s hybrid approach to online 
knowledge distillation. The arrangement using various collaborative organizations 
plays a vital role in ensuring that the blocks of the local network are well aligned with 
the shared sub networks of the global model. Therefore, local updates at each customer 
make local models less differentiated from international competitors, and this change 
also reduces variations in the samples collected by various customers. We will then 
explain the details of the proposed algorithm. In federated learning, the purpose is to 
analyze a version over facts that are ongoing and has been generated by way of m dis-
tributed nodes. As a going for walks example, recall getting to know the sports of cell 
phone customers in a cell community primarily based on their man or woman sensor, 
text, or photograph statistics

7.2.3 � Parallel Learning or MTL

Multi-task learning (MTL) is a machine learning method in which a model is trained to 
carry out multiple tasks at the same time. Improving overall performance by developing 
a better model for sharing and using cross-functional information, rather than training 
a separate model for each job.

Federated learning poses new challenges and physical problems when training 
learning models on shared devices. Our method and theory take into account, for the 
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first time, the high cost of communication, delays, and the offense tolerance of learning 
many tasks. As we show through simulations of real-world data integration, the result 
achieves a high speed compared to other methods in the integration process.

The increase in the amount of data generated by smartphones and IoT devices 
has spurred the development of federated learning (FL), which is the basis for the col-
laboration of devices in technical standards. Initial work in FL focused on developing 
a global model with consistent performance for the user, but due to the variability of 
the local distribution, the model edge could hurt the client. Multi-task learning (MTL) 
networks can learn individual patterns by generating appropriate penalty problems. 
Penalty scores can capture the relationship between individual patterns but avoid the 
assumption of local distributional information. In this chapter, we propose to examine 
the MTL in the regime under the flexible assumption that each local distribution is a 
mixture of unknown distributions. This theory covers most of the existing FL algo-
rithms and makes federated EM-like algorithms suitable for both client-server and full-
scale configurations.

The formula for general multi-task learning or parallel learning is:
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7.2.4 � Modeling Compression

Model distillation, also called knowledge distillation, is the process of training small, 
simple examples (students) to make behavior predictions of larger, more complex exam-
ples (the teacher). The aim is to transfer the knowledge brought by the teacher to small 
samples and to make it more effective while continuing similar studies.

Large samples may need to transfer invalid data between server and client for train-
ing. To solve these problems, we are investigating new and innovative hybrid methods 
to create different models from dense networks with reduced storage and bandwidth 
requirements.

To solve privacy and communication issues, this point presents the FL framework 
as a compression model. First, the design compression framework provides an immuta-
ble, well-supported, and secure model in FL while preserving the identity of each client.

7.2.5 � Adaptive Model Updating

It is the process in machine learning which is used to update or change the specific mod-
ule in the data during the training of data or model [5]. Modeling updates in federated 
learning involves modifying model updates based on the performance, characteristics, 
or conditions of an individual customer in an integrated system. This approach’s goal is 
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to improve the efficiency, coordination, and overall effectiveness of the FL. The revised 
model is a tool for collaborative modeling. In the context of collaboration and learning 
in government, this approach involves updating the model. Model modification is an 
optimization process that can increase the flexibility, functionality, and performance of 
the collaboration model, especially in FL or different federated-related activities.

7.2.6 � Federated Transfer Learning (FTL)

Information is often dispersed indifferent environments and they cannot be simply 
combined due to various legal and strategic pressures. To solve this important prob-
lem in machine learning, we launched a new technology and framework called feder-
ated transfer learning to get better statistical models based on shared data [6]. FTL 
enables the sharing of information without accommodating user security and enables 
the exchange of data connections in supervised databases, thus creating a flexible and 
efficient model by using rich text in the party domain.

7.2.7 � Asynchronous Federated Learning

We present a new asynchronous joint optimization algorithm to improve flexibility and 
scalability. We show that for strongly convex and finite non-convex problem families the 
scheme can converge almost linearly to the global optimum [7]. The results show that 
the proposed algorithm converges quickly and can avoid errors in many applications.

7.2.8 � Decentralized Computing and Model Saving

Edge computing means processing data close to where it is created rather than condi-
tionally on federated cloud servers. It involves computing, storing, and processing data 
on local devices or edge servers, thus reducing latency and bandwidth usage.

Model deployment is the process of making a machine learning model available, 
typically in a production environment. Modeling in the context of edge computing 
refers to using machine learning models directly on edge products or edge servers for 
local inference.

Federated learning is used in a dispersed deep learning system where user trains 
their personal restricted neural network models using personal data and then combines 
them into a universal model of the root server. Mobile border computing aims to use 
mobile applications at the border of wireless fidelity. Federated learning in portable 
computing is a promising decentralized structure for deploying deep learning algo-
rithms in various application cases.​
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7.3  COMMUNICATION AND BANDWIDTH 
OPTIMIZATION STRATEGIES

Communication and bandwidth optimization strategies are essential elements of the 
federated learning system that protect efficiency and can reduce the vestige of resources. 
The communication and bandwidth optimization strategies are grouped on the basis of 
terms and conditions related to the system or clients under the pressure of the federated 
learning system.

It’s good to be aware of and balance communication efficiency to manage the 
model’s accuracy and data privacy. The bandwidth optimization can decrease the data 
amount that can be exchanged between the different servers and the clients or devices 
which can be linked or work with the servers. The equipment included in this FL orga-
nization can reach millions of devices, and the bandwidth of all the equipment related 
to the environment may become time-consuming or ambiguous. So for this, it is con-
tinuous network and transmit during message. Due to the bandwidth and power of the 
equipment, the connection may be slow. Collaboration in contact between the equipment 
and the key server is actually an important step in the FL environment. Communication 
models from various communication sources download, load, and train ML models. 
However, this situation also brings problems. Network and transmit during message is 
required with customers participating in the joint venture. Communicating with cus-
tomers who rely on network bandwidth and power can help make the international 
learning model better. Using customer-optimized systems can help reduce the overall 
communication costs required to implement reliable global systems. It is very important 
to optimize communication and save bandwidth. We can do this by making the mes-
sages sent between the device and the central server smaller and more efficient. One 
way is to use a compressed version of the model; this means fewer things are used to 
represent the model’s data. We can also use methods such as differential compression to 
introduce significant changes to the model rather than the entire model. Another trick 
is to reduce the precision of the numbers in your model so that the numbers are simpler 
but still useful. Think of it ascending a message in a more compact form, such as using 
shorthand, so that the devices can share information without using too much bandwidth. 
There are some important strategies to optimize communication and bandwidth in fed-
erated learning.
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where
RI denotes the range of confirmed records.
sd denotes the proportion of statistics segments.
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7.3.1 � Model Size Reduction

Model size reduction is also called model compression and is used to scale down the 
size of the ML model without affecting its performance, usually by reducing the num-
ber of frameworks or using a more efficient representation. The aim is to make the 
model lighter and need less memory and computing resources. The model size reduc-
tion is particularly important in situations where limited resources (such as limited 
storage or bandwidth) are an issue. Although FL reduces the amount of data that needs 
to be sent, changing the format does not remain an issue of privacy and poor communi-
cation, especially in wireless networks. To solve privacy and communication issues, this 
method presents the FL framework as a compression model. First, the design compres-
sion framework provides an immutable, well-supported, and secure model in FL while 
preserving the identity of each client. Model size reduction is a crucial side of optimi-
zation strategies for green collaboration models in federated learning. In this context, 
the purpose is to reduce the size of the model being transmitted between the gadgets 
and the valuable server for the duration of the collaborative schooling procedure. This 
discount in model size addresses challenges related to bandwidth constraints, verbal 
exchange overhead, and the efficient usage of network sources

7.3.2 � Communication Privacy

Also called differential privacy, the main goal of communication privacy is to secure 
when we can train the model. In federated learning and communication optimiza-
tion, communication privacy can be used to reduce leaked information during model 
updates. This clamor guarantees that updates won’t uncover subtle elements of any 
single device’s information. By consolidating differential security, combined learning 
frameworks can improve the security and protection of the collaborative learning net-
work. In communication privacy, we need to safely exchange model updates and main-
tain the security of individual data.

TABLE 7.1  Evaluate Scalability and Efficiency in FL

FL ALGORITHMS

UPSTREAM AND 
DOWNSTREAM 
COMPRESSION

SCALABILITY AND 
PARTIAL 

PARTICIPATION 

FEASIBILITY FOR 
NON-IID 

ENVIRONMENT 

DGC, Gradient 
Dropping, Storm, 
Variance based

Upstream Weak Yes

TrendGrad, ATOMO, 
QSGD

Upstream Weak No

SignSGD Both Strong No
Federated 
Averaging

Both Strong No
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7.3.3 � Storing and Predictive Loading

Also called caching and perfecting [8], in storing and predictive loading it is a part 
of communication and bandwidth optimization. It is used to reduce unnecessary data 
exchange, minimize response time, and can also increase system efficiency. The pro-
posed caching plans in this proposal can significantly improve cache performance, 
effectively ensure users’ security, and essentially diminish communication costs. 
Re-enactment tests are conducted to assess the execution of these caching plans and the 
exactness of the planned forecast models utilizing real-world datasets. Effective cache 
administration plays an imperative part in improving information speed and general 
productivity. This challenge has been broadly considered and connected within the set-
ting of combined learning designing, where compelling cache administration proce-
dures are pivotal for optimizing the execution of dispersed machine learning models.

7.3.4 � Independent Updates

Also called asynchronous update, in unified learning this is an approach where devices 
or servers taking part in a federated learning system don’t synchronize their updates at 
set intervals. Instead, devices freely perform neighborhood upgrades and communicate 
with the central server independently, submitting their updates whenever they are pre-
pared to. In asynchronous federated learning, the server does not wait for each device 
to complete training on the data. In synchronous federated learning, the server waits for 
the end device to finish updating the model each time and then aggregates the updates 
into half an instance in a shared system. Most previous FL methods used a synchronous 
process where, with each change, the global server distributes the centralized model to 
the selected client and collects all updates from the clients using a weighted average 
strategy. For synchronization reasons, the server must wait for all local updates before 
being collected, so this process is expensive. The existence of lagging is inevitable due 
to the heterogeneity of the device and the unreliability of the network.

7.3.5 � Model Subdivision

In model subdivision, we can divide the model into different workable pieces. Each 
piece or part contains a subset of the model specification. Dissimilar portions or parts 
are assigned to different devices during the federated learning process. Subdivision 
helps make the learning process more efficient. It’s like having groups of specialized 
brains, each better at their own tasks, and then working together to make the whole 
brain smarter without adding too much pressure. It is used in federated learning pro-
cesses when all the devices are disparate, have dissimilar processor performance, and 
the entities can change their privacy discussion. It helps to divide the learning process 
along with separate objects while correcting the system’s scalability, efficiency, reli-
ability, performance, etc.
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Some of the models used on the FL model are autonomous updates, distribution of 
end points, segmentation of the model, etc.

7.3.6 � Local Learning and Centralized Synthesis

Local learning and centralized synthesis are also called local training and global 
aggregation. It is used to allow all devices to train on their own local data which is 
not related to their collecting regional restoration. Federated learning is a method of 
training models of custom data distributed across multiple devices. To protect data 
privacy, global models can only be trained through communication and updating, 
which poses a scalability problem for large models. To this end, we present a new 
federated learning system that combines the study of local updates on behalf of each 
device and a global model for all devices. The global model can therefore be smaller 
as it only works on local devices, thus reducing the communication gap. Accordingly, 
we present a comprehensive analysis showing that the combination of local and global 
models can reduce differences in profiles as well as differences in product distribu-
tions. Model integration, also known as model fusion, plays an important role in FL. 
It involves integrating the local design of the user interface into a global model while 
preserving the user’s privacy. However, the accuracy and reliability of the interna-
tional design depend on the installation method chosen, so it is important to choose 
the appropriate method. Initially, simple averaging of weighted samples is the most 
commonly used method. However, due to limitations in processing negative sam-
ples, other methods have been investigated. Because FL is used in many areas, it is 
important to have a good understanding of its mounting methods, advantages, and 
limitations.

7.4  SUMMARY

This chapter informs of the challenges and various strategies associated with scal-
ing up federated learning, strategies to improve the efficiency of collaboration mod-
els, and the implementation of connectivity and bandwidth optimization strategies. 
Federated learning’s strength lies in its capacity to harness insights from numerous 
devices at the same time as keeping information private. Scaling up this paradigm 
necessitates a sophisticated infrastructure capable of accommodating an expand-
ing array of participating gadgets. Achieving this entails the implementation of an 
allocated structure that lets in horizontal scaling, shelling out computational and 
verbal exchange masses across servers. The incorporation of green communication 
protocols, coupled with asynchronous strategies, guarantees seamless interactions 
between devices and servers. Additionally, fault-tolerant mechanisms and adaptive 
studying charges make a contribution to the robust scaling up of federated learning 
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systems, making an allowance for the dynamic inclusion of an increasing number of 
devices. Collaborative modeling demands a nuanced set of optimization strategies 
to make certain of performance and effectiveness. Model compression techniques, 
together with quantization and pruning, play a pivotal function in decreasing the 
dimensions of version updates exchanged between devices and the primary server, 
thereby optimizing bandwidth usage. The implementation of adaptive learning costs 
introduces dynamism to the learning manner, making sure it adapts to the various 
characteristics of participating devices. Privacy-preserving techniques are vital in 
keeping data confidential while concurrently optimizing the collaborative learning 
procedure. Further, selective aggregation techniques prioritize updates, streamlin-
ing the aggregation procedure and enhancing the overall efficiency of the collabora-
tive version. Efficient conversation and bandwidth control stand as critical additives 
in the fulfillment of federated learning. Lightweight communication protocols limit 
delays and decrease the extent of facts exchanged at some stage in the mastering pro-
cess, contributing to common performance. The concept of decentralized processing 
allows for parallelization, efficiently dispensing the computational load and optimiz-
ing the device’s overall performance. Bandwidth-saving techniques, which include 
version compression and selective aggregation, similarly benefit the green usage of 
network resources. The integration of monitoring and analytic tools presents insights 
into machine performance, facilitating informed selection-making to address ability 
bottlenecks. Continuous optimization of federated learning algorithms ensures ongo-
ing performance in collaborative knowledge aggregation, ensuring a responsive and 
adaptive device.

In conclusion, the holistic success of federated learning hinges on a meticulous bal-
ance between scalability and efficiency. The elaborate interaction of scalable architec-
tures, optimized collaborative fashions, and streamlined conversation strategies propels 
federated studying right into a realm wherein collaborative intelligence is harnessed 
seamlessly across a diverse and allotted panorama of devices.
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8.1  INTRODUCTION

In recent years, artificial intelligence (AI) has gradually impacted every aspect of peo-
ple’s lives. Contemporary deep learning (DL) algorithms integrated with vast amounts 
of data provide deep learning (DL) technology, a potentially valuable tool for address-
ing real-world problems. But as added and extra deep learning applications start to 
appear, protecting information confidentiality is becoming a significant concern [1]. 
Large datasets are being gathered more frequently, which is a rising trend in both indus-
try and academia, as artificial intelligence relies heavily on data. For the purpose of 
training a model, older deep learning (DL) techniques always need a sizable quantity of 
information, much of which contains complex data. The drill procedure is classically 
approved on a federal server. These elements make it more probable that concerns about 
security and privacy will surface throughout the learning process.

Numerous researchers have put up solutions to address privacy and security 
concerns, including homomorphic encryption [2], differential privacy [3], and feder-
ated learning. Google initially presented the federated learning prototype in 2016 [4]. 
Federated learning was originally implemented, according to Google, on the Google 
Keyboard, primarily for two reasons: to safeguard handlers’ private information and to 
enhance the quality of the verbal model [5].

Federated Learning
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Privacy Preservation in FL

In today's data-driven world, most apps and services, such as those related to 
healthcare and medicine, autonomous cars, and finance, are powered by artificial intel-
ligence (AI) technology and complex machine learning (ML) algorithms. According 
to predictions, artificial intelligence will “change the world more than anything in the 
history of mankind” and has already made strides in all facets of human existence. 
Centralized storage and computing are among the major reasons why AI technology 
has not yet realized its complete possibility and why the realization of such applications 
has met with persistent difficulties.

The overwhelming majority of real-world situations include the generation and 
storage of data, especially personal data, in data silos that are either the data centers 
of service providers or the devices of end users. Training data must be combined on a 
data server as the majority of old-style machine learning is tracked in a central manner. 
In essence, it takes work to gather, aggregate, and integrate heterogeneous data scat-
tered across several information foundations, by way of steadily managing and then 
handling the information. Conveying high speeds, veracity, and volumes of heterog-
enous data between organizations presents a number of challenges, not the least of 
which are the industry competition, the intricate administrative processes, and, most 
importantly, information security rules and guidelines such as the EU’s General Data 
Protection Regulation (GDPR). Important information collecting and dispensation at 
a potent cloud server in classical machine learning algorithms carries the danger of a 
single point of failure and serious data breaches. First and foremost, the system’s poor 
transparency and provenance resulting from centralized data processing and admin-
istration may cause end users to lose faith in the system and make GDPR compliance 
more challenging.

Federated learning (FL) has garnered interest from academia and industry as a 
potential means of addressing these issues. Generally speaking, FL is a method for 
implementing machine learning algorithms in decentralized collaborative learning 
environments. Instead of gathering and processing training data at a central data server, 
the algorithm is run on several local datasets kept at separate data sources, or local 
nodes, such as PCs, wearables, tablets, and smartphones. FL keeps the training dataset 
and computation at internal sites while enabling local nodes to cooperatively train a 
shared ML model. A central server is needed to coordinate the training process (cen-
tralized FL) or use a peer-to-peer underlying network infrastructure (decentralized FL) 
to aggregate the training results and compute the global model since only the training 
results (i.e., parameters) are exchanged at a specific frequency [6].

Due to the difficulties in adhering to stringent data protection laws governing the 
extensive collection and processing of personal data, the conventional cloud-centric 
machine learning algorithms are no longer appropriate in many situations. The majority 
of individual information is created at the periphery via end-user devices (such as wear-
ables, smartphones, and tablets), which are outfitted with progressively more potent 
computational power and Internet access. Owing to the extensive use of these individual 
devices and the increasing privacy concerns, decentralized artificial intelligence (AI) 
has become popular.

FL is another cloud-centered machine learning technique which allows collab-
orative training of ML models while maintaining unique individual information on 
devices, potentially mitigating issues connected to data privacy. Normal distributed 
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learning assumes that local training datasets on compute nodes are equally distributed 
and have about equal sizes. This is where FL differs from normal distributed learning.

8.1.1 � Background of Distributed Machine Learning

In the context of big data, distributed ML systems and methods have been the subject 
of much research recently. To shorten the total model training time, previous research 
has either focused on the actual system features or the theoretical convergence speed of 
suggested techniques. Among the earliest distributed machine learning algorithms are 
bulk synchronous parallel (BSP) algorithms. These techniques have a meeting rapid-
ity which is comparable to conventional synchronic and central gradient algorithms 
because of hash limits on the computation and communication processes.

A more workable option is the stale synchronous parallel (SSP) algorithm, which 
does away with rigorous iteration boundaries and permits workers to be out of synchro-
nization for a predetermined amount of time. Actually, SSP is now at the core of many 
kinds of distributed parameter server designs that are in use today. Four tiers can be 
distinguished in distributed machine learning systems, contingent upon the division of 
the task.

Data sharing – level 0: Each user will upload its private or anonymized data to a 
central server after gathering and preparing it locally. The server determines the com-
bined data to finish the knowledge assignment.

Sharing model – level 1: Each user equipments (UE) has the ability to create a 
local machine learning model using its own data, as opposed to uploading data directly, 
and then the trained model is shared to the server.

information exchange – Level 2: The knowledge that is extracted after exercise 
resident information, such as the relationships among various qualities, is shared fur-
ther, in contrast to sharing machine learning models.

Sharing results – Level 3: Each model merely transmits results or outputs to the 
main server, the task training is entirely locally processed.

Different types of information, such as data or models, are generated and locally 
processed on devices on the local plane before being sent to a central server for combi-
nation. A detailed description is given of the four tiers of the planned circulated learn-
ing outline, which are represented by representative machine learning approaches and 
include distribution data, allocation models, distribution knowledge, and allotment 
results.

8.1.2 � Existing Distributed Learning Frameworks

There are several existing distributed learning frameworks that facilitate the train-
ing of machine learning models across multiple devices or servers. Keep in mind 
that the landscape of distributed learning frameworks is dynamic, and new frame-
works may have emerged since writing. Here are some prominent distributed learning 
frameworks.
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TABLE 8.1  Distributed Learning Frameworks in the Market

FRAMEWORK PURPOSE

TensorFlow Federated 
(TFF)

Established by Google, TensorFlow is an exposed source 
framework specifically designed for federated learning. It 
permits the working out of machine learning models across 
dispersed devices while addressing confidentiality concerns.

Apache Spark MLlib Apache Spark MLlib is a portion of the Apache Spark project 
and offers dispersed machine learning capabilities. It allows 
for scalable machine learning on a cluster, supporting a 
variety of algorithms for classification, regression, and 
clustering.

PySyft PySyft is a Python library for encrypted, privacy-preserving 
machine learning. It offers capabilities for safe multi-party 
computation and federated learning and is constructed on 
top of well-known deep learning frameworks such as 
PyTorch and TensorFlow.

Leaf Leaf is an open-source federated learning framework that 
provides a simple interface for researchers and developers 
to experiment with and deploy federated learning systems.

PaddleFL PaddleFL is a federated learning framework developed by 
PaddlePaddle, an open-source deep learning platform. It 
supports collaborative model training while preserving data 
privacy.

SyferText An extension of PySyft, SyferText is a privacy-preserving 
natural language processing (NLP) library. It enables the 
training of NLP models across decentralized data sources 
using federated learning.

FLAME Federated learning framework (FLAME) is an open-source 
federated learning framework that supports various 
machine learning models and is designed for use in edge 
computing environments.

PyTorch/Federated PyTorch/Federated is an extension of PyTorch that enables 
federated learning. It allows users to define models and 
training procedures for decentralized training across 
multiple devices.

Microsoft Federated 
Learning (MS FL)

Developed by Microsoft, this framework focuses on enabling 
federated learning scenarios. It integrates with the 
Microsoft machine learning framework and provides tools 
for privacy-preserving machine learning.

Horovod Horovod is an open-source distributed deep learning 
framework developed by Uber. It’s intended to scale the 
training of deep neural networks across multiple GPUs and 
servers, using techniques such as ring-all for efficient 
communication.
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8.2  LITERATURE REVIEW

Weaknesses in privacy are among the most common concerns with traditional machine 
learning. Businesses in the industrial sector make investments to safeguard their intel-
lectual property. Nevertheless, conventional machine learning (ML) and deep learning 
model optimization frequently violate those privacy criteria. In order to train, validate, 
and test models, it is necessary to keep potentially massive quantities of data close to the 
large processing power. In order to avoid data leaks or assaults, critical data sets like these 
need to be coordinated and consolidated at a high-security level [7]. But there are still 
threats. Thus, security hazards exist in the typical ML technique, necessitating the search 
for alternatives. Federated learning suggests a novel architecture as a solution to these 
problems in order to restrict data transfers and, as a result, the data footprint. Even though 
federated learning is applied in the majority of circumstances, investigators showed that 
numerous issues still need to be resolved. For instance, a great deal of research has shown 
that, in many real-world circumstances, federated learning, which was initially designed 
to safeguard privacy, is more susceptible to attacks by malevolent nodes than traditional 
deep learning frameworks. Since the parameters are the only information collected by a 
federated learning server—the client’s identity is kept private—the anonymous clients 
can be comprised by attackers who upload malicious data to the server [8].

It is possible to provide machine learning that protects privacy by employing 
encryption based on ring learning with errors (RLWE). However, there are a number 
of difficulties in putting this strategy into practice in real-world applications. One such 
difficulty is that RLWE-based encryption has significant computational and commu-
nication overhead, which can lead to long training durations. Moreover, there has not 
yet been a thorough analysis of the security guarantees of RLWE-based encryption 
in the particular setting of machine learning applications [9]. For Internet of Drones 
(IoD) contexts, Pu et al. [10] introduce PMAP, a lightweight, privacy-preserving mutual 
authentication and key agreement system. In order to provide mutual authentication and 
secure session keys between communication entities in Internet of devices (IoD) sys-
tems, PMAP uses physical unclonable functions (PUF) and chaotic systems. Comparing 
PMAP to the current authentication and key algorithm (AKA) and IBE-Lite (a standard 
policy or scheme) schemes, their evaluation demonstrates PMAP’s superior perfor-
mance in terms of computing cost, energy consumption, and communication overhead 
as well as its resilience to security assaults [11].

Using the delay differential cell (DD-Cell) as an entropy source, Sala et al. [12] 
present a re-configurable architecture that combines a physical unclonable function 
(PUF) with a true random number generator (TRNG) on an Field Programmable Gate 
Arrays (FPGAs) platform. In comparison to previous PUF+TRNG architectures, their 
work provides a favorable trade-off between PUF and TRNG performance, demon-
strating competitive results in compactness and TRNG throughput. On the other hand, 
our study addresses a distinct facet of Internet of Things security by putting forth a 
multi-key cryptography that is both lightweight and privacy-preserving. This ensures 
that data remains secret during transmission and aggregation procedures in untrusted 
environments [13].
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8.3  PRIVACY CHALLENGES IN 
DISTRIBUTED LEARNING

8.3.1 � Privacy Preservation in Federated Learning

Privacy preservation is a crucial aspect of federated learning, a machine learning 
approach that enables model training across decentralized devices or servers holding 
local data samples without exchanging them. The following are some key techniques 
and considerations for privacy preservation in federated learning.

•	 Homomorphic encryption (HE)
	 HE protects user privacy by swapping parameters within the encryption 

mechanism. In HE, the processes required to handle the original data are 
employed to encrypt it into ciphertext. This procedure manipulates the plain-
text without requiring decryption; it is comparable to linear algebraic opera-
tions. The model or data are not shared and cannot be deduced from the 
opposing model’s data.

•	 Secure multi-party computation (SMC)
	 SMC works with several parties or clients that provide private inputs to 

collaboratively compute individual data or inputs while upholding total 
confidentiality. By using secure two-party computing (2PC), SecureML 
allows data owners to encrypt, process, and secretly distribute their data 
over two non-colluding servers. It is included in the two server-model 
category and allows each client to train different models on their com-
bined data without sharing anything except the results. However, doing 
so comes with a significant processing and communication burden, which 
can discourage participants from working together. This approach is a 
fast, safe, fault-tolerant protocol for secure aggregation that was proposed 
by [3].

•	 Secret sharing
	 Secret sharing is a cryptography technique that guarantees that a secret con-

sists of N shares and that it can only be rebuilt if a sufficient number of 
shares are linked. These methods have been used in traditional methods. The 
method shows how to divide a data (or secret) S into n pieces so that S can be 
easily reconstructed from any m pieces; yet, even knowing every detail about 
any m − 1 piece doesn’t reveal anything about S. Strong key management 
schemes for cryptographic systems that can continue to function safely and 
dependably can be built using this technology. The SMC protocol’s offline 
phase is rather complex, and the system was initially intended to secure 
aggregate gradients.
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8.3.2 � Privacy Attack

While distributed learning offers several advantages, it also poses unique privacy chal-
lenges. In distributed learning, “privacy attacks” refer to methods or strategies that can 
be used to get unwanted access to private data from a machine learning model or the 
training set of data. Malicious actors attempting to access sensitive or confidential data 
for illicit purposes or lawful users who could unintentionally jeopardize the data's pri-
vacy can both carry out these assaults. We will look at a few of the prevalent privacy 
threats that have been found in relation to distributed learning in the sections that fol-
low. The following are some key privacy attacks associated with distributed learning.

8.3.2.1 � Model Inversion Attack

This technique involves training an inversion model—a different kind of machine 
learning model—on the target model’s (your model’s) output first. Predicting the input 
data, or the original dataset, for the target model is the responsibility of the inver-
sion model. Through the analysis of the predictions made by the inversion model, the 
attacker might uncover details about the data subject that you had not intended for the 
target model to disclose.

Differential privacy, federated learning, and safe multi-party computing are a few 
security mechanisms that can stop these attacks:

•	 Differential privacy: It is a method of safeguarding individual privacy by 
inflating data with noise. This method makes sure that no personally identifi-
able data points are disclosed in the model’s result. Differential privacy offers 
a statistical assurance that data privacy is safeguarded by introducing noise 
into the data.

•	 Federated learning: By using this security method, several devices may 
work together to train a machine learning model without disclosing their per-
sonal information to a single server. Federated learning involves the devices 
updating their local models encrypted and sending them to a central server, 
which combines the modifications and transmits a new global model. This 
method protects the privacy of the data by making sure that it stays on the 
devices and is not accessible by the central server.

•	 Safe multi-party computing: Through the use of this approach, several par-
ties can collaboratively compute a function on their private data without dis-
closing any information about it to one another. Every participant encrypts 
their data before sharing it with the others in a safe multi-party computation. 
To get the intended outcome, the parties then compute the encrypted data 
without disclosing any personal information.

8.3.2.2 � Model Stealing Attack

The model-stealing attack technique is used in ML-as-a-service to compromise confi-
dential machine learning models. Orekondy et al., (2019) proposed the knockoff attack 
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framework in which the attacker attacks the model’s architecture, sampling approach, 
and data distribution, which may differ from the victim’s selections. The authors dem-
onstrated that when the attacker utilized training data that was comparable to the vic-
tim’s model, and models with a higher learning capacity than the victim’s model, the 
attack model’s prediction performance increased. Recent research by [14] demonstrated 
that the prediction performance of the attack model could be enhanced by a novel kind 
of model stealing assault in which the attacker could utilize both the victim’s prediction 
output and its interpretation.

It is expensive to train a model because it requires gathering a large number of 
pertinent samples, preparing data to address a particular issue, identifying an efficient 
machine learning model, and giving it the processing power it needs. What if, with 
no work on your part, a rival could just take this model that you have just designed? 
This kind of assault is referred to as a model extraction or model theft attack. Similar 
to several adversarial assaults in practice, it operates by utilizing samples to query the 
target model and use the model’s replies to create a duplicate model. When used in a 
black-box setup, it can:

•	 Duplicate a functional, efficient model at a reasonable cost.
•	 Duplicate the model to make it easier to develop alternative assaults (adver-

sarial reprogramming, membership inference, adversarial sampling, etc.).

8.3.2.3 � Membership Inference Attacks

One method for identifying the data used to train a machine learning model is “mem-
bership inference”. By just viewing the output of the machine learning model, an 
attacker may frequently launch membership inference attacks without gaining access 
to the model’s parameters. Where the target model has been trained on sensitive data, 
membership inference may give rise to security and privacy issues.

8.3.2.4 � Data Exfiltration

Data exfiltration usually entails a cybercriminal using several cyberattack techniques to 
take data from business or personal devices, such as computers and mobile phones. The 
theft or unlawful removal or transport of any data from a device is a typical definition 
of data exfiltration. Organizations should be able to stop data exfiltration in addition 
to identifying possible threats and shielding people, systems, and data from security 
breaches without compromising efficiency or performance. With the rise of remote and 
mobile working in the modern workforce, this has gotten harder and harder. As a result, 
organizations need to make sure that private information doesn’t end up on anonymous 
servers in areas where cyberattacks are common. They should also stop data from being 
transferred illegally to third-party servers, which are increasingly being used as the 
source of modern cyberattacks.
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8.3.2.5 � Data Poisoning Attacks

Data poisoning is a kind of assault that is growing increasingly common as malicious 
actors have access to new tools and more processing power. Even though data poisoning 
was originally encountered more than 15 years ago, it has subsequently evolved into the 
most significant weakness in AI and machine learning. For instance, there have been 
several compromises of Google’s anti-spam systems. Malevolent individuals manipu-
lated the spam definition and tainted the algorithm, allowing malicious emails to get 
past the filter.

Companies should anticipate a rise in data poisoning assaults by 2024 given the 
growing popularity and use of new machine learning and artificial intelligence tech-
niques. Keeping that in mind, let us examine this issue in more detail and discuss how 
businesses may be ready for it.

8.3.3 � Privacy Risk in Distributed Machine Learning

8.3.3.1 � Threat Modeling

Threat modeling is crucial in federated learning to identify and address potential risks 
to the privacy and security of the distributed learning system. Distributed machine 
learning participants may be hostile or inquisitive [15]. An auto insurance provider with 
few user attributes, for instance, might aim to enhance its risk assessment model by add-
ing more characteristics of other companies, such as banks, tax offices, etc. The other 
participants’ only responsibility is to contribute more feature details without giving out 
their personal information to other players in order to earn prizes in the form of money 
or goodwill. On the other hand, rivals might pose as allies before harming the training 
model or stealing the machine learning model. Here are some key components of threat 
models in federated learning:

	 1.	Attackers:

•	 Outsider attack: Malevolent parties or hackers that operate outside of 
the federated learning system and try to get illegal access, jeopardize the 
privacy of models, or interfere with the learning process.

•	 Insider attack: Users of the federated learning system who have the 
malevolent intent to exploit weaknesses or divulge private information, 
such as device owners or organizations.

	 2.	Sybil Attacks:

•	 A Sybil attack operates many active false identities (also known as Sybil 
identities) concurrently on a single node in a peer-to-peer network. By 
obtaining the majority of influence within the network, this kind of 
assault seeks to weaken the authority or power in a reliable system. This 
impact is provided by false identities. Threat actors can access the system 
and carry out unlawful acts if a Sybil assault is successful. For instance, 
it makes it possible for a single entity, such as a computer, to establish and 
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manage several identities, including user accounts and accounts based 
on IP addresses. These phony identities deceive users and systems into 
thinking they are real. Sybil attacks can be prevented by identity valida-
tion (direct validation and indirect validation), social trust graphs, etc.

	 3.	Collusion Risks:

•	 Collusion among participants: Coordinated actions taken by partici-
pants to pool data and obtain more insights than planned, possibly at the 
expense of privacy.

8.3.3.2 � Adversarial Models

A machine learning approach called adversarial machine learning seeks to trick models 
by providing them with erroneous data. As such, it addresses both the generation and 
identification of hostile samples, i.e., inputs designed specifically to deceive classifiers. 
These attacks are referred to as adversarial machine learning, and a number of domains, 
including spam detection and picture classification, have seen a substantial amount of 
studies on them. The most extensive study on adversarial machine learning has been 
conducted in the field of image recognition, where modifications are applied to images 
that cause a classifier to provide erroneous predictions. Businesses are discovering that 
as machine learning swiftly becomes an essential part of their value offering, safe-
guarding it is becoming more and more crucial. As a result, adversarial machine learn-
ing is becoming a more significant issue in the software industry.

Google, Microsoft, and IBM have started to invest in the security of machine learn-
ing systems. Businesses such as Google, Amazon, Microsoft, Tesla, and others who 
have lately made large investments in machine intelligence have also seen aggressive 
assaults. There is a vast array of variants in adversarial attacks against machine learn-
ing systems. Traditional machine learning techniques include linear regression and 
support vector machines (SVMs), both of which are often utilized in deep learning sys-
tems. This section of contentious machine learning looks at a class of attacks intended 
to make classifiers less effective on particular tasks. Most adversarial attacks may be 
divided into three groups:

	 1.	Poisoning attacks
	 2.	Evasion attacks model
	 3.	Extraction attacks

8.3.3.2.1 � Poisoning Attacks

The attacker manipulates the labels or training data to make the model perform poorly 
when it is deployed. Therefore, poisoning is just the act of an adversary contaminating 
training data. Since operational data can be used to retrain machine learning (ML) sys-
tems, an attacker could taint the data by adding malicious samples, which would disrupt 
or impair retraining.
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8.3.3.2.2 � Evasion Attacks

Evasion assaults are the most prevalent and extensively researched type of attack. The 
attacker manipulates the data during deployment in order to deceive classifiers that have 
previously undergone training. Since they occur during the deployment phase, these are 
the most effective attack types and the ones that are used most commonly in malware 
and intrusion scenarios. Attackers usually obscure the content of spam emails or mal-
ware in an attempt to evade detection. Since samples are classified as legitimate while 
having no impact on the training set, they are therefore modified to evade detection. 
Evasion is exemplified by attempts to spoof biometric verification systems.

8.3.3.2.3 � Extraction Attacks

An attacker can probe a black box machine learning system to retrieve the data it was 
trained on or reconstruct the model. This technique is recognized as model extraction 
or model stealing. This is particularly significant if the model itself or the training 
data is sensitive. An attacker may utilize model extraction attacks, for example, to take 
advantage of a stock market prediction model and utilize it for their own financial gain.

8.4  DIFFERENTIAL PRIVACY TECHNIQUES

Differential privacy is a notion used in data analysis and machine learning to preserve 
privacy while enabling the extraction of valuable information from the data. The main 
goal is to give firm assurances that the inclusion or exclusion of any particular person’s 
data will not materially affect a model’s or statistical analysis’s result. The following is 
an outline of differential privacy’s operation.

The core idea of differential privacy is to add controlled noise to the output of a 
function or analysis, ensuring that the impact of any individual’s data is indistinguish-
able within a certain privacy parameter. The mechanism is defined as follows:

Pr[M(D)∈S]≤ eϵ × Pr [M(D′)∈S ] (8.1)

Where

•	 M is the function or analysis applied to the data.
•	 D and D′ differ in at most one individual’s data.
•	 S is the set of possible outputs.
•	 ϵ is the privacy parameter, representing the near privacy guard (lower ϵ pro-

vides stronger privacy).

8.4.1 � Steps in Achieving Differential Privacy

Step 1 – Determine sensitivity: Analyze the sensitivity of the function or analysis 
being done on the data in order to determine its sensitivity.​
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Step 2 – Noise generation: To reduce the impact of any one person’s data, add ran-
domly chosen noise that has been precisely tuned to the computation.
Step 3 – Selecting a privacy parameter: Select the suitable privacy parameter (ϵ ) 
according to the required degree of privacy. Stronger privacy is offered by smaller val-
ues of ϵ, but noisier outputs are possible.
Step 4 – Composition theorem: To make sure that the total privacy stays within the 
intended constraints, apply the composition theorem to a series of computations.

Federated learning is a machine learning approach where a model is trained across 
decentralized edge devices (such as smartphones or IoT devices) without exchanging 
raw data samples. Differential privacy plays a crucial role in federated learning to 
ensure the privacy of individual user’s data.

Here are some differential privacy techniques applied in federated learning:

	 1.	Federated averaging with differential privacy (DP-FedAvg)

•	 The idea of differential privacy is utilized in machine learning and data 
analysis to protect privacy while making it possible to extract useful 
information from the data. The primary objective is to provide definite 
guarantees that the inclusion or omission of any specific individual’s data 
will not significantly impact the outcome of a computation or statistical 
analysis.

	 2.	Differentially private stochastic gradient descent (DP-SGD) in federated 
learning

•	 Differential privacy can be incorporated into the optimization algorithm 
used in federated learning, such as stochastic gradient descent (SGD). 
DP-SGD adds noise to the inclines calculated on each local device before 
updating the global model. This helps in achieving differential privacy 
during the training process.

FIGURE 8.1  Steps in achieving differential privacy
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	 3.	Privacy-preserving aggregation techniques

•	 Techniques such as secure aggregation are employed to protect the 
privacy of local updates during the aggregation phase. This involves 
encrypting the local model updates before they are sent to the central 
server for aggregation, preventing the server from learning individual 
updates.

	 4.	DP-federated learning with shuffling

•	 Shuffling the order of model updates before aggregation helps in provid-
ing additional privacy guarantees. This prevents the central server from 
linking specific updates to individual devices, making it more challeng-
ing to infer information about individual data points.

	 5.	Homomorphic encryption in federated learning

•	 Homomorphic encryption allows the aggregation of encrypted model 
updates without decrypting them. This ensures that the central server 
never sees the raw model updates or individual user data during the fed-
erated learning process.

	 6.	Local differential privacy in federated learning

•	 Local differential privacy techniques can be applied at the local level 
on each device before any data is shared with the central server. This 
ensures that individual contributions are protected before they are used 
to update the global model.

	 7.	Noise injection in model updates

•	 Similar to DP-SGD, the addition of noise directly to the model before 
updating helps to achieve differential privacy in federated learning. 
This can be done by adding Laplace or Gaussian noise to the model 
parameters.

	 8.	Dynamic privacy budget allocation

•	 In federated learning scenarios, the dynamic allocation of privacy bud-
gets ensures that each participating device’s contribution is appropriately 
protected. This involves adjusting the amount of noise added before the 
local updates and maintaining privacy.

	 9.	Asynchronous federated learning algorithm

•	 When creating a new asynchronous federated learning algorithm, a 
number of criteria need to be taken into account, including robustness to 
asynchrony, communication efficiency, and convergence speed.

	 10.	Secure multi-party computation (SMPC)

•	 SMPC allows multiple participants to jointly compute a function over 
the inputs, thus protecting their privacy. The parties collaborate to finish 
computations without sharing any personal information.
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The choice of differential privacy techniques in federated learning depends on the 
specific necessities of the application, the level of privacy desired, and the charac-
teristics of the data involved. Balancing privacy with model accuracy is an ongoing 
challenge, and researchers continue to explore new methods and improvements in this 
domain.

8.5  SECURE-AGGREGATION FOR 
PRIVACY-PRESERVING MODELS

In federated learning (FL), when participants contribute their local models to a cen-
tral server, secure aggregation is an essential technique to guarantee the privacy of 
model updates. Allowing the aggregate of model updates while keeping the raw con-
tributions from each individual member hidden is the aim. Clients engage in feder-
ated learning by training local models on their personal data and sending updates to a 
central server. In conventional aggregation, the global model is updated by averaging 
these updates.

8.5.1 � Challenges

Sensitive information about the local data of specific users may be deduced by an 
attacker with access to the communication channel or the central server if model 
changes are sent in clear text.

•	 Computational overhead: Using completely homomorphic encryption 
might result in a considerable increase in computational overhead. Effective 
optimizations and implementations are essential.

•	 Communication overhead: There may be an increase in communication 
overhead when sending and processing encrypted data. Effective procedures 
are required to lessen this effect.

•	 Key management: Ensuring the security of the encryption and decryption 
procedures requires proper key management.

8.5.2 � Secure Aggregation Steps in 
Federated Learning

Secure aggregation in federated learning involves ensuring that the model updates 
contributed by individual devices are aggregated in a way that the central server can-
not learn the specifics of any individual update. Techniques such as secure multi-party 
computation (SMPC) or homomorphic encryption can be employed for secure aggrega-
tion as shown in Figure 5.1.​
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8.5.2.1 � Training Model on Local Devices

Using its own data, each participating device, such as an IoT device or smartphone 
trains a local model.

8.5.2.2 � Local Model Update

All devices create a model update using its local data following local training. The mod-
el’s parameter adjustments from the training phase are usually included in this update.

8.5.2.3 � Encryption

Using cryptographic methods, each participant encrypts its model update. For this kind 
of application, homomorphic encryption is frequently employed. The privacy of each 
update is preserved by homomorphic encryption, which allows calculations to be com-
pleted on encrypted information without having to first decode it.

8.5.2.4 � Aggregation on Encrypted Data

Aggregation (such as averaging) is carried out directly on the encrypted data by the 
central server, which also gathers the encrypted model updates. The aggregate result 
can be computed by the server without requiring it to be decoded with each individual 
update.

8.5.2.5 � Decryption of the Aggregated Data

•	 The decryption key is stored securely to prevent the central server from 
discovering the specifics of individual updates. The aggregated result is 
decrypted to acquire the final global model update after the aggregation is 
finished.

•	 Thanks to homomorphic encryption, mathematical operations can be car-
ried out on encrypted data while maintaining the encryption of the resulting 
information.

•	 Since fully homomorphic encryption allows addition and multiplication to be 
performed on encrypted data, it is especially strong.

FIGURE 8.2  Secure aggregation
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8.5.2.6 � Homomorphic Encryption

•	 Partially homomorphic encryption (PHE): Confirms that only one kind of 
operation (multiplication or addition) can be performed on encrypted data.

•	 Somewhat homomorphic encryption (SHE): Permits a restricted set of 
addition and multiplication operations to be evaluated on encrypted data.

•	 Full homomorphic encryption (FHE): Encrypted data can be subjected to 
an infinite number of addition and multiplication operations. Although FHE 
requires more computing, it is also more potent.

8.5.2.7 � Blockchain Technology

•	 Blockchain technology’s decentralization, security, credibility, and tamper-
proof ability allow it to monitor the harmful behavior of servers or devices 
in federated learning and guarantee the transparency of the training process, 
offering a novel approach to privacy protection

•	 Deep-chain architecture was suggested in the literature. It integrates block-
chain with secure aggregation protocols to track and audit the whole feder-
ated learning process as well as guarantee the secrecy and accuracy of local 
parameters throughout the communication.

•	 The value-driven system encourages everyone to participate fairly in coop-
erative training. However, blockchain technology itself continues to have 
issues with low scalability and low throughput, making it challenging for 
these approaches to serve large-scale applications in real-world settings and 
raising doubts about their efficacy.​

8.6  CONCLUSION

The increasing amount of data in distributed systems may be efficiently utilized by 
the rapidly developing field of distributed learning technology. However, the develop-
ment of this technology has increased worries about user security and privacy when 
participating in the learning process. As a result, we first concentrated on looking at the 
security and privacy issues that come with distributed machine learning in our study. 
We then carried out a thorough analysis of all the protective strategies that have been 
proposed in the literature to counter these kinds of attacks. In addition, this assess-
ment delineated the distinct attributes of attackers throughout several tiers of distrib-
uted learning systems, delineating multiple research obstacles and plausible avenues for 
further inquiries into this domain. Continuous innovation and research are essential to 
improving privacy-preserving methods as distributed learning progresses, guaranteeing 
the responsible and moral use of machine learning models in decentralized settings. We 
discovered via theoretical analysis that our approach accomplishes the ciphertext oper-
able function, solves the fundamental system security problem, and realizes two revoca-
tion functions. Compared to previous systems, the computational complexity is better 
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while achieving user privacy. Furthermore, by offloading some of the decryption work 
to the cloud server, our technique may effectively minimize the number of requests sent 
to users. As a result, our plan may increase productivity while simultaneously guar-
anteeing privacy. Next, we want to preserve huge data in the Internet of Things in a 
distributed storage environment by combining the benefits of blockchain's anonymity 
and decentralization. Differential privacy is a key concept that ensures that aggregated 
model modifications do not inadvertently expose individual contributions. Safe aggre-
gation methods, such as homomorphic encryption and safe multi-party computing, 
enable collaborative learning without revealing raw data. Devices may calculate and 
exchange just the necessary model updates thanks to federated averaging algorithms 
and local model updates, which minimizes the exposure of sensitive data. In sum-
mary, the privacy issues associated with distributed learning are a careful balancing 
act between the security of individual data inputs and cooperative model training. To 
tackle these issues, differential privacy, secure aggregation methods, and local model 
updating techniques are essential elements. In future the privacy protection algorithms 
can be used such as central protection, local protection, and combined central and local 
protection techniques.
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9Federated 
Learning
Trust, Fairness, and 
Accountability

Sana Daud

9.1  INTRODUCTION

Over the course of the last decade, artificial intelligence (AI) has seen substantial devel-
opment and advancement [1]. Notable AI systems that gained prominence upon their 
first introduction include Big Blue, ImageNet, and Alpha Go. They facilitated the cre-
ation of newer software applications such as ChatGPT, DALL·E 2, and Tesla Autopilot. 
Deep learning models and computers have the ability to do several jobs that are within 
the capabilities of humans. They possess the ability to perceive visual and auditory 
stimuli, create visual art, operate a vehicle, participate in interactive electronic enter-
tainment, and do more activities. The most captivating aspect of AI once resided in 
enhancing its speed and intelligence. However, now, intelligence alone is inadequate. 
In recent years, there has been a notable increase in accidents, as well as other occur-
rences where artificial intelligence (AI) has made errors resulting in harm to individu-
als. Machine learning/deep learning (ML/DL) algorithms used to predict recidivism 
rates before trial are facing issues. Similarly, AI-driven applications may provide inac-
curate responses to fundamental inquiries and encounter challenges [2], while self-driv-
ing vehicle prototypes may lack the necessary training or readiness to handle infrequent 
but fatal scenarios [3]. The reliability of responsible AI (RAI) [4] has been diminished 
because of the aforementioned occurrences, causing people to express concerns. Terms 
such as “strong AI”, “fair AI”, “ethical AI”, “explainable AI” (XAI), and others are 
already in existence [5]. Reliable artificial intelligence is an innovative idea introduced 
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Federated Learning: Trust

by RAI. The European Union formulated the AI Act in 2021 [6]. The purpose of this 
is to provide guidance to developers of AI systems on objectives and the methods they 
should use in order to gain trust [7]. The rules outline three essential activities that 
an AI system must consistently do. First, the artificial intelligence (AI) must undergo 
government approval and adhere to specified rules. The second objective should be to 
ensure that individuals adhere to values. Finally, it is essential for AI to perform well in 
both real-world scenarios and digital interfaces. Expanding upon these three fundamen-
tal concepts, reliable AI systems should abide by four ethical guidelines: safeguarding 
people’s privacy, honoring their entitlement to privacy, ensuring equitable treatment, 
and offering an explanation. The European Commission formulated the following seven 
criteria with the aim of fostering confidence in AI among people [5, 8].

•	 Human decision-making and supervision;
•	 Enhanced durability and protection against potential risks;
•	 Data governance and confidentiality;
•	 Transparency;
•	 Principles of fairness, impartiality, and inclusivity;
•	 The health of the planet and its inhabitants;
•	 Assuming responsibility.

Specialists have formulated detailed recommendations, in addition to those provided by 
the European Commission, to ensure the reliable functioning of AI systems and estab-
lish their legitimacy. Extensive investigation on reliable AI [8, 5] has identified the fun-
damental attributes of trustworthy AI as explanatory capability, robustness, prudence, 
and accountability. While faith in AI is not the only determinant in today’s context, it 
remains crucial. Individuals also want to maintain the confidentiality and safety of their 
personal data. Consequent to this condition, new rules and regulations have been devel-
oped. Two notable examples of recent data protection legislation are the General Data 
Protection Regulation (GDPR) in the European Union and the California Consumer 
Privacy Act (CCPA) in the state of California in the United States [9]. Several ML/
DL models are trained by utilizing data that is distributed across different groups and 
updated independently in isolated silos by those organizations. As a result, AI sys-
tems are affected by these legislative developments. Federated learning (FL) was intro-
duced by Google in 2016 as a means to safeguard AI data. FL is an independent model 
designed for machine learning. Although members of a federation have the ability to 
cooperate with FL, each member has authority over their own confidential informa-
tion, which stays inside the federation. Presently, the act of publicly disseminating data 
is prohibited by law, and it is mandatory for every individual to own a personal copy 
of the information [10]. These principles may exacerbate the issues of data silos and 
fragmentation. Florida provides a viable answer to these issues. Reliability is of utmost 
importance in Florida when it comes to dealing with privacy issues, protecting the 
aggregation process, promoting cooperation, maintaining responsibility and supervi-
sion, and building user confidence. By adhering to these standards, individuals may 
engage in collaborative machine learning projects that effectively protect privacy via 
various means. Utmost standards of confidentiality and dependability will be main-
tained. It is important to evaluate the dependability of deep learning, federated learning 
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(FL), and centralized machine learning. The merging of machine learning (ML) and 
deep learning (DL) poses risks such as adversarial attacks, algorithmic bias, data 
breaches, and operational challenges. Nevertheless, the extensive user base, multitude 
of users, information dissemination, communication networks, and vulnerable areas in 
FL contribute to increased complexity. This necessitates the investigation of someone’s 
trustworthiness. Furthermore, Florida has difficulties in formulating development strat-
egies, ensuring compliance with privacy regulations, upholding fairness, and dissemi-
nating information that machine learning and deep learning algorithms are incapable 
of doing [11]. So far, nothing is known regarding the presence of reliability pillars, FL- 
specific metrics, or methods for analyzing the reliability of FL models. Moreover, it is 
crucial to possess the capacity to authenticate the dependability of federated learning 
models and use the latest federated learning technologies. This chapter contributes to 
the current literature by addressing the gaps in knowledge.

9.2  RELATED WORK

This section analyzes current methodologies focused on reliable federated learning (FL) 
and defines crucial attributes of trustworthy artificial intelligence (AI), such as explana-
tory capability, reliability, privacy, fairness, and responsibility [8]. I recommend famil-
iarizing yourself with the abundant literature that has been produced on the subject of 
combined machine learning and deep learning in recent years. On the other hand, there 
is further evidence to uncover about fair FL. The methodology that closely mirrors the 
one used in this chapter is FedEval [12]. It thoroughly analyzes several factors that are 
essential for the reliability of AI. The stability of FL models is assessed by their efficacy 
in intercommunication, time efficiency, and resource conservation.

A tool used for evaluating federated learning systems is known as FedEval, and it 
is open-source. An evaluation of the effectiveness of FL and unified training in attain-
ing intended results. A privacy measure investigates the effects of novel logic hacks 
on users. Finally, stability measurements evaluate the performance of different data 
collecting techniques when non-IID data is used. An innovative method for validat-
ing the precision of AL models is presented in [13, 14]. Evaluating the dependability 
of supervised machine learning and deep learning models using tabular data may be 
a straightforward, versatile, and adaptable procedure. This entails assessing the mod-
els’ capacity to assume responsibility, uphold fairness, and manage mistakes. The most 
detrimental aspect of this work is the incapacity to use FL models. FL places a high 
priority on privacy since it is their duty to safeguard the data of their entire user base. If 
you endorse the findings of the FL model, it is essential to meticulously and discreetly 
collect data. Encrypted works include a notable subset of works and procedures. There 
are two further classifications: perturbation users and anonymization users. To protect 
privacy against an attacker that only tells partial truths, [15] used techniques such as 
homomorphic encryption, secret sharing, and ternary gradients. Modifications to the 
model parameters performed by different individuals on different computers may be 
implemented by [16] and remain compatible for integration. As stated by [17], the use of 
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global differential privacy successfully safeguarded private health information in an FL 
setting, despite encountering an interruption. This scenario provided enough isolation. 
In addition, they deliberated on strategies for obfuscating the origin of a client’s trained 
model by using differential privacy techniques. Anonymization-based methods differ 
from perturbation-based approaches in that they maintain privacy without compromis-
ing the usefulness of the data. proposed an innovative method to estimate the informa-
tion exchanged between variances in batch input data and local gradients throughout 
each training session.

This chapter is the first to our knowledge that identifies, illustrates, and discusses 
the fundamental ideas, principles, and measurements for implementing effective FL. 
Additionally, it presents a groundbreaking notion that has not been before contem-
plated: federation. This pillar analyzes the complex patterns and elements of FL sys-
tems in order to assess their degree of reliability.

9.3  PRIVACY

FL is seeing growth due to its commitment to safeguarding information. In order to 
gain the confidence of the public, FL models must consistently safeguard user informa-
tion. Florida currently has existing privacy standards, but, there are still apprehensions 
surrounding the dependability of the firms and persons involved. It is important for 
everyone to get accurate information, not just the service provider. Therefore, modify-
ing the parameters of the model should not disclose any data. Ensure complete isola-
tion inside the group, preventing any kind of communication between its members. 
Presently, this methodology is the most efficient method for preserving secrecy. Even 
in instances when external assaults are initiated, there is still a possibility for informa-
tion to be disclosed. The primary idea in this point is to use privacy-preserving meth-
ods to mitigate the vulnerability of systems to privacy risks. Considering the potential 
for information breaches throughout the FL process, what is the extent of information 
acquisition or loss?

Currently, the possibility of acquiring information from client modifications. 
Guidance on safeguarding your data. This notion explores the fundamental methods of 
safeguarding data in Florida.

9.4  STABILITY AND STRENGTH

For the European Commission, the challenge of cracking AI is one of the three attri-
butes that contribute to its reliability. The remaining two attributes are adhering to 
established standards and principles of behavior. In order to mitigate the risk of hacking 
or malicious exploitation, it is necessary for devices to possess exceptional speed and 
intelligence. In the past, three different methods have been used to investigate this topic. 
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In order to evaluate the stability of FL models, this study introduces an additional fourth 
model. As stated in [5], FL models need to have the capability to handle threats that 
extend or modify current information. Furthermore, it is essential for FL model trainers 
and users to possess resilient hardware and software to safeguard against unauthorized 
access. Furthermore, it is essential that FL algorithms possess the qualities of being 
easily modifiable and fast in execution, as stated in [50]. The ultimate consideration 
for this endeavor is the establishment of consumer and data trust. As a result, FL mod-
els that have strong data and customers are more likely to be reliable and dependable. 
Below, you can find further information and data pertaining to each idea. possessing the 
capacity to manage and navigate through uncertain or potentially dangerous situations. 
Florida permits anyone to introduce contaminants into FL models, potentially modify-
ing their educational value and diminishing their reliability. There are two categories 
of pernicious hazards: those that do harm to data and those that cause harm to models. 
Frequently, labels are inverted, so exposing concealed patterns or modifying the train-
ing data in ways that make it hazardous to use after it has been “poisoned”. In order to 
expand the impact of model poisoning, we want to train in another manner. If this is 
an FL hack, it has the capability to alter the gradient or result in an inaccurate model 
update. This may be achieved by managing the alterations made by a participant, either 
at their initial construction or via a model substitution. Before evaluating this strategy, 
ascertain if the FL model has any defensive mechanisms. Assess the effectiveness of 
these protections by subjecting them to real-world attacks.

•	 Detoxification
	 The major goal is to educate people on how to safeguard themselves against 

potentially life-threatening conditions. People often use Byzantine-resilient 
defense as a defensive strategy. Diverse resilient data gathering methods have 
shown their capacity to detect malevolent alterations made by clients and 
reduce their impact. Outlier detection, in contrast, identifies and eliminates 
explicit impacts, making it a more effective safeguard against poisoning 
risks. Previously, updates with excessively high error rates were not accepted, 
and parameter modifications were distributed to identify neurons that exhibit 
infrequent activity.

•	 Possessing tangible physical power
	 Adverse impacts may be used to induce undesirable outcomes. These arise 

when small modifications are made to the input data that have a substantial 
influence on the outcome. To determine this, one may use gradient-based 
methods, a conventional poisoning attack that alters specific local data (data 
poisoning), or a model poisoning assault. This calculation demonstrates the 
functioning of a model replacement attack, which exists inside a system. The 
covert encryption may empower at least one compromised client to initiate a 
novel model offensive.

•	 Confirming the existence of a cover
	 The system chooses clients, transmits messages to scattered clients, 

and acquires models to guarantee that clients comply with federation 
requirements.
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•	 This is the Federation Scale
	 The level of confidence in the process diminishes as the number of users 

increases. In order to train your FL models, you need a precise amount of 
gear, network connections, and model parameters. This is seen in the number 
of users. The network’s computing capacity and security are enhanced with 
an increased number of users. Utilizing the federated learning (FL) tech-
nique becomes more secure as the number of clients increases.

The company’s degree of recognition served as a novel criterion for assessing reputa-
tion. The reputation score was calculated using a subjective logic model for each com-
munication received from a customer. The server may authenticate the client’s local 
update and ascertain the duration of time that has passed.

A user’s reputation is bolstered by favorable engagements with others, such 
as delivering dependable updates. This also holds true for unfavorable encounters. 
Collaborating with a user who has a poor reputation value is ill-advised.

•	 File size in bytes
	 Each time, it subjects them to training against the existing global model to 

assess whether the new local modifications are superior or inferior. Each user 
has a specific number that represents the extent to which training at that cli-
ent enhances the performance of the global model after a cycle.

9.5  FAIRNESS

Data is the underlying cause for the lack of fairness in AI. Florida users may provide 
diverse quantities and types of information. Insufficient representation of the full popu-
lation in the data might result in biased selection of research participants. If selection 
bias is present, it might lead to an uneven distribution of names or attributes [11]. Florida 
has significant challenges in dealing with each of these issues. The primary factor to be 
taken into account in this part is the judicious choice of customers. There are two sorts 
of fairness in fair AI: fairness at the user level and fairness at the network level. It seems 
logical that users belonging to a certain network should not be subjected to unjust treat-
ment. It is important to provide equitable treatment for all users, irrespective of their 
network, by treating them on par with others who have comparable characteristics. If 
you move to Florida, you are not subject to these rules. When analyzing performance 
fairness and class distribution, we may see phenomena at the user level. However, this 
theory takes into account the network’s viewpoint Performance fairness guarantees that 
a user’s remuneration is directly proportional to the quantity of information they offer. 
In addition, class distribution thoroughly examines all participant data to identify any 
inconsistencies in labeling.

•	 Degenerative mistakes
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	 The success of the exam may be ascertained based on this numerical value. 
The data from each user’s global model is tested and aggregated to ascertain 
the accuracy of the test. For optimal efficiency, it is essential that all users be 
given identical scores on the examinations.

•	 Score disparity
	 This program calculates the disparity in F1 score between a certain group of 

users (π) and the entire network. The value of this integer is within the range 
of 1 and –1. As close to 0 as practical should be the discrimination number. 
If this index were extrapolated to a global scale, it would provide factual data 
and confidential details pertaining to the client’s demographic. The F1 rating 
for each sample from the dataset will be:

The term F1 (Xv−) represents the F1 score specifically for the safe group. The 
value of “π” is calculated as F1 (w(X+) – F1 (w (X−)).

•	 Changes in the allocation of labor
	 The value represents the extent to which the data points differ from a certain 

set. The term used to refer to this is the coefficient of variation (CV).

•	 Getting ready for a lesson
	 The training set of an ML/DL model is partitioned into distinct categories 

known as classes. This determines if the data sets were suitably chosen to 
provide a precise depiction of the complete population.

•	 The classification is unjust
	 There are two distinct perspectives to consider while observing the gap 

between classes. A more comprehensive approach to identifying class mis-
matches in federated learning involves requesting each user to provide the 
server with their own class distribution. By using an extra well-balanced 
sample and the gradients of a neural network model, this approach allows for 
achieving a high level of proximity to a given target.

9.6  EXPLAINABILITY

AI must strictly comply with transparent and veracious norms in its functioning. When 
it comes to what it can do and why, AI should be clear. It is essential that decisions be 
comprehensible to all those affected by them. Using “interpretability” as a replace-
ment for “explainability” is erroneous. The notion of interpretability is at the top of 
this hierarchy. This term refers to the effortless comprehension of a model in a passive 
manner. However, “interpretability” pertains to the ability to understand the internal 
mechanisms of an AI system. Examine a basic model to comprehend it. Post-hoc meth-
ods may enhance the interpretability of complex models that are initially difficult to 
comprehend.
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As FL is trained using an ML/DL model, it is necessary for the computational 
model to be capable of offering an explanation. Nevertheless, assessing unprocessed 
data or secured model characteristics directly poses difficulties because of the need to 
maintain privacy.

•	 Precise algorithms
	 If a concept is easily comprehensible without any further explanation, it 

might be seen as lucid. The interpretation of this term may vary among 
individuals based on their IQ. Prior to becoming perceivable by computers, 
several mathematical examinations and methodologies need to function on 
models. Afterward, the test assesses the model’s simplicity by considering 
the number of components and links, as well as the ease of comprehension 
for each component. One may comprehend decision trees, decision rules, 
logistic regression, k-nearest neighbors (KNN), and Bayesian models. What 
is the apparent cost? There are many approaches to ascertaining the dimen-
sions of a model. 

Simplifying a model involves first reducing the number of components or elements it 
contains. This enhances comprehension. An effective approach to streamlining models 
is to eliminate the need for superfluous information.

Given that all participants share the same comprehensive feature space, there exist 
several approaches to effectively describe a model that may be readily used for hori-
zontal federated learning. Nevertheless, it is essential that you refrain from sending the 
server any feature-related data in order to enable the calculation of the feature value 
score. The party does not have complete overlap in the feature space, hence vertical fea-
ture learning cannot be instantly applied with Shapley Additive explanations (SHAP). 
Another variant of SHAP is used by a different user to assess the significance of differ-
ent sections in vertical FL.

•	 Generating visual representations
	 Some individuals proposed the implementation of a real-time server-based 

dashboard that presents data during the whole lifespan, from client genera-
tion to training and release. The system presents the list of users who took 
part in each training cycle, together with the status of the model.

9.7  ACCOUNTABILITY

The EU guidelines [7] enumerate seven prerequisites for AI to be deemed trustworthy. 
Accountability is one among them. It is essential to prioritize the completion of activi-
ties while taking into account your responsibilities. IBM’s research pioneered the first 
iteration of the “factsheet” idea. This would be used to document comprehensive infor-
mation throughout the whole of the ML/DL procedure. Vigilance is another essential 
principle in the realm of labor. Despite the abundance of documentation, it requires 
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substantial effort from all those involved to guarantee that FL models are generated in 
strict adherence to the design, development, and deployment plans.

IBM bolstered this strategy by augmenting FL with more power. To generate thor-
ough documentation including the project, the personnel involved, the data, the model 
configuration, and the outcomes, you may use the FL factsheet template. The factsheet 
should only provide details pertaining to the additional layer of settings while refraining 
from including any sensitive information about the concerned users since FL’s design is 
notably sophisticated and prioritizes privacy. Keep reading to discover the content that 
factsheets scrutinize.

•	 Project plans
	 The factsheet provides details on the project’s historical context, primary 

goal, and comprehensive timetable. Further information on the project may 
be obtained here. The project’s aims are explicitly outlined in the primary 
goal, while the historical context provides details on the existing knowledge 
and the circumstances that precipitated the initiative.

The FL employee list is included. In order to authenticate the individual completing the 
form, both their identity and the name of their employer are confirmed.

It captures data pertaining to the use of the FL technique. It consists of two parts: 
the methods performed to prepare the data for processing and the source of the data.

Simply provide a detailed description of the FL model’s setup. The first step 
involves the selection of the ML/DL model and the optimization strategy. Subsequently, 
the aggregator presents the global hyper-parameters, encompassing the upper limit for 
the number of rounds, the maximum duration for waiting, and the precision of the shut-
down. Last but certainly not least,

•	 What is the method or process?
	 This portion of the factsheet provides comprehensive information about the 

specific approach that you are required to acquire. The dimensions of the 
model, the rate at which data is uploaded in bytes, the average duration of 
training, and the rate at which data is downloaded in bytes are all shown.

•	 Automated auditing processes
	 This statistic has several uses. Possible approaches include functional test-

ing, user feedback testing, speed testing, or other methods. It might also be 
vigilant for a mistake or an attack. Some corporations go as far as hiring 
or compensating experienced hackers to actively search for security vulner-
abilities in order to maintain vigilant surveillance.

9.8  FEDERATION

Refers to the establishment of a political system in which power is divided between a 
central authority and various states or regions.
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FL managers encounter challenging obstacles such as safety concerns, resource 
limitations, communication difficulties, and the need for efficiency. Ensuring the mod-
el’s security and monitoring the simultaneous study of hundreds of users is a formidable 
undertaking. Global models may need more time to reach a consensus due to their 
use of heterogeneous consumer data. Customers may terminate their use if there is 
any instability in the network, users, or tools. If models are trained improperly, they 
may potentially deteriorate in performance. Moreover, additional investigation into the 
building of FL systems is essential. There is presently a deficiency in research and 
understanding of FL algorithms. The main topics covered in this part are client and 
model management, along with optimization techniques. The analysis focuses on the 
system’s management of client and model data. Optimization techniques may modify 
the frequency and efficiency of model execution.

The system has the ability to handle client connections and monitor the health 
of each individual. If your design follows a client–server architecture, it is essential 
that the client registration remains on the primary server. When a user first registers, 
they are provided with the initial local model and are asked to fill out an information 
request. A user is inquiring about the device’s identification number, the duration of the 
link’s interruption, or the device’s power capacity. Choose a client. It prevents user attri-
tion, optimizes resource allocation, and establishes faster connections with users. This 
design approach ensures that the client selection is also retained on the primary server. 
This is the crux of decision-making. The client picker chooses selected users to train in 
each round based on pre-established parameters.

•	 Analyze the process of co-versioning
	 It ensures that the global models are consistent with the ones used locally. 

In this case, it might refer to a repository where local versions of models 
are kept and connected to global versions of models. Model changes and 
aggregations may be performed independently when using this register. The 
mapping enables the server to carry out asynchronous aggregations, making 
it feasible. Another advantage is the capability to terminate the process pre-
maturely if a model reaches convergence before the set number of iterations.

•	 Altering the approach
	 It has the capability to identify when the global model is not functioning at 

its highest level of efficiency. To this end, it checks the overall performance 
of global mode across all clients in order to ascertain whether the decline is 
happening on a worldwide scale. If the deterioration is universally pervasive 
and remains consistent, a new job for training a global model is launched.

•	 A programming language designed specifically for gathering data
	 The name “aggregation algorithm” often evokes the concept of the average, 

while other optimization algorithms have been suggested as potential expan-
sions that may be beneficial in different settings. The meeting may be conducted 
either in a single venue or across many machines. While decentralization miti-
gates the risk of bottlenecks, single points of failure, and trust issues, it may 
sometimes increase the complexity of networks. This metric utilizes these two 
parameters to assess the dependability of the aggregation job.
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9.9  DESIGN OF A FEDERATED 
TRUST ALGORITHM

This section provides further details on the establishment of Federated Trust. The pur-
pose of this algorithm is to assess the dependability of FL models by evaluating the 
principles, pillars, and measurements outlined. This study is the first endeavor to ascer-
tain the precision of FL models.

The algorithm must include all five reliable federated learning elements. In other 
words, the final score must be calculated by including at least one metric from each 
element.

FR-2: The collective trustworthiness score of all the concepts and planks should be 
equal to the sum of their individual trustworthiness ratings.

NF-1: The technique should be optimized for improved speed and ease of use for 
the FL model, users, and server. The method should have autonomous components that 
may be configured in various ways. PC-1: The program does not allow storage of con-
fidential FL model files on PC-1.

PC-2: Must ensure that the algorithm does not disclose or provide other parties 
access to any confidential information on customers, the computer, or the FL model.

PC-3: The parameters may be calculated concurrently on both the central com-
puter and the client’s local devices.

If the measurements provided by each client include sensitive information, it is 
essential that the cooperation between the clients and the server in determining these 
metrics be conducted securely and confidentially.

The users educated each other on the proper use of the FL model while respecting 
confidentiality. This section provides instructions on how to alter and set up the model.

•	 Creating the foundation for FL’s framework
	 The necessary parameters for training and evaluating the federated learning 

model for the protocol-setting tool. It offers details on the quantity, model 
parameters, data collection method, and client selection.

•	 A concise summary of the facts
	 it offers very valuable information for ensuring the responsibility of the orga-

nization, the participants, and the training itself. The text contains informa-
tion on the main issue that requires resolution, the source of the data, the 
procedures utilized for preprocessing, and whether or not differential privacy 
measures were used.

The average scores of each user within the test group were used, along with the per-
formance of their model. There is no personal information included. This input 
encompasses several factors such as the user’s engagement level, the extent of social 
stratification, the duration of typical training sessions, the dimensions of the average 
model, the number of bytes uploaded and downloaded, and other pertinent particulars. 
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Furthermore, it includes the user’s test accuracy coefficient, class imbalance coefficient, 
feature value coefficient, intelligence score, and participation rate.

9.10  AN EARLY FEDERATED TRUST 
ALGORITHM VERSION

•	 How can I choose and implement a FL framework?
	 The most efficacious and advantageous technologies for training diverse 

federated learning models were found to be Federated Tensor Flow, Flower, 
FLUTE, LEAF, Federated Scope, FedEval, and FedML. After doing a thor-
ough analysis and comparison, Federated Scope was selected as the bench-
mark instrument.

9.11  STATISTICS CHOOSING AND 
ESTABLISHING A SHARED TRUST

Not all measures can be determined using traditional means, such as equations or other 
practical methods. The goal here is to provide a basic illustration that may be used in 
any Federated Scope framework-oriented federated learning project. The underlying 
ideas, principles, and metrics should remain consistent. It is likely that the prototype 
version excluded some ideas and techniques. If that is the case, here are a few reasons.

Data anonymization and encryption techniques are used to ensure privacy and 
protect sensitive information. The configuration file for the Federated Scope structure 
lacks instructions on how to use these two techniques. Furthermore, the privacy of the 
sample data was protected by using differential privacy.

Risk of information disclosure (Privacy). To compute this metric, it is essential 
to execute several neural networks throughout each training iteration. This would sig-
nificantly increase the complexity of the mathematical calculations.

What is the level of resilience of the protection against poisoning? Without 
written evidence, it is difficult to ascertain the frequency at which the poisoning argu-
ment is used. The operation of Federated Scope does not conform to this approach. 
The software also validates the efficiency of this approach by assessing its resistance to 
poisoning assaults.
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9.12  EXPERIMENTS

This section illustrates the integration of Federated Scope and the Federated Trust 
architecture to guarantee the dependability of FL applications during the model-
building procedure. Each demonstration event has two groups. Illustrate how varia-
tions in the number of users and their configurations might impact the reliability of 
the dataset, as shown with the FEMNIST dataset. Subsequently, we performed two 
further experiments to scrutinize the security of the Internet of Things (IoT) network, 
using the N-BaIoT dataset. These studies illustrate how training may modify a practical 
application.

9.12.1 � Trustworthiness Scores for 
Experiments with FEMNIST

The objective of these challenges is to train machine-learning models to accurately 
interpret handwritten numerical digits by using the FEMNIST dataset.

Experiment 1 involves the examination of 50 users, with a random selection of 
60% of users each time. The exam consists of 25 training cycles. This test is equipped 
with differential privacy, which is a very desirable feature, with a value of 20.

Experiment 2 has a sample size of 100 users, each with a 40% individual probabil-
ity of being selected. There are a total of 50 training sessions. All of them had the same 
configuration for the project specifications, data, and participants. The model failed to 
clearly indicate the purpose or location of the FL project.

9.12.2 � Limitations

The Federated Trust version is not perfect for assessing the overall dependability of 
FL models. In order to fully comprehend a concept, it is necessary to take into account 
other aspects besides the union scale, which represents the robustness pillar. To provide 
an example, let’s examine the customer image measure discussed It is an essential ele-
ment of the idea of customer reliability. Nevertheless, assessing the client’s visual rep-
resentation in the performed tests posed a significant challenge. The notion of equitable 
selection of clients is another idea. The customer involvement variation number may be 
easily determined by analyzing the dispersion of selection rates among the customers. 
However, this variance measure may not be the most effective in displaying the level of 
fairness in customer selection in FL.
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9.13  CONCLUSIONS AND FUTURE WORK

This chapter offers a comprehensive summary including the most vital aspects of FL 
that you can depend on. A novel taxonomy incorporates the addition of a recently identi-
fied structure called “federation” with the already recognized ones from prior research. 
The following principles include accountability, fairness, privacy, explainability, and 
reliability. Users and FL models are invited to assess the trustworthiness of FL models 
in this new pillar. The fundamental principles and methodologies outlined in the litera-
ture on FL models have been enhanced by additional ones. Federated Trust was created 
to assess the authenticity of FL models that are extendable, adaptable, and extremely 
flexible, according to the suggested categorization. The feasibility and efficacy of the 
Federated Trust prototype were assessed by testing utilizing Federated Scope.
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10Federated 
Optimization 
Algorithms

S. Biruntha, S. Rajalakshimi, and M. Kavitha

10.1  INTRODUCTION

A training paradigm called federated learning (FL) allows several clients to collab-
oratively train a global model without exchanging their individual data. Distributed 
learning (DL), which was initially presented to optimize a given model in star-shaped 
networks made up of a server interacting with computer machines, is the foundation of 
federated learning. The dataset in DL is owned by the server, which also distributes it 
across computers. The disparity in processing capability between servers and clients 
in the federated learning system is a significant phenomenon that is overlooked by the 
aforementioned approaches. We are aware that clients’ computer power is compara-
tively low in the real-world environment. The client’s computational burden is further 
increased by the strategy of altering the client loss function. Servers only take on the 
role of aggregating local models and producing global models; they frequently have sig-
nificant processing power and network conditions. The machines provide the predicted 
gradients at each optimization round, and the server aggregates them to complete an 
stochastic gradient descent (SGD) step. Later, DL was expanded to take into account 
SGD, and FL expanded DL to allow optimization without requiring clients to share 
data. Federated learning, which is widely used, efficiently safeguards the confidentiality 
and privacy of data by transferring model parameters between the client and the server 
(data never leaves the client). Naturally, clients in the federated learning system have 
inadequate network conditions and processing capability, yet they nonetheless bear the 
brunt of the model training workload. The server’s robust network infrastructure and 
processing capacity enable it to handle light tasks that are beyond its capabilities. The 
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Federated Optimization Algorithms

most common example is Google’s keyboard input technique, which trains a recurrent 
neural network (RNN) for next word prediction using a federated learning platform. 
Federated learning is also frequently utilized in the security business for voice print 
recognition and portrait identification, and in the medical field for precision medicine, 
novel medication discovery, and clinical auxiliary diagnosis. In order to sample, the 
server removes local models that are more likely to support the convergence of the 
global model during aggregate. The significance technique is frequently employed in 
sampling algorithms. By comparing client gradient data, this approach aggregates the 
local gradients of the “important” clients. These days, the most common approach is 
to change the client’s loss function. Its goal is to alter the client’s loss function by, for 
example, normalizing it using the last round of the global model or including a near 
term in it.

10.2  LITERATURE REVIEW

Currently, the majority of researchers sample their clients and alter their loss functions 
in an attempt to lessen the detrimental effects of heterogeneity. These are clearly useful 
uses, but the neural network model needs to be trained before utilizing them. In order to 
accomplish this, a wireless network must be used to gather sample data from all clients 
or sensors. This approach is accompanied by worries about privacy and transmission 
costs [1–3].

Luckily, to address the security and efficiency requirements of next-generation 
wireless systems, a distributed learning framework known as federated learning has 
been developed. In federated learning, a collective prediction model was developed 
that allows several data owners (clients) to collaborate on model training and usage 
while preserving the privacy of all local training data [4]. FL’s distinctive foundation 
has made it attractive in many applications, including in digital health, automotive net-
works, and Internet of things (IoT) devices. Federated learning is thus ideally suited for 
the upcoming generation of wireless systems because of its wide range of application 
potential and communication characteristics.

This chapter combines the privacy protection and transmission volume reduction 
features of FL with a range of study topics. It minimizes the expense of gradient or 
model transmission. Even if the gradients or model are the only things sent in the FL 
framework, their size is still too large to meet the real-time requirement. This portends 
well for the upcoming wave of wireless technology. For example, the size of the con-
volutional neural network (CNN) VGG-16 model is 552 MB, whereas the AlexNet l 
CNN is 240 MB. The use of the neural network (NN) model still carries a high cost for 
clients, especially when there is inadequate communication [5].

Consequently, there is a broad concern regarding how to decrease the broad-
cast cost of the model while satisfying the requirements of FL’s next-generation 
wireless systems. To solve this issue, a model compression—also referred to as 
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gradient-compression—technique has been presented in federated learning. There are 
three main categories for this method [6, 7].

Often referred to as gradient parameter pruning, this neural network is the original 
kind of compression method. Parameter pruning-based model compression strategy in 
[8] can greatly decrease the size of the neural network model by lowering the number 
of neural network model parameters by configuring some less crucial filters in the neu-
ral network. Guo et al. [9] introduced a multi-dimensional pruning strategy that com-
presses the CNN model on spatial–temporal, spatial, and channel redundancy. After 
the compression of the spatial–temporal model, the channels with low relevance scores 
were removed. The position of the yield tensor in each channel was evaluated using an 
artificially learned score.

By setting the irrelevant parameters in the neural network model to zero, the first 
kind of model compression technique focuses only on the vital ones [10]. The benefit 
of this strategy is that it operates simply. That being said, it ignores the importance of 
trivial features.

Second, compression can be carried out via quantization. A realistic hierarchi-
cal architecture in [11] for decomposing the stochastic gradient into normalized block 
gradients, which were quantal with a low-dimensional Grassmannian codebook and 
a uniform quantizer, respectively. A bit-allocation technique was introduced in this 
situation to reduce distortion. Quantized-SGD (QSGD) is a family of gradient update 
compression methods with convergence guarantees, first presented by Alistarh et al. in 
[12]. With QSGD, the user may effortlessly trade off communication bandwidth and 
convergence time.

Models for storage, deployment, and transmission are less burdened when neural 
network parameters are reduced by this kind of approach. However, using this tactic 
will result in a far lower accuracy rate. Furthermore, similar to the prior method, attack-
ers can access the model right away and initiate a series of attacks since, when a mas-
terful quantization technique is executed, the model exhibits no structural alterations 
and no discernible loss in accuracy. The last type of compression technique is weight 
sharing, which reduces the size of the model by increasing the degree of reuse of the 
model parameters.

Knowledge distillation [13] is a relatively recent technique in the field of model 
compression that reduces the complexity of a big, trained model by extracting its infor-
mation. However, it is incompatible with FL because its objective is to reduce the cost 
of constructing complex models.

Many studies have currently shown that most model parameters for gradient or 
neural networks are redundant or superfluous. Therefore, there has been a great deal 
of interest in figuring out how to reduce and compress the amount of extraneous char-
acteristics that are transmitted. In convex optimization formulation, a number of quick 
and simple techniques are proposed for an approximate solution, with theoretical guar-
antees for sparseness, to reduce the coding length of stochastic gradients and solve the 
optimal sparsification effectively [14].
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10.3  FEDERATED AVERAGING AND MODEL 
AGGREGATION IN MACHINE LEARNING

10.3.1 � Architecture of Federated Learning 
and Model Aggregation

Model training occurs on client devices rather than a central server thanks to federated 
learning’s (FL) decentralized machine learning architecture. Usually, the architecture 
consists of the following elements:

	 1.	Centralized database:
	 The federated learning process is coordinated and the global model is initial-

ized by the centralized server. It transmits the first model to the client devices 
that are taking part.

	 2.	Client devices:
	 Model training takes place locally on each client device, which has its own 

local dataset.

	 3.	Communication protocol:
	 A systematic collection of guidelines that specify how to send or receive 

data, particularly across a network, is called a communications protocol.

	 4.	Aggregator:
	 A key component of FL is model fusion also known as model aggregation. It 

entails protecting user data privacy by merging locally created models from 
client devices into a single global model.

10.3.2 � Methods of Aggregating Models​

10.3.3 � Key Components and Considerations

•	 Communication protocol:
	 Monitoring techniques can be used to determine when to stop the federated 

learning process and evaluate convergence.

•	 Federated averaging:
	 In each round, a new global model is created by averaging the models from 

all devices. This aids in distributing the effect of every device’s contribution.

•	 Privacy preservation:
	 Throughout the federated learning process, user data may be protected using 

strategies, such as secure aggregation or differential privacy.
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•	 Heterogeneous devices:
	 To enable efficient cooperation, the architecture should take into consider-

ation variances in device capabilities, such as processor speed or memory.

•	 Convergence monitoring:
	 Guarantees safe and private model update communication between client 

devices and the centralized server.

10.3.4 � Federated Averaging Algorithm

	 1.	 Initialization:
	 A global model is initialized on a central server. The initial global model is 

then sent to all participating client devices.

	 2.	Local model training:
	 All client device trains the global model on its local dataset. The training 

process is typically performed for a static number of local epochs.

	 3.	Model update transmission:
	 After local training, each client device calculates the difference between its 

locally trained model and the initial global model. The model update, often 
represented as the difference in model parameters or gradients, is then trans-
mitted to the central server.

	 4.	Aggregation
	 The centralized server collects all the model updates from the client devices 

and the updates are aggregated, typically using simple averaging, to create a 
new global model for better usage.

	 5.	Model distribution:
	 The updated global model is then directed to all client devices for the next 

round of training.

	 6.	 Iterative Process
	 Steps 2 to 5 are repeated for multiple rounds to iteratively improve the global 

model.

10.3.5 � Advantages of Federated Averaging

•	 Privacy preservation:
	 Since only model changes are exchanged with the central server, individual 

client data stays on the client device.

•	 Decentralized training:
	 Less centralized data processing and storage is required because training 

takes place locally on devices.
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•	 Global model improvement:
	 By working together, the global model gains knowledge from a variety of 

datasets, which could enhance the model performance as a whole.

10.3.6 � Considerations and Variations

•	 Non-IID data:
	 Non-identically distributed data (IDD) among client strategies can provide 

difficulties for federated averaging. Adjustments such as weighted averaging 
can help with this problem.

•	 Communication efficiency:
	 It’s critical to reduce communication overhead. One can use techniques such 

as compression or quantization to minimize the size of model updates that 
are communicated.

•	 Convergence monitoring:
	 Monitoring systems are frequently used to evaluate convergence and deter-

mine whether to terminate the federated learning process.

•	 Hyperparameter tuning:
	 For best results, parameters such as the learning rate and the quantity of local 

training epochs may need to be carefully adjusted.

A key approach in federated learning is federated averaging, which shows how coop-
erative model training may be accomplished while honoring the privacy restrictions 
present in distant datasets.

10.3.7 � Federated Learning Principles

As shown previously, federated learning promotes local model computation on edge 
devices and combines these models on a server to make a new universal model that is 
sent to every consumer. Clients start learning again with this new approach, and even-
tually, they send it to the server for a new aggregate. This cycle of specialization and 
generalization continues until an appropriate model is generated. A communication 
circle often refers to a cycle of specialization and generalization. More rounds may be 
needed if new information is obtained or clients join in after the first model converges.

Federated learning relies heavily on the way specialized models are brought 
together at the server. In the context of deep learning, two families of algorithms with 
different techniques implemented might be considered. The first tactic places a strong 
emphasis on generalization. By considering local models as a whole (all layers and 
neurons), the aggregation approach creates a new model that may potentially challenge 
all of the layers and weights associated with neurons. We shall discuss the FedAvg and 
FedMA algorithms in more detail as illustrations of this methodology. We should also 
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talk about the FedProx algorithm, which in order to prevent outliers, penalizes clients 
that stray too much from the norm.

10.3.8 � Federated Model Aggregation

This chapter’s main contribution is the model aggregation based on NN. By creating a 
model for n clients using the model aggregation technique, the global model for hand-
written script identification is produced. A gradient-based optimization algorithm is 
used to optimize the learning process and converge on both local and global model 
updates. The federated stochastic variance algorithm and the federated averaging 
approach are equated to reduce the gradient. It is discovered that the averaging method 
outperforms the other traditional strategy. Reinforcement learning demonstrates cus-
tomized federated learning contexts and positive outcomes. The results, however, only 
marginally beat the federated average approach, indicating a potential research topic. 
The identically distributed and independent dataset 24 used the same averaging tech-
nique. The impact of the divergence of the model weights is lessened when non-IID 
and imbalanced data are aggregated using the FedAvg model. Motivated by these note-
worthy successes, we decided to persist with model aggregation approaches and the 
federated learning framework. Here, we propose the general structure for federated 
learning experiments. Furthermore, utilizing a modified model aggregation technique, 
our research partially investigates three customized federated learning frameworks. 
Also discussed are three primary model aggregation techniques that use the average of 
neural network model coefficients (Figure 10.1).

10.3.9 � Federated Learning Framework

The main workings of federated learning are:

	 1.	Clients: For our experiment, we take four clients into account. This thesis 
selects datasets related to breast cancer, handwritten scripts, and fingerprints. 
The training, testing, and validation data are distributed individually to each 
client.

	 2.	Centralized server: The central server is where this model mostly works. 
In federated learning situations, the centralized server plays a crucial role in 
combining the models to create an updated or global model.

	 3.	Fetching the global model: Every client is seen as active in this model, 
meaning that each client takes part in the federated learning framework. The 
central server sends a global model to the clients. Accordingly, the global 
model M ≡ G(M) is sent to all the clients from the central server.

	 4.	Local model training: Each client begins training the data model after 
obtaining the global model M ≡ G(M). During local model training, each 
client computes M ← M −σ 5f n (M; b), which determines the average gradi-
ent on its local data.
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10.4  GRADIENT COMPRESSION AND 
QUANTIZATION IN MACHINE LEARNING

10.4.1 � Gradient Compression

Gradient compression is the term for methods used in deep learning (DL) and machine 
learning (ML) to lower the communication overheads of distributed models being 
trained. The act of transfer gradient updates between nodes during scattered model 
training can cause a noteworthy block, especially for huge models. Here are some com-
mon techniques used for gradient compression:

	 1.	Mean-centric compression: Only the mean and the variances from the 
mean are sent, as opposed to individual gradient values. In doing so, the 
whole quantity of information is preserved while sending less data.

	 2.	Quantization: This entails decreasing the gradient values’ accuracy. For 
example, the gradients can be quantized to lower-precision integers or fixed-
point values rather than delivering floating-point numbers, which need more 
bits for representation. As a result, the transferred data is smaller.

	 3.	Error feedback compression: Only the difference between the actual and 
expected gradients is sent, not the precise gradients. By adding this difference 

FIGURE 10.1  An outline of federated learning
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to the expected gradients, the receiver may then reconstruct the gradients. 
This method makes use of the overlap between successive gradients.

	 4.	Sparsification: With this method, all of the gradients are set to zero and 
just a portion of the gradients with meaningful values are conveyed. This is 
predicated on the idea that a large number of gradient values are negligible 
and have little effect on the model update.

	 5.	Top-k compression: With this technique, only the top-k gradients with the 
largest magnitudes are transmitted. The concept is to keep the most signifi-
cant gradients and reject the less significant ones.

Gradient compression approaches are very helpful in situations when there is a restricted 
amount of transmission capacity, such as distributed training over a network or many 
GPUs. These methods lessen the amount of time and resources needed for gradient 
updates throughout the distributed system, which helps to speed up the training process.

10.4.2 � Gradient Compression Types

In the context of distributed training, a gradient compression model is often used to 
describe a particular method or technique intended to compress the gradients during 
the training of machine learning models. The following are some popular models or 
methods for gradient compression:

	 1.	Models of gradient quantization: These models address the quantization of 
gradients in particular. The gradient values can be expressed with fewer bits 
thanks to quantization, which decreases the gradient values’ accuracy. This 
reduces communication blocks and helps to send data in smaller sizes.

	 2.	Communication-efficient SGD (CESGD): To increase communication effi-
ciency, CESGD is a distributed training methodology that uses gradient com-
pression methods. Sparsification and quantization are combined to minimize 
the quantity of data sent between devices while training.

	 3.	Models of low-rank factorization: The main goal of these models is to use 
low-rank factorization to approximate the gradient matrices. It is possible to 
greatly minimize the amount of information that must be sent by breaking 
down the gradients into low-rank matrices.

	 4.	Residual quantization approach: This approach blends gradient quanti-
zation with residual networks (ResNets) concepts. In order to provide the 
model the advantage of compression and allow it to keep more information 
about the updates, it attempts to maintain the high-frequency information in 
gradients.

10.4.3 � Implementation Details

Gradient compression algorithms must be implemented by changing a deep learning 
model’s training loop to include the compression methods. A condensed example is 
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detailed in Section 10.4.4 in Python that makes use of the well-known deep learning 
library PyTorch. Remember that the precise implementation could change depending on 
the demands of the particular compression technique.​

This sample demonstrates a fundamental method of gradient quantization. 
Remember that more advanced methods, such as adaptive compression or sparsifica-
tion, call for extra thought and can require more detailed adjustments.

10.4.4 � Gradient Quantization Algorithms

Gradient quantization methods use fewer bits to encode gradient values in order to 
decrease their accuracy. This can hasten the convergence of machine learning models 
and lower the communication overhead in distributed training.​

TABLE 10.1  Aggregation Models or Methods

METHODS DESCRIPTION
Weighted 
averaging

This reduces the effect of underperforming or perhaps malicious 
devices by giving models varying weights based on their 
dependability or performance.

Federated 
averaging

It is a reiterative procedure that involves aggregate modeling, local 
model training, and subsequent return of the updated model.

Secure 
aggregation

To guarantee that the aggregation process is completed without 
disclosing specific model updates, methods such as homomorphic 
encryption and multi-party computation are used.

Adaptive methods Adaptive methods refer to strategies that modify the aggregation 
process in real-time according to the reliability or performance of 
individual devices.

TABLE 10.2  �Stochastic Quantization Algorithms

def stochastic_quantization(x, num_bits=8):
scaled_x = x * (2 ** (num_bits - 1))
rounded_x = torch​.rou​nd(scaled_x + torch.rand_like(x) - 0.5)
quantized_x = rounded_x / (2 ** (num_bits - 1))
return quantized_x
def train​_with​_stoc​hasti​c_qua​ntiza​tion(​model​, criterion, optimizer, data_loader, num_
epochs, num_bits=8):

train_losses = []
# Stochastic quantization of gradients
for param in model.parameters():
if param​.gr​ad is not None:
param​.grad​.d​ata = stochastic_quantization(param​.grad​.da​ta, num_bits)
return train_losses
model = SimpleNet()
train_losses = train​_with​_stoc​hasti​c_qua​ntiza​tion(​model​, criterion, optimizer, train_
loader, num_epochs=num_epochs, num_bits=8)

http://www.torch.round
http://www.param.grad
http://www.param.grad.data
http://www.param.grad.data,
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10.4.5 � When to Utilize Gradient Compression

Gradient compression can be useful for training models with large fully linked compo-
nents in their models. Communication costs become important for recurrent neural net-
works and larger models. Gradient compression has a lot to offer such models. Gradient 
quantization and compression techniques are typically employed in distributed training 
scenarios where machine learning models are trained across multiple devices or nodes. 
These techniques aim to decrease the statement above during the exchange of gradient 
updates among devices, which becomes crucial as the size of the model or the number 
of training parameters increases.

It’s important to note that while gradient quantization and compression can lead 
to faster communication and reduced training times, they may also introduce noise or 
approximation errors. Hence, the choice to utilize these techniques should be complete 
with consideration for the precise features of the model, the training data, and available 
resources. Experimentation and validation on a representative dataset are crucial to 
ensuring that the compressed model maintains acceptable performance.

Here are some situations and considerations for using gradient quantization and 
compression:​

•	 CPU versus GPU
	 This gradient compression works best when multi-node (single- or multi-

GPU) distributed training is used. Compared to the enormous compute den-
sity per compute node on a GPU, training on a CPU would provide a lower 
compute density per compute node. As a result, during training, CPU-based 
nodes need less communication bandwidth than GPU-based nodes. As a 
result, CPU-based nodes receive less advantage from gradient compression 
than GPU-based nodes do.

•	 Latency in the network
	 When employing network-connected nodes for dispersed training, gradient 

compression offers advantages. The size of the model and the network delay 

TABLE 10.3  Gradient Quantization Algorithm

# Training loop with gradient quantization
def train_with_quantization(model, criterion, optimizer, data_loader, num_epochs, 
quantization_bits):

for epoch in range(num_epochs):
# Gradient quantization
for param in model.parameters():
if param​.gr​ad is not None:
param​.grad​.d​ata = torch​.rou​nd(param​.grad​.d​ata / (2 ** (quantization_bits - 1))) * (2 ** 
(quantization_bits - 1))

optimizer​.st​ep()
# Example usage
# Assuming you have a DataLoader named ‘train_loader’ and other necessary 
configurations

train_with_quantization(model, criterion, optimizer, train_loader, num_epochs=5, 
quantization_bits=8)

http://www.param.grad
http://www.param.grad.data
http://www.torch.round
http://www.param.grad.data
http://www.optimizer.step
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between nodes can both lead to poor performance; in these cases, gradi-
ent compression might speed up things. If network communication has low 
latency, gradient compression might not be something you want to use.

TABLE 10.4  Gradient Quantization Algorithms and Their Benefits

ALGORITHMS DESCRIPTION BENEFITS

Stochastic 
quantization

Stochastic quantization introduces 
controlled randomness during the 
quantization process. Instead of 
deterministically rounding the gradients 
to the nearest quantization level, 
stochastic quantization randomly rounds 
them based on a probability distribution.

The stochastic element 
can add noise, which 
may have a 
regularization effect and 
help the model 
generalize better.

Uniform 
quantization

In uniform quantization, the entire range 
of gradients is divided into quantization 
levels, and each gradient is quantized to 
the nearest level. This is a deterministic 
process, and the quantization levels are 
evenly spaced.

Simple and easy to 
implement, providing a 
straightforward 
reduction in precision.

Power of two 
quantization

Power of two quantization rounds 
gradients to the nearest power of two. 
This can be achieved by manipulating 
the exponent of the floating-point 
representation.

Decreases the number of 
unique values that need 
to be transmitted, 
leading to efficient 
compression

Ternary 
quantization

In ternary quantization, gradients are 
quantized to one of three values: -1, 0, 
or 1. Values close to zero are rounded to 
zero, reducing the precision.

Highly compressive, 
reducing the amount of 
information that needs 
to be communicated.

Quantization 
aware 
training (QAT)

Instead of applying quantization after 
training, QAT incorporates quantization 
during the training process. This involves 
quantizing gradients during

Allows the model to 
adapt to the reduced 
precision during 
training, potentially 
mitigating the impact 
on performance.

Adaptive 
quantization

Adaptive quantization adjusts the 
precision of the quantization dynamically 
based on the gradient values. Gradients 
with larger magnitudes may be 
quantized with higher precision, while 
smaller gradients may be quantized with 
lower precision.

Adapts to the varying 
importance of 
gradients, potentially 
improving compression 
efficiency.

Incremental 
quantization

Incremental quantization involves 
gradually reducing the precision of 
gradients over the course of training. 
This can be done by progressively 
decreasing the number of bits used for 
quantization.

Allows for a smooth 
transition to lower 
precision, potentially 
mitigating the impact 
on model performance.
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•	 Model dimensions
	 Weight synchronization is a requirement of distributed training after every 

batch. Since larger models require more communication during training, gra-
dient compression will have a greater positive impact on these models. When 
using gradient compression for distributed training, the OpenMP API is used 
to parallelize the quantization and dequantization processes on the CPU.

10.5  ADAPTIVE LEARNING AND RESOURCE 
ALLOCATION IN DISTRIBUTED SYSTEMS

The process of using data-driven education to modify and customize learning experi-
ences to each student’s unique requirements is known as adaptive learning. One can 
foresee potential defects or system breakdowns by using adaptive learning. The system 
can take proactive measures to mitigate or prevent issues, ensuring high availability and 
reliability, by using lessons learned from past incidents (Figure 10.2).

The resource allocation process consists of these six fundamental components.

TABLE 10.5  When to Use the Compression Algorithms

ALGORITHM WHEN TO USE

Limited 
communication 
bandwidth

In scenarios where the communication bandwidth between 
devices is limited (e.g., in distributed training across GPUs or 
over a network), gradient quantization and compression can 
significantly reduce the amount of data transmitted and speed 
up the training process.

Large model size For larger scale models with a substantial number of limits, the 
communication cost can become a bottleneck. 

Distributed training Gradient quantization and compression are particularly relevant 
in distributed training setups where the model is trained 
across multiple devices or nodes. Examples include training on 
a cluster of GPUs, across different servers, or in federated 
learning scenarios

Communication cost 
dominant

When the training time is dominated by the cost of 
transmission rather than computation, compression methods 
become essential for accelerating convergence.

Communication 
frequency

If the frequency of communication between devices is high, 
such as in synchronous training setups, the benefits of 
gradient compression become more pronounced.

Tolerance to reduced 
precision

When there is a tolerance for decreased gradient update 
precision in both the optimization problem and the model. 
While some models may need more thought, others may be 
more resilient to gradients with less accuracy.
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	 1.	Set objectives and goals. The purpose of the mission, vision, and general 
agency goals helps decision-making. The long range transportation plans 
(LRTP) and/or transportation asset management plans (TAMP) of an orga-
nization may have goals and objectives. The method of allocating resources 
ought to facilitate the accomplishment of these.

	 2.	Ascertain the limitations. Decide which resources need to be distributed 
and under what restrictions. Usually, this refers to limitations on the amount 
of money that is available, but it can also refer to limitations on personnel, 
contractor capability, equipment, supplies, or other resources. Additionally, 
there could be other restrictions that are pertinent to the process, includ-
ing limitations on how precisely particular resources can be used or restric-
tions on allocating monies among various regions or locations in an equitable 
manner.

	 3.	Calculate your foals. Convert aims and objectives into precise standards to 
back up distribution choices. Whenever possible, establish performance met-
rics that indicate the degree of accomplishment. Set target values for impor-
tant metrics and determine a desired service level.

	 4.	Distribute resources. Allocate funds and additional resources to the various 
program categories or job kinds. The distribution of resources among vari-
ous categories or types of labor is specified by the allocation. The specifics of 
the resources being distributed, the assets being examined, and the kinds of 
investments being considered will determine how this process is carried out.

	 5.	Project performance. Assuming the allocated resources and priorities are 
known, forecast future performance and contrast it with pre-established 
goals. This might lead to changes being made to the limitations, objectives, 
or results of other previously mentioned steps. Use the life cycle analysis 
techniques to forecast future asset conditions, to the degree that targets have 
been specified for asset conditions.

FIGURE 10.2  Architecture of an adaptive learning system
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	 6.	Complete plans and allocation. After allocation is finished, explain to stake-
holders the resultant objectives, predictions, and investment priorities by 
documenting them. After the official procedure is over, more work may be 
needed, such as creating maintenance schedules based on the list of autho-
rized projects.

10.5.1 � Consideration of Risk in Resource Allocation

Decision-makers in the transportation sector must deal with ambiguity. There is always 
a degree of uncertainty when allocating resources. Elements that face uncertainty 
include information on the state and performance of assets, projected funding levels 
and expenses, the performance of a transportation system and particular assets, and 
potential external events or other circumstances that would necessitate reallocating 
resources. This unpredictability makes it more difficult to plan for the future and makes 
agencies more adaptable in order to deal with unforeseen circumstances and changing 
circumstances.

The transportation sector, along with other industries, has made noteworthy strides 
in the development of better methods for handling uncertainty in order to reduce 
adverse effects and maximize favorable ones in recent times. Depending on the sec-
tor and application, the word “risk” can have quite varied meanings. For example, the 
danger of suffering a big financial loss and the unpredictability of financial returns are 
the two main concerns of a financial analyst. On the other hand, risk management in 
the nuclear power sector is centered on reducing the likelihood that a nuclear site might 
sustain catastrophic damage. According to the ISO definition, risk is described in this 
book as the “effect of uncertainty on objectives”. This concept recognizes the potential 
for both positive and negative effects of uncertainty and encompasses the entire spec-
trum of applications of risk management.

10.6  CONCLUSION

In this chapter, we summarize the groups of optimization techniques for federated 
learning that deal with the client drift issue. Future directions for client drift in feder-
ated learning may look like this averaging across the ensuing gradients, resulting in 
an increasingly unbiased estimate of the best update direct. An overview of the issues 
and driving forces around model optimization strategies for federated learning is given 
in this review, along with an analysis of the most advanced techniques and algorithms 
that aim to address these issues. This chapter outlines federated averaging and model 
aggregation in machine learning, gradient descent algorithms, and resource allocation 
in federated learning.
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