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Computer Highlights Society Magazines

The IEEE Computer Society's lineup of 11 peer-reviewed
technical magazines covers cutting-edge topics rang-
ing from software design and computer graphics to Inter-
net computing and security, from scientific applications
and machine intelligence to visualization and microchip
design. Here are highlights from recent issues.

t-
c SC'ENCEEJ 'NEE!’N g
Predicting Links in Knowledge Graphs With the
Canonical Correlation Analysis and Fusing Tensor
Model

Relation prediction in knowledge graphs is critical for
uncovering missing links between entities. Previous mod-
els mostly focused on learning the distance of entities and
relation within each triplet. However, they relied heav-
ily on linear metric learning-based methods to evaluate
the connections between them, which ignore high-level
complex interactions. To address these problems, the
authors of this October-December 2024 Computing in Sci-
ence & Engineering article introduce a canonical correla-
tion analysis and fusing tensor model (CAFT) for relation
prediction.

Annals

of the History of Computing

Developing and Using CAD/CAM/CAE Systems

in Boeing

Application programs to improve the quality and perfor-
mance of its aerospace products are a critical part of Boe-
ing’s computing environment. This article, featured in the
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October-December 2024 issue of IEEE Annals of the History
of Computing, focuses on how the company developed its own
modeling, manufacturing, and engineering programs and
built custom software to address shortcomings in commer-
cial, off-the-shelf systems. It also details Boeing's attempt to
produce its own computer-aided design system.

ComputerGraphics

Enhancing Virtual Reality Training Through
Artificial Intelligence: A Case Study

In this November/December 2024 IEEE Computer Graphics and
Applications article, the authors propose an architecture that
aims to facilitate the integration of artificial intelligence (Al)
assistance into virtual reality training environments to improve
user engagement and reduce authoring effort. The proposed
architecture was tested in a study that compared a virtual train-
ing session with and without a digital assistant powered by Al.

Iitelligent Systems

Regulated Federated Learning Against the Effects
of Heterogeneity and Client Attacks

Federated learning (FL) can complete a learning task with-
out compromising user privacy. However, the FL. mecha-
nism, where clients train models using personal data locally
and exchange model updates instead of raw data, gives rise
to new challenges. The problems caused by data heteroge-
neity and malicious client behaviors are universal in prac-
tical applications. The authors of this November/December
2024 IEEE Intelligent Systems article propose a regulated FL
thatintroduces a generator and uses weighted aggregations
to regulate client model training and complete federated
aggregation.

0018-9162 ©2025 IEEE. All rights reserved, including rights for text and
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Internet Computing

Al Design: A Responsible Artificial Intelligence
Framework for Prefilling Impact Assessment
Reports

Impact assessment reports for high-risk artificial intelligence
(AI) systems will be legally required but challenging to com-
plete, especially for smaller companies. That is because the cur-
rent process is complex, costly, and relies on guidebooks with
limited assistance. The authors of this article from the Sep-
tember/October 2024 issue of Internet Computing propose Al
Design, a semiautomatic framework for prefilling these reports.

AMD XDNA NPU in Ryzen Al Processors

The authors of this article featured in the November/December
2024 issue of IEEE Micro discuss the AMD Ryzen 7040 series,
the first x86 processor with an integrated neural processing
unit (NPU). The artificial intelligence (Al)-optimized capabili-
ties of the Ryzen 7040 NPU enable new Al experiences that are
not possible without XDNA, making it a fundamental compo-
nent in today’s Ryzen-Al-powered devices and setting the foun-
dation for an exciting roadmap toward future Al capabilities in
mobile PCs.

MulliMedia

Multimodal Agents: From Vision to Reality

This October-December 2024 IEEE MultiMedia article explores
the evolution of multimodal agents, highlighting their abil-
ity to transcend the limitations of single-modality systems
and deliver results based on a comprehensive, context-aware
understanding of their environment.

ervasive

COoOMIPUTING

The Future of Consumer Edge-Al Computing

In the last decade, deep learning has rapidly infiltrated
the consumer end, due to hardware acceleration across
devices. The authors of the July-September 2024 issue
of IEEE Pervasive Computing introduce a novel paradigm

centered around EdgeAI-Hub devices, designed to reorga-
nize and optimize compute resources and data access at
the consumer edge.

(LEHTTIAE: PRIVACY

Android Permissions: Evolution, Attacks,

and Best Practices

Inthisarticle, featured in the November/December 2024 issue
of IEEE Security & Privacy, the authors study the evolution of
Android permissions. They describe the rationale behind
key changes in Android’s permission model and disclose two
permission-related security vulnerabilities they discovered.
Finally, they provide developers actionable insights to proac-
tively address permission-related security and privacy risks
during development.

Software

Toward an Open Source MLOps Architecture

The authors of this article from the January/February 2025
issue of IEEE Software present a Kubernetes-based, open
source MLOps framework to streamline the lifecycle man-
agement of machine learning models in production envi-
ronments. They compare state-of-the-art MLOps tools
and frameworks, demonstrating that their features meet
the same features as proprietary options, such as Amazon
SageMaker.

[LiProfessional

MetaDigiHuman: Haptic Interfaces for

Digital Humans in the Metaverse

Astechnology continues to advance, the demand for sophisti-
cated and immersive interfaces to interact with the metaverse
has become increasingly crucial. This November/December
2024 IT Professional article introduces the concept of Met-
aDigiHuman, a groundbreaking framework that combines
blended digital humans and haptic interfaces. By harnessing
cutting-edge technologies, MetaDigiHuman enables seam-
less and immersive interaction within the metaverse.
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50 & 25

YEARS AGO

ERICH NEUHOLD®
& University of Vienna
® crich.neuhold@univie.ac.at

APRIL 1975
https://www.computer.org/csdl/magazine/co/1975/04

Guest Editor: Design Automation; Herbert M. Wall
(p. 19): “The set of design tools and practices collectively
known as ‘design automation’ had its origin twenty years
ago. ... But by far the widest application of design automa-
tion is in the noncreative, “cookbook” type clerical tasks of
design recording, checking, data reformatting, and informa-
tion transfer. ... There has been a long standing interest in
applying the formality of design automation procedures to
the business of software generation.” [Editor’s note: The papers
below come from the 11th Design Automation Workshop.]

The IPAD System: A Future Management/Engineering/
Design Environment; Carlos A. Garrocq et al. (p. 23): “The
design of a new aerospace vehicle is a complex, long-term
process.” (p. 24) “The overall goal of IPAD (Editor’s note: Inte-
grated Programs for Aerospace Vehicle Design) is the automa-
tion of appropriate sections of the design process to shorten
design time, reduce cost, and improve the ultimate product.”
(p. 26) “The total automated capability of the engineering /sci-
ence community is resident in a library of automated opera-
tional modules. ... This bank stores all historical, statistical,
and other data that has been accumulated from previous
studies and is a vital part of the experience of a design team.”
[Editor’s note: A detailed description of both a method and an
implementation of a system for the design of aerospace vehicles
that also includes a cost saving analysis.]

Automated Inspection of Electronic Assemblies; Charles
A. Harlow et al. (p. 36): “Such advances in production greatly
complicate the inspection of these devices by humans.” (p. 37)
“This paper describes some requirements for an automated
inspection system for electronic assemblies and discusses in
detail the system’s components. This system will be referred

Digital Object Identifier 10.1109/MC.2025.3527406
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to as AVIS (Automated Visual Inspection System).” (p. 38)
“The image scanner and the digital processor replace the
human inspectors in an ordinary production-line inspection
system.” [Editor’s note: The article then continues to describe in
detail the mechanical and computer hardware aspects of their
solution. In my mind, the article falls short in describing and ana-
lyzing the processes that lead to the actual detection of assembly
mistakes in, for example, computer boards.]

Computer-Aided Ship Design at MarAd (Editor’s note:
Marine Administration); Alan H. Woodyard (p. 46): “Figure I
illustrates the spiraling nature of the design verification from
basic requirements to final design of the ship and indicates
the sequential nature of the calculations.” (p. 46) “Whereas a
series of batch programs is computationally satisfactory, input
preparation problems arise, both real (documentation inad-
equate, control cards confusing) and psychological. ... The
input files are stored on the timesharing system and sent to
the batch system along with a control card file for execution
by the user-selected batch program.” [Editor’s note: A detailed
description follows, but it’s interesting to note that some aspects
of the system read rather “old” even taking the 1975 state of the
art into account.]

APRIL 2000
https://www.computer.org/csdl/magazine/co/2000/04

Denial-of-Service Attacks Rip the Internet; Lee Gar-
ber (p. 12): “The attacks, which observers say cost victims
millions of dollars, sent shock waves through the indus-
try because they crippled some of the world’s premier
ecommerce sites. ... On Monday, 7 February, the first of
the high-profile DDoS attacks hit Yahoo, the most pop-
ular site on the Web.” (p.13) “Denial-of-service attacks
have been around for years. The attacks have used several
techniques to crash, hang up, or overwhelm servers with
malformed packets or large volumes of traffic.” (p. 17) “IP
version 6 also offers authentication, so as more network
equipment vendors support the protocol, users will have

PUBLISHED BY THE IEEE COMPUTER SOCIETY APRIL 2025 7
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more protection against DDoS attacks.” [Editor’s note: The  we know the danger today is as large if not larger than 25 years
article not only discusses distributed denial-of-service (DDoS) ago. Especially as many governments seem to be developing
attacks but also zombies, trojans, and other viruses and offers  and using more and more advanced techniques in the ongoing
some suggestions on how to protect against them. Of course,as  cyber war.]

COMPUTING THROUGH TIME &

d A _ars Fatasilard’s

INTELLTISENT SEQURITY BEFORE SOoMPUTERS: &N 13 APRIL 1858T; DURBING A
DEMONSTRATION OF A NEW INTELLISENT SECURITY SYSTEM, A TRAIN BIDING ON
A RAILRLAD IN PITTSBLUESH, PA, USA, AVLIDED A COLLIBIPN WITH A HORSE
CARRIASE By USING TS NEW BRAKING SYSTEM.

FERFESTLYL

SECRGE WESTINGHOUSE THVENTED THE AIR BRAKE IN 185 IH PITTSSURSH,
PA, USA. HIS SYSTEM USED cOMPREESSED ATRE TO STMULTAMESUSLY APPLY
BRAKES ACROSS ALL TRAIM CARS, SIGMNIFICANTLY IMPREOVING SAFETY AND
EFFICIENCY. BEFORE THIS INVENTION, TRAINS RELIED OH HAND-OPERATED
BEAKES, WHICH WEREE DANSEROUSLY UNEELIABLE, ESPECIALLY OM LONS
TRAINS AND IM EMERGENCIES. INITIALLY, THE RATILEOAD TNDUSTEY WAS
SKEPTILAL OF THIS NEW TESCHNSLOGY, BUT AFTER SUSCESSFUL
DEMONSTEATIONS AND PEOVEN RELIABILITY, THE AIE BEAKE BECAME
STANDAED aMD EEVOLUTIONIZED TEATIN SAFETY WOELDWIDE.
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News Briefs; Ed: Anne C. Lear (p. 18ff): UCITA:
Misguided or Misunderstood?: “The Uniform Computer
Information Transactions Act, now under consideration by
individual states, specifies the rights of software vendors
and buyers.” [Editor’s note: The short, interesting article ana-
lyzes the pros and cons of the proposal but, as we now know, it was
never broadly established and enforced.] “What’s Next for the
Next-Generation Net? Next-Generation Internet, Internet2,
and many other projects around the world are developing
new technologies and capabilities that will soon begin to be
deployed broadly across the Internet.” [Editor’s note: Founded
around that time the nonprofit organization Internet2 is still
around, has many members and is still developing advanced con-
cepts for the Internet.]

Leveraging Inconsistency in Software Development;
Bashar Nuseibeh et al. (p. 24): “Maintaining consistency at
all times is counterproductive. In many cases, it may be desir-
able to tolerate or even encourage inconsistency to facilitate
distributed teamwork and prevent premature commitment to
design decisions.” (p. 25) “At this point, you would choose from
among several different inconsistency-handling strategies,
including resolving the inconsistency immediately, ignoring
it completely, or tolerating it for a while.” [Editor’s note: This
interesting article investigates different types of inconsistencies,
how to detect them and how to handle them. This includes even the
psychology of denials by different parts of the teams.]

GUEST EDITORS: Configurable Computing: Technol-
ogy and Applications; Ranga R. Vemuri et al. (p. 39):
“The reconfigurable data path came in response to a call for
more parallelism and higher performance in the now larger
ICs. Reconfigurable data paths have coarser-grained recon-
figurable units than their fine-grained FPGA [Editor’s note:
field-programmable gate array] predecessors; they can accom-
modate reconfigurable nibble, byte, or wider arithmetic logic
units (ALUs).” (p. 40) “This special issue continues with five
articles representing these historical and emerging trends.
— First, André DeHon surveys the state of the art in FPGA
based custom-computing machines. He then delves into
their computational-density advantage and explains how to
exploit this advantage. — In the next article, Simon Haynes
and his colleagues describe Sonic. This flexible, scalable
FPGA-based custom architecture handles real-time video
image-processing applications such as fractal image gen-
eration, filtering, and transformation. — Recently, some
researchers have proposed using configurable computers to
solve combinatorial search problems. Configurable comput-
ers’ high degree of concurrency makes efficient implemen-
tation of parallel algorithms possible. For example, the short
article by Marco Platzner introduces a custom configurable
architecture for solving the Boolean satisfiability problem.
Although solution speedups of three to five orders of mag-
nitude are not uncommon, this technique is still emerging.

— The article by Tim Callahan and his colleagues introduces
the Garp architecture and describes techniques for compil-
ing standard C programs onto it. Garp includes a reconfigu-
rable array coprocessor attached to a main MIPS processor.
The Garp C compiler uses various techniques to identify
and accelerate computationally intense kernels in a C pro-
gram using the reconfigurable array. The architecture, along
with these associated techniques, exploits inherent applica-
tion-level, instruction-level parallelism, making it suitable
for accelerating many applications. — In the last article of
this special issue, Seth Goldstein and his colleagues describe
PipeRench, an architecture that provides a scalable, configu-
rable pipeline structure to accelerate stream-based computa-
tions. PipeRench allows graceful degradation of performance
with application size. [Editor’s note: As these five summaries
already identify very well the main issues discussed in the quite
detailed articles, I will refrain from extensively summarizing them
again and will only add my own comments. Not surprisingly, in
most of these featured articles the investigated applications allow
for a high degree of parallelization.]

The Density Advantage of Configurable Computing;
André DeHon (p. 47): “The array computes the applica-
tion’s performance-limiting portions (10 percent of the code,
90 percent of the computations) with high parallelism on
densely packed spatial operators. The processor packs the
computation’s noncritical portions (90 percent of the code, 10
percent of the computation) into minimum space.” [Editor’s
note: Reading this article, one wonders why FPGAs have not taken
over more of the world as has happened. Established market pres-
sure has been cited.]

Video Image Processing with the Sonic Architecture;
Simon D. Haynes et al. (p. 51): “As Figure 1 shows, the design
consists of plug-in processing elements (PIPEs) connected
by the PIPE bus and PIPEflow buses. It also enables design
reuse and supports the software plug-in methodology.” [Edi-
tor’s note: As the authors themselves state, the design is oriented
towards video and image processing and is limited by the perfor-
mance of the components available 25 years ago.]

Reconfigurable Accelerators for Combinatorial Problems;
Marco Platzner (p. 58): “Tailoring hardware to a specific algo-
rithm and a specific set of input data can boost execution
several fold. One hardware circuit that solves Boolean satis-
fiability improved execution time by a factor of 140,000 over
state-of-the- art software solvers.” (p. 59) “A practical acceler-
ation engine will have to combine an instance-specific accel-
erator with software SAT solvers.” [Editor’s note: The article
investigates only partially the switchover between software and
hardware that is needed to get the claimed acceleration.]

The Garp Architecture and C Compiler; Timothy J. Cal-
lahan et al. (p. 62): “Garp combines a single-issue MIPS
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processor core with reconfigurable hardware to be used as an
accelerator. We designed both the reconfigurable hardware
and the interfaces among the system components, tailor-
ing them for general-purpose computing.” [Editor’s note: The
authors confess in this article that in production systems hand-
coded libraries will have to be used together with the Garp archi-
tecture. Of course, with today's huge software libraries that is now
a common programming technique.]

PipeRench: A Reconfigurable Architecture and Com-
piler; Seth Copen Goldstein et al. (p. 70): “PipeRench is a
reconfigurable fabric—an interconnected network of con-
figurable logic and storage elements.” (p. 76) “Compilation
has two components: generating optimized multipliers and
generating the rest of the pipeline.” [Editor’s note: The article
describes in detail those two aspects of the compilation but again
concentrates on stream-based applications.]

Communications: Recent Advances in Wired Network-
ing; Upkar Varshney (p. 107): “This column — the inaugu-
ral installation of Computer's Communications department—
looks into the latest advances in wired networking. ... lot
of research on using the enormous bandwidth of fiber has
shifted to other frontiers, such as wavelength division mul-
tiplexing (WDM) and Solitons.” [Editor’s note: Here we see that
25 years ago there were still issues when developing technology
and protocols for multiple 100-Gigabit networks that are more or
less standard today. However, recently 400 Terabits was achieved
by a Japanese research lab.]

Using Technology and Innovation to Simulate Daily Life;
Michael Macedonia (p. 110): “I knew something was up
when I saw my daughter shouting at our computer, scolding
one of her Sims—a simulated male who kept making mess
of his house. ... Thus, the primary skill you need to play the
game is the ability to plan and queue instructions for your
Sims.” (p. 111) “Despite all its technical bells and whistles,
The Sims’ ultimate beauty lies in its ability to immerse you in
the Sim world and captivate you with each Sim’s autonomy.”
[Editor’s note: Despite the enthusiasm conveyed in this article, the
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Sims World never became a public rage, but, in my mind unfortu-
nately, it became essential in today’s military simulations of strat-
egies, tactics, and even guiding executions.]

XML: An Interview with Peter Flynn; Ed: Charles Sev-
erance (p. 113): “As such, XML is becoming an important
tool in application integration. Peter Flynn was a key voice
in developing the standard and remains an active observer of
how XML is finding its place in the world. ... If business can
actually agree on what constitutes an invoice order, we might
actually see some real XML-enabled e-commerce.” [Editor’s
note: This interesting article is mostly concerned with the need for
universal standardization of application style sheets. Of course,
that never happened, and still XML and its variants are practi-
cally behind every page on the Web.]

Software Technologies: Fundamental Ideas and Change;
Michael Lutz; (p. 115): “Welcome to the first installment of
the new Software Technologies department. ... I'll give you
some essential information and I'll present you with tech-
nologies that you otherwise might have missed. In Soft-
ware Technologies, we will explore everything from the
mainstream to the marginal.” [Editor’s note: I am eager to
see and extract for my readers the interesting issues that may
be described.]

When Atoms and Bits Collide: Detroit Goes Digital; Ted
Lewis (p. 120): “Can old-economy manufacturing compa-
nies benefit from the Web? If so, how might they be differ-
ent in 10 years? In general, how might the new economy
transform traditional manufacturing businesses? ... Create
business-to-business auctions and procurement systems on
the Web and reduce the average order-processing cost from
$100 to $10. ... To be competitive in the atoms business, man-
ufacturers must assemble atoms without owning them.”
[Editor’s note: In essence, this article argues for an Internet-based
integrated supply chain and for outsourcing of all “atom” compo-
nents but also for franchising manufacturing and services. Much
of this has actually happened but not necessarily for the benefit of
the customers.]
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This message considers the energy needs of
data centers and rumors of big tech looking to
acquire energy providers to satisfy their needs.

e continually hear about the energy needs

of data centers, and we've heard rumors of

big tech looking to acquire energy provid-

ers to “feed their needs.” So, we thought it
would be interesting to look at the numbers. Here’s what
we uncovered.

Therising adoption of generative artificial intelligence
(AI) that began in 2022 is driving the demand for more
data centers. Meta's electricity consumption grew by 33%
in 2023, reaching more than 15 terawatt-hours (TWh),
nearly tripling its power usage since 2019.! Generative Al
demands immense power for both development and op-
eration, prompting a race to secure future energy capac-
ity.2 Newmark's report projected that data center energy
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consumption will more than double
by 2030 compared to 2022.3 Accord-
ing to a Lawrence Berkeley National
Laboratory analysis, data centers are
projected to consume up to 12% of
U.S. electricity by 2028, totaling 132
gigawatts (GW) annually, tripling
their 2023 consumption levels.* In
short, tech giants are significantly
invested in energy infrastructure
and server farms.% In 2024, Amazon
Web Services, Google, and Microsoft collectively invested
USS$180 billion in expanding their data centers.>

Let’s briefly look at big tech’s eye toward nuclear, sus-
tainable, and renewable energy.

NUCLEAR

Big tech firms, including Microsoft, Google, and Amazon,
are proactively investing in their own energy sources.
A key trend in meeting energy demands is the growing
investment in nuclear power, with an emphasis on part-
nerships with existing facilities and the development
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this article. The opinions expressed here are their own.
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TABLE 1. Big tech’s nuclear power investments.

Energy consumption Nuclear power investment

2024: Amazon announced a plan to invest US$500 million in nuclear
energy projects in Washington State, Pennsylvania, and Virginia.'®

2024: Google signed a deal with Kairos Power to purchase nuclear energy,

Amazon Does not release energy
consumption figures®

Google 2.9TWhin2011,12.8 TWhin
2019, 25.9 TWhin 2023

Meta 5.1TWhin2019to15.3 TWH in
2023'

Microsoft 11.2TWHin 2020t018.6 TWH in
202213

grid by 2035.'?

marking the first such corporate agreement. Kairos Power plans to
operate its first reactor within six years, contributing 500 MW to the U.S.

Dec 2024: Meta was seeking nuclear power proposals to meet its Aland
sustainability goals. The company plans to add 1-4 GW of nuclear capacity
inthe U.S. starting in the early 2030s.8

2024: Microsoft secured a 20-year agreement to purchase energy from
the Three Mile Island nuclear plant, which was closed in 2019. The plant
is scheduled to reopen by 2028 following a US$1.6 billion investment for
upgrades and permits. The energy from the plant will support Microsoft's
data centers, crucial for its Aland cloud computing operations.’4

of small modular reactors to provide
sustainable and scalable energy solu-
tions® (Table 1). Nuclear energy offers
aclean and sustainable power solution
that reduces harmful emissions, occu-
pies less land, and produces minimal

goals by purchasing energy from wind
and solar farms. Meta has funded solar
projects in Denmark and Norway.!® In
2018, Meta entered a 15-year PPA for the
entire 294-MW output of a wind farm
cluster in Norway.!® Meta has also en-

Generative Al demands immense power for both
development and operation, prompting a race to
secure future energy capacity.

waste, making it a viable option for
tech companies aiming to meet sus-
tainability targets.’

Microsoft has committed to pur-
chasing all electricity from the decom-
missioned Three Mile Island nuclear
power plant, slated to reopen by 2028.
This move secures a stable and emis-
sions-free energy supply for Micro-
soft’s data centers, addressing both the
power-intensive requirements of Al
operations and sustainability objec-
tives.6 (A typical U.S. nuclear plant has
a capacity of approximately 1 GW.8)

SUSTAINABLE AND
RENEWABLE

Tech companies are increasingly secur-
ing renewable power purchase agree-
ments (PPAs) to meet their sustainability
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tered a PPA with Longroad Energy to
secure 300 MW of solar energy for its
Texas data center. The energy will be
sourced from Longroad’s “1000 Mile”
solar project in Yoakum County, TX,
USA, which has a capacity of 300 MWac
(400 MWdc).17

From 2010 to 2021, Google secured
more than 7 GW of renewable energy
through various purchase agreements
(https://sustainability.google/progress/
energy/). In 2017, Google acquired 160
MW of wind power in Norway.!® In
early 2024, Google announced that it
would add more than 700 MW of clean
energy capacity, primarily from two
new offshore wind farms in The Neth-
erlands. This is expected to contribute
to achieving 90% clean energy for its
Dutch data centers in 2024.

n closing, we've offered a glimpse

of budding relationships between

big energy and big tech. And since
“energy-thirsty” AI has huge na-
tional security ramifications, with
nation-states competing to dominate
“everything Al,” cooperation between
big energy with big tech is something
to keep an eye on [since the winner(s)
will likely need unlimited energy].
And for a more in-depth discussion of
this topic, see C. Bash et al.18
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Secure and intelligent systems are those that not only
employ methods and technologies such as machine
learning, informatics, and artificial intelligence (Al) in decision

making but also incorporate robust security measures to

protect sensitive data and prevent unauthorized access or
adversarial attacks. In essence, a secure and intelligent system
combines security and intelligence to function efficiently and

effectively while increasing reliability and mitigating risks.

n this issue, we are very pleased
to include four articles presenting
innovative and timely contributions
to secure and intelligent computing.

ABOUT THIS ISSUE

Kuhn et al.*! present an insightful
method for measuring and visualiz-
ing the relative strength of a dataset
in machine learning. The authors use

a combinatorial method to effectively
measure the convergence of interac-
tions between features, an essential
considerationinjudging dataadequacy
for training, validation, and testing.
Next, Gavrilova®? provides a com-
prehensive overview of information
fusion in the context of innovations
in biomimetic multimodal systems.
These include unimodal/multimodal

APPENDIX: RELATED ARTICLES

system design, deep learning archi-
tectures, new behavioral traits based
on online social media analytics, and
paying attention to the user's data
security and privacy.

Then, Nakao et al.** provide a thor-
ough analysis of the escalating complex-
ity and sophistication of cyberattacks
within Internet of Things (IoT) environ-
ments. It covers detailed case studies

Al. D.R. Kuhn, M S Raunak, and R. N. Kacker, “Measuring and visualizing dataset coverage for machine
learning,” Computer, vol. 58, no. 4, pp. 18-26, Apr. 2025, doi: 10.1109/MC.2025.3527374.

A2. M. L. Gavrilova, “Information fusion: A decade of innovations in biometric multimodal research,”
Computer, vol. 58, no. &4, pp. 27-36, Apr. 2025, doi: 10.1109/MC.2025.35261 35.

A3. K. Nakao, D. Inoue, and K. Yoshioka, “Unveiling loT threats: A case study on darknet and honeypot
analysis,” Computer, vol. 58, no. &, pp. 37-45, Apr. 2025, doi: 10.1109/MC.2025.3531364.

AL4. E.Owusu, M. Mapkar, M. Rahouti, and D. C. Verma, “Robust Intrusion detection with combinatorial fusion
and generative artificial intelligence,” Computer, vol. 58, no. &4, pp. 46-57, Apr. 2025, doi: 10.1109/

MC.2024.3524302.
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that highlight the vulnerabilities of IoT
devices, advanced threat detection, and

ABOUT TH E AUTHORS an analysis of IoT malware, all through

the lens of darknet observation and
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at hsu@fordham.edu. combines combinatorial fusion anal-
ysis with generative Al to enhance
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I Measuring and Visualizing =
" Dataset Coverage for
Machine Learning

D. Richard Kuhn®, M S Raunak®, and Raghu N. Kacker®, National Institute of Standards and Technology

18

Measuring and visualizing the relative strength of
datasets in machine learning can be highly useful.
Combinatorial methods effectively measure coverage of
interactions between features, an essential consideration
in judging data adequacy for training and testing.

hen training a machine learning (ML)
model, we need to ask, do we have
enough training data, and is it represen-
tative of the environment where the ML
model will be used? This decision is akin to software en-
gineers’ selection of a set of values with which to test a
software system, and how many tests are needed. Char-
acterizing the training dataset requires measuring the
data using some metric and against some criteria. These
criteria can also be used to compare relative strengths
or usefulness of two datasets, be it for regular software
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testing or for the purpose of training an ML model. Com-
mon approaches used for designing test suites or choos-
ing training datasets vary from random selection to
using different types of source code-based strategy such
asbranch coverage or stronger structural coverage crite-
ria. In the case of ML modeling, various forms of neuron
coverage are often advocated. Some research, however,
indicates that neuron coverage is not sufficiently effec-
tive in properly characterizing the strength of a training
dataset of an ML model."**> Measures of combinatorial
coverage,’ combinatorial coverage differences,”® and
combination frequency differences’ may be useful as
metrics and measurement techniques in this regard.
These measures have uses in different phases of the ML

U.S. Government work not protected by U.S. Copyright.
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lifecycle, including data gathering,
model development, and eventual sys-
tem monitoring and maintenance.®”
In this article we explain these cover-
age metrics, their measurement mech-
anisms, and how they can be used to
assess the relative strength or weak-
ness of a training or testing dataset.

BASIC COMBINATORIAL
COVERAGE MEASURES

The concepts described here originate
from combinatorial methods'® used in
traditional software testing. Combina-
torial coverage can measure the level of
feature value combinations present in
a dataset. This dataset can represent a
test suite, where each row is a test case
or it can represent a training set for a
supervised ML model that accepts tab-
ular data, where each row is a training
sample. These coverage-related con-
cepts canbeillustrated using the exam-
ple shown in Table 1. It shows a table of
specific values of four binary variables.
Let us consider that each row defines
a set of feature values that represent a
specific sample, that is, instance used
for training an ML model. We then
define the following two terms:

) t-way value combination: A com-
bination of (feature) values
presentinatraining dataset.
For example, (a=0,b=0)is
one two-way value combination,
and (a=1,b=0)isadifferent
two-way value combination for
the same feature combination.
Similarly, (a=1,b=0,c=1)isa
three-way value combination.

) t-way coverage: The proportion
of total C (n, t) x v' t-way value
combinations present in at least
one sample (thatis, row) in the
training dataset. Here, nisthe
number of training features

or variables, t is the number of
interactions within those input
features being covered, and v
represents the number of possi-
ble values a feature can take.

The convention for describing an
array configuration for combinatorial
testing or coverage isv," v,"2..., where
the v are the number of feature values
and n are the number of occurrences
of features that have this number of
values. So, the simple array in Table 1
is a 2% configuration (four features of
two values each) and the example in
Table 2 is a 243'3! configuration.

Example

Table 1 represents a training set with
four binary features: a, b, ¢, and d.
There are C(4, 2) = 6 possible feature
combinations: [{a, b}, {a, ¢}, {a, d}, {b,
ch {b, d}, {c, d}] and C(4, 2) x 2% = 24
possible two-way feature value com-
binations. For notational shorthand,
let us refer to these feature combina-
tions as {ab, ac, ad, bc, bd, and cd}. Nine-
teen of these 24 value combinations
are present in the training dataset,
that is, they are covered. The missing

e
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(a)

combinations are ab = 11, ac = 11, ad = 10,
bc = 01, bc =10. Note that only two, bd
and cd, are covered with all four pos-
sible feature value pairs. So, we have
79% (19/24) for the value combination
coverage metric. For a better under-
standing of this test set, we can com-
pute the configuration coverage for
each of the six feature combinations,
as shown in Figure 1. For this dataset,
one of the combinations (bc) is covered
at the 50% level, three (ab, ac, ad) are
covered at the 75% level, and two (bd,
cd) are covered at the 100% level. And,
as noted previously, for the whole set
of tests, 79% of variable-value config-
urations are covered. Although the

TABLE 1. Example training
dataset with four binary features.

a b c d
0 0 0 0
0 1 1 0
1 0 0 1
0 1 1 1

—_

T
0.8
0.6
Ho
0.4
0.2
o —

0 02 04 06 08 1
Fraction of Parameter Combinations

(b)

FIGURE 1. Graphical representation of two-way input space covering. (a) Table mapped
to graph. (b) The concept of y; and ¢,.
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example in Table 1 uses features with
the same number of values, this is not
essential for the measurement, and
the same approach can be used to com-
pute coverage for datasets in which
features have differing numbers of

values. !

easy to see that the (feature) value com-
binations in Figure 1(a) cover 19/24 =
79% of all possible two-way value com-
binations. Based on the ideas just pre-
sented, we define three measures S, y,,
and ¢,. The measures are illustrated for
two-way covering in Figure 1(b).

THE AREA UNDER THE CURVE
REPRESENTS THE (FEATURE) VALUE
COMBINATIONS COVERED, AND THE

AREA ABOVE THE CURVE REPRESENTS
COMBINATIONS THAT HAVE NOT BEEN
COVERED IN THE TRAINING SET.

To make the data in Figure 2 more
understandable, it will help to produce
a graph whose components are easily
tied to the data. One way to do this is
shown in Figure 2. If the feature value
combinations are listed as columns
and sorted by the level of coverage for
each combination, a graph as seen in
Figure 1(a) results, called a combinato-
rial completeness graph.

The area under the curve rep-
resents the (feature) value combinations
covered, and the area above the curve
represents combinations that have not
been covered in the training set. It is also

Vars | Configurations Coverage
ab | 00,01, 10 0.75
ac | 00,01,10 0.75
ad | 00,01, 11 0.75
bc | 00,11 0.50
bd | 00,01,10, 11 1

cd | 00,01,10, 11 1

FIGURE 2. A test array covering two-way
combinations of a, b, ¢, and d to different
levels.

20 COMPUTER

) S;: Fraction of valid possible
value combinations covered,
thatis, the area under the curve
in a completeness graph, as
shown in Figure 1(b).

? u;: The minimum t-way coverage
present in the training space.

) ¢;: The proportion of t-way
combinations for which all
t-way value combinations are
included.

ML significance

If u, is low, then there is at least one
t-way (feature) value combination
that is not covered well by the train-
ing dataset, so there may be insuffi-
cient evidence that the ML model will
produce the intended output for that
feature value combination. For exam-
ple, a simple autonomous vehicle
dataset might include features with
two possible values each: pavement
(dry, wet) and lighting (light, dark). If
the training includes combinations
(wet, light), (dry, light) and (dry, dark),

but not the other possible pair, then
coverage for the feature pair {pave-
ment, lighting} is 0.75. If this is the low-
est coverage among all feature pairs,
then u, = 0.75 and the Y intercept on
the right side of the coverage graph
would be at 0.75. In this case of u, =
0.75, we would know that we have at
least 75% coverage for all pairs of
features.

The value of S,, area under the
curve, is even more important. The fea-
ture value combinations covered are
represented by the area S, below the
curve [see Figure 1 (b)]. Combinations
that have not been included in any of
the training samples are those above
the curve. In the case of the example,
these are ab =11, ac =11, ad = 10, and
bc = 01, bc = 10. In most cases, there
are two potential explanations for the
missing combinations: 1) the training
set is too small, or 2) there are con-
straints, known or unknown, among
feature values. In the first case, it is
difficult to say with confidence what
will happen if these feature value com-
binations are encountered by the ML
model, raising the possibility of clas-
sification error or unintended output.
Thus, there may be a need to increase
the training set size. However, simply
increasing the training set randomly
will not guarantee inclusion of differ-
ent feature interactions.

The second situation is not uncom-
moninmany supervised ML modeling
scenarios. For example, if the prob-
lem is to identify dog breeds, there
may be some dogs with a height of 8
in and some with a weight of 150 Ib,
but there will be none with the com-
bination (height: 8 in, weight: 150 Ib).
Thus, if we measure the combinato-
rial coverage of the entire dataset, we
would not find 100% coverage of pos-
sible two-way combinations. To help

WWW.COMPUTER.ORG/COMPUTER
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FIGURE 3. Coverage of samples of full dataset, smoke detection.

understand the coverage obtained in
training datasets, we can compute
the combinatorial coverage of present
in the training set as a proportion of
the coverage in the full dataset. An
example is shown in Figure 3, which
shows coverage of a smoke detec-
tion dataset'? that contains 35,746
observations. Even with this large
set, many combinations are not seen,
most likely due to constraints among
the feature values. The full set con-
tains 73.3% of the possible two-way
combinations.

As noted, it is common in ML to
have some value combinations that
do not occur in the real world, or the
environment where the model will be
used. In this case, the best informa-
tion on the possible values of features
is represented by the complete dataset,
so it is important that the sample used
for training match the feature value
combination in the full dataset. From
the graphs and coverage figures, we
can see that the 66% sample includes
72.9% of possible two-way combina-
tions, or 99.5% of the full dataset.

COMBINATORIAL COVERAGE
DIFFERENCE MEASURES

The previous section discussed the
coverage defined by sets of value com-
binations of features, but after these
sets have been computed it may be use-
ful to do comparisons and differences
between sets. For classification prob-
lems, where the goal is to determine
the class (for example, type of animal)
of anitem, we refer to sets being distin-
guished as Class or Non-class sets (see
Figure 4). A Class set is the one where
certain value combinations of features,
inputs, or configuration are present
while in a Non-class set, these value
combinations are absent or rare. Thus,
there are two sets of interest as follows:

C = Set of Combinations in File C; Red Dashed Line
N = Set of Combinations in File N; Blue Solid Line

CIN = Combinations in C Not in N--————

Cn N=Joint = Combinationsin Candin N —

) C,=setoft-way value combina-
tionsin Class file.

) N, =setoft-way value combina-
tions in Nonclass file.

We define a t-way combination c, as
adistinguishing combination for the class
Cifitispresentin classinstances C,and
absent in nonclass instances N, or if it
is more common in C than N as deter-
mined by a threshold value. A threshold
T determines if a particular t-way value
combination ¢, is common in set C; and
rare in set N, and thus distinguishes one
set from the other. That is, combina-
tion x; for a class C is distinguishing iff
occurrences (x,, C;) > T X occurrences
(c; Ny, where occurrences (x, Y) =

FIGURE 4. Class and nonclass file combinations.
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frequency of value combination x in set
of value combinations Y. If occurrences
(i N;) = 0, then the combination x, is
unique to the class file. If T is some mul-
tiple, then the combination is rare in N
and common in C; therefore, it is more
strongly associated with C. The higher
the value of T, the more strongly distin-
guishing combinations are associated
with C. This threshold value is chosen
based on the application.

ML significance

To illustrate these measures and their
potential use, we can consider a small
example. Suppose we have a database
of animals as shown next (a 2%3'4!
configuration), and the task is to de-
termine levels of similarity and differ-
ences. Consider differences between
birds and nonbirds in the database,

using the following attributes: fur: y,
n; eggs:y, n; legs: 2, 4; wings: y, n; size:
s, m, 1; color: b(lack), w(hite), g(ray),
r(ed). What t-way combinations are as-
sociated with these two classes?

Measuring one-way through four-
way combinations, there are five sin-
gle values that are common between
the bird and nonbird classes, or 33.3%
of the total number of single values. To
make this easier to visualize, Figure 5
shows Venn diagrams of the combi-
nations of features in the two classes.
Only three two-way combinations
are common between the two, and
only a single three-way combination
is shared. Because there is little over-
lap between the two classes, even for
two-way combinations, we see imme-
diately that this will be an “easy” prob-
lem for ML.

TABLE 2. Example animal identification task.

fur eggs legs wings size color

dog1 y n 4 n m b
dog2 y n 4 n S w
bat1 y n 2 y S g
bat2 y n 2 y S b
bird1 n y 2 y S r

bird2 n y 2 y m w
bear1 y n 4 n | b
bear2 y n 4 n | w

S8 5 7 21 3 42 35 1 77 29 70
c N C, N, Cs N, Cy Ny

FIGURE 5. Distinguishing combinations for bird identification task.
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SET DIFFERENCE
COMBINATORIAL COVERAGE
The approach described previously
can be refined into a measure of set
difference combinatorial coverage
(SDCC).° Given two sets A and B, the
combinations in A but not in B will be
A, and the SDCC measureis |A\B| /|4],
the proportion of t-way combinations
in AbutnotinB.

ML significance

SDCC has been used to evaluate the
adequacy of training sets in a trans-
fer learning context,’ where a model
is used in a new or changed environ-
ment that differs from the one used in
training. Let us consider two datasets,
asource dataset S, and a target dataset
T. The ML model will be trained with
S and tested on T to see how well the
learning done on the source apply or
transfer to the target. Let us compute
SDCC [T, \S,|/IT,| for some specified
level of t-way combinations. This met-
ric measures the level of value combi-
nations in the target environment for
which the model (derived from source S)
has not been trained. This mea-
sure has been used in explaining an
example where a model trained on a
small dataset retained accuracy when
applied to a dataset nearly twice as
large, but with less diversity in feature
value interactions than the smaller
dataset. The SDCC measure showed
that the small set had few combina-
tions on which it had not been trained.

PER-COMBINATION
COVERAGE

In some scenarios, measuring the per
combination coverage present in a
dataset can be useful. Consider the
toy dataset shown previously. Here,
Figure 6(b) shows all known value
combinations for six features, and

WWW.COMPUTER.ORG/COMPUTER



Figure 6(a) shows two samples used
for testing the model. Figure 7 shows
two-way and three-way coverage of
per-combination view. Each block in
a coverage chart shows the level of
coverage for a specific combination.
Thus, there are 15 blocks in the two-
way coverage chart because there are
C(6,2) =15 two-way combinations, and
similarly 20 blocks for the three-way
combinations. The 15 blocks for two-
wayheatmapshows (readingfromleft
to right, top to bottom) coverage for
(a, b), (a, c), (a, d), (a, e), (a, f), (b, c), ...
(e,f). It can be seen that Figure 7 (left)
contains all two-way value combina-
tions for (a, b), (a, d), (a, f), (b, d), and so
on. Here, the black square represents
complete coverage. Similarly, lower
levels of coverage for other combina-
tionscanbeseeninotherblockssuch
as(a,c), (a,e), (e,f) and so on. Figure 7
(right) shows per combination cover-
age of the C(6,3) = 20 three-way com-
binations for (a, b, ¢), (a, b, d), (a, b, e),

(b)
FIGURE 6. Six-feature test set (a) Test set.
(b) All known observations.

andsoon.Forexample,ablacksquare
indicates complete coverage for
(a, b, d), while (a, b, ¢) has lower
coverage indicated by the lighter
(brown) color.

ML significance

For a real-world example of this visu-
alization approach, see Figure 8, which
shows graphs of two-way and three-way
combinations in a 22-attribute mush-
room identification ML problern.13 The
objective of this task is to identify com-
binations that are strongly or weakly

2-Way Coverage, F1:all
S2=0.69, M2 =0.5

1
"
N | R
. NN |
HE B

associated with edible or poisonous
mushrooms. The left chart shows sum-
mary coverage for C(22,2) = 231 two-
way combinations, and the right chart
shows C(22,3) = 1,540 three-way combi-
nations. If all attribute combinations are
covered to about the same level, then the
matrices in Figure 8 will have similar
colors, with coverage level indicated
by the heatmap color bar on the right.
In an ML context, the attribute or fea-
ture interaction coverage heatmaps
could be used in comparing model
training and test sets, to check that

3-Way Coverage, F1:all
S3=0.65, M3 =0.5 1

-.-. 0.8

-0.2 -0.2
-0 -0
FIGURE 7. Per-combination coverage.
F1 = test-edib.csv  F2 = test-pois.csv
2-Way Coverage, F1:all 3-Way Coverage, F1:all
S2=0.74,M2 =0.33 1 S3=0.69, M3=0.34 1
EEEEEERaN H
0.8 0.8
0.6 0.6
-0.4 0.4
-0.2 -0.2
.'“'====illﬂ-lll-lllnlll=‘ll
-0 -0

FIGURE 8. Summary coverage, two-way and three-way combinations for mushroom

problem.
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distribution of combination coverage
is nearly the same for both sets. Note
that this coverage may vary with spe-
cific attributes or features, and they may

weak spots in a dataset, or confirm
similarity between datasets, especially
for training and testing datasets, for
ML or other applications.

THE OBJECTIVE OF THIS TASK IS TO
IDENTIFY COMBINATIONS THAT ARE
STRONGLY OR WEAKLY ASSOCIATED
WITH EDIBLE OR POISONOUS
MUSHROOMS.

not have the same level of value cover-
age. But if training and test sets both
have similar feature interaction dis-
tribution, then the heatmaps should
be very similar. This approach thus
gives us a quick, visual way to identify

Most Vulnerable PUF:

COMBINATORIAL
FREQUENCY DIFFERENCES
As noted previously, another useful
combinatorial measure is the degree
to which a particular combination is
associated with a class. If a feature

combination is seen in a high propor-
tion in one class but is rare in other
classes, it may help to identify that
class. Informally, we can define this
frequency difference measure as the
difference between occurrence rate
for a combination in one class com-
pared with another.”'* For example,
if a combination of long tail and curly
fur occurs in 0.90 of a particular dog
breed and in 0.15 of another, then the
two-way combinatorial frequency
difference (CFD) is 0.75. We should
note that we use the terms combi-
natorial frequency difference and
combination frequency difference
interchangeably in our publications.
Measuring these differences across
all t-way combinations in a dataset
canbe useful in visualizing ML model
effectiveness, as shown in the follow-
ing example.
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FIGURE 9. Frequency differences for PUFs.
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A physically unclonable func-
tion (PUF) is a circuit implementing
a black box function that produces
a response r for a given challenge
string of bits ¢, that is, r = f(c), with a
response of 0 or 1. PUFs utilize unique
properties of the physical elements
within the hardware such as the
small variation in propagation delays
between identical circuit gates or
small threshold mismatches in tran-
sistor feedback loop due to process
variation. These physical charac-
teristics are very difficult to repro-
duce in the hardware, which is what
makes them physically unclonable
and useful for applications such as
secure storage, detection of hardware
counterfeiting, and so on.

ML significance
ManyauthorshaveshownthatMLmod-
els can be constructed to predict the
output of PUFs for a given input string,
thus “breaking” the PUF by defeating
its authentication function. Vulnera-
bility to breaking through ML attacks
canvary significantly with PUF design,
and a challenge in developing PUFs
is to identify potential weaknesses
before constructing the PUF. Figure 9
is a CFD graph.! It shows differences
in the frequency of response “1” (above
the center line) or “0” (below the cen-
ter line) for two different classes of
PUF. Note that this is the output of the
PUF and not the “y-axis” value of the
graph. The more vulnerable PUF with
an easier-to-predict output will have a
dense set of input value combinations
associated with a particular response
of “0” or “1,” while the least-vulnera-
ble PUF will have weak associations,
barely above the zero centerline. Thus,
the comparative resistance of a PUF
design to an ML attack is immediately
obvious from the graphs.
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e have introduced some

measures and associated

visualizations for evalu-
ating training and testing data used
in ML. Three classes of measures
include combinatorial coverage,
combinatorial coverage differenc-
ing, and combinatorial frequency dif-
ferencing. Primary applications include
the following:

) Training sample evaluation:
Computing t-way combinatorial
coverage (CC) of atraining or
testing sample as a fraction of
coverage of the full dataset (see
Figure 3) provides a view of sam-
ple adequacy.

) Transfer learning: SDCC can help
determine ifa model trained in a
source environment will be ade-
quate in a target environment.®
Model understanding: CFD can
provide an initial idea about how
easy or difficult a model will be
tolearn.

ML explainability: CC, SDCC,

and CFD can work together to
provide insight into what an

ML model haslearned or what
factors or features interactions
have been most influentialin an
ML model.

~

~

Using t-way combinations of fea-
ture or attribute values provides a new
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approach for measuring similarity
and difference between datasets. Ad-
ditionally, t-way combinations may be
used to distinguish between datasets
that may appear similar based only
on single-attribute values. These mea-
sures are useful in providing quanti-
tative measures of data completeness,
transfer learning, training dataset
evaluation, model understanding, and
explainable Al Asone of the few quan-
titative approaches for evaluating ML
training data adequacy, combinatori-
al coverage methods have significant
potential in domains with high assur-
ance needs, such as autonomous vehi-
cles or health care. More information
and publications can be found at the
project site."
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iIn Biometric Multimodal

Research

Marina L. Gavrilova®, University of Calgary

This article presents an overview of the decade of exploration
into the emerging traits related to the development of
multimodal biometric systems. It showcases advantages of
deep learning architectures, surveys new behavioral traits
based on online social media, and identifies importance

of keeping user’s data privacy in mind when developing new
generation of trustworthy and explainable biometric systems.

utomatic decision making, especially when
dealing with crucial cybersecurity and pri-
vacy issues, has become one of the key direc-
tionsindigitalidentityresearch. Trustworthy
human-computer collaboration highlights the multi-
faceted role of artificial intelligence (AI) and deep learn-
ing in biometric online security. Intricate relationships
among biometric security, privacy, and human-driven
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decision making, lead to new insights on how to ensure
safe and secure digital space. Within this framework,
information fusion is increasingly important to ensure
accurate, reliable, and trustworthy decision making, 3
Various scoring systems—including feature, rank, and
decision-level fusion—have been broadly utilized in
intelligent biometric systems, cognitive systems, arti-
ficial neural networks, pattern recognition, and AL
Examples of truly remarkable innovations in this space
include a new method to evaluate the predictive behav-
ior of a scoring system through combinatorial fusion
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analysis.2 The approach is based on
combining the rank-score character-
istic function and cognitive diversity.?
A seminal work recently published in
Computer summarizes the paradigm
of combinatorial fusion through com-
bining various scoring systems across
computational modeling, informatics,
and intelligent systems.>

In addition to multimodal sys-
tems, biometric online user recog-
nition has been further investigated
from the point of view of security and

analysis, customer profiling, e-com-
merce, and situation awareness.!

Over the past decade, research has
explored human behavior in a new
light,asarich source of biometricinfor-
mation. In 2014, an idea was born that
an individual's social communications
contain valuable sources of unique
human behavior that can be explored
for person authentication. Thus, the
social behavioral biometrics (SBB) has
been introduced to explore unique
behavioral traits expressed through

AUTOMATIC DECISION MAKING,
ESPECIALLY WHEN DEALING WITH
CRUCIAL CYBERSECURITY AND PRIVACY
ISSUES, HAS BECOME ONE OF THE
KEY DIRECTIONS IN DIGITAL IDENTITY
RESEARCH.

privacy. Insights from those investi-
gations are crucial in assisting pol-
icy makers and governments to pave
the way toward a safer society. Bio-
metric security is no longer limited to
the physiological features of human
beings, especially in this era of rap-
idly growing online activities. Human
behavior, which is expressed through
social interaction and communication,
is an important source of biometric
data. These so-called digital footprints
reveal character traits and habitual
patterns, which can be utilized for
person authentication or granting
access to a resource. The applications
of this research include a wide variety
of domains, such as person authenti-
cation, anomaly detection, behavior

28 COMPUTER

users’ communication.? In the era of
online social networks, where peoples’
identity has expanded beyond the real
world to the cyberspaces and virtual
reality, SBB has demonstrated its abil-
ity to capture inherent habits and sen-
timents of humans expressed through
interactions in virtual worlds. This
article looks at the core of the problem
from multiple perspectives by examin-
ing biometrics and information fusion
research over the past decade.

The subsequent sections summa-
rize a decade of multimodal biomet-
ric system design, conducted at the
Biometric Technologies Laboratory
(BTLab) at the University of Calgary
in Canada. The material is based on
the Fordham Clavius Distinguished

lecture, delivered by the author in
November2023,aswellasresearch con-
ducted at the BTLab over past decade
and disseminated through book chap-
ters.">* Some of the presented mate-
rial follows closely a book chapter in
Breakthroughs in Digital Biometrics
and Forensics,' presenting a concise
description of original research con-
ducted at the BTLab at the University
of Calgary.

MULTIMODAL BIOMETRIC
SYSTEMS

Over the past decade, processing, visu-
alizing, and interpreting vast amounts
of information, coming from a variety
of sources (sensors, cameras, social
media, etc.) and including various
applications (biometric data, medical
data, geospatial data, etc.), have rad-
ically changed. Innovations in data
analytics and AI domains are intro-
duced with accelerating pace, thus cre-
ating very real challenges to the way
we as humans make informed deci-
sions. At the same time, standards on
the development of ethical and trust-
worthy Al-powered decision-making
systems remain at their infancy.

This article looks at the core of
the problem from multiple angles by
examining the past decade of biomet-
ric and information fusion research.
From the early stages of multimodal
biometric system development and
information fusion to social behavioral
authentication and emotion-aware
robots, it examines societal changes,
which the development of new trans-
formative technologies brings. Recent
state-of-the-art methods in the infor-
mation security domain are based on
deep learning systems integration
with multimodal biometric research.
This article discusses the efficacy of
hybrid deep learning architectures,
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leveraging handcrafted features based
on domain knowledge with powerful
deep-network architectures. Exam-
ples of concrete projects from public
health, communication, and cyberse-
curity domains support the method-
ological development.

Currently, the potential for new
innovations is contrasted with an
increased risk to an individual's pri-
vacy and ethical decision making.
Solutions based on the notion of cancel-
lability and adaptive de-identification
are presented as powerful mechanisms
to address the privacy concerns. The
article is concluded with discussion of
open problems and challenges of miti-
gating the impact of security-enhanc-
ing technologies—such as video sur-
veillance, location tracking, and smart
sensors—on user’s privacy and trust.

TRUSTWORTHY BIOMETRIC
SYSTEMS

The need for trustworthy, reliable,
and explainable models is especially
high in the biometric authentication
domain, where real-time identifica-
tion of an individual or detection of a
high-risk situation require both high
precision and trust. While a signifi-
cant progress was made in the devel-
opment of powerful deep learning
architectures, key unresolved chal-
lenges relate to their black box nature,
difficulty in generalization to other
datasets, and inability to provide
confidence in their decisions. This
research program will address the
aforementioned deficiencies by focus-
ing on the issues of trust, privacy,
confidence, reliability, authenticity,
and explainability of biometric deci-
sion making. One of the key research
challenges is in how a multimodal
biometric-based authentication sys-
tem can be developed in a manner

that ensures confidence in its deci-
sions, guarantees result accuracy and
reliability, provides decision-making
transparency, and warrants biometric
data privacy.

There is a pressing need to inform
the development of new-generation
biometric-based identity management
systems, incorporating principles of
trustworthiness, explainability, reli-
ability, and data privacy. According
to the Computer Security Resource
Center definition: “Trustworthiness
is a concept that includes privacy,
reliability, resilience, safety and secu-
rity.” Trustworthy decision making
is defined as the ability of an intelli-
gent computer system to perform a
real-time task repeatedly, reliably, and
dependably in complex real-world con-
ditions, combined with the response
of a human user who needs to accept
and trust the system’s recommenda-
tion. However, very few biometric sys-
tems include metrics to report how
certain they are in the accuracy and
correctness of their decisions, and
only a fraction possess self-awareness
to admit they are uncertain in their
recommendations.?>28

EXPLAINABILITY AND
INTERPRETABILITY

Explainable and interpretable deci-
sion making powered by the new gen-
eration of deep learning architectures
recently emerged as one of key socie-
tal challenges, requiring immediate
attention. The need for explainable
models has been documented in med-
ical diagnostics, recommender sys-
tems, emergency response, and risk
management, to name a few.?428 In
the biometric security domain, the
amount of research devoted to the
development of deep learning archi-
tectures has skyrocketed.*?%?% The

recently proposed state-of-the-art
methods include a graph convolu-
tional neural network (CNN) for gait
authentication, a feed-forward neu-
ral network with custom loss func-
tion for masked face recognition, and
a bimodal sequential neural network
with handcrafted features injection
for gait emotion recognition.*>%
These methods focus predominantly
on achieving the highest possible
identification rate while ensuring that
the model does not overfit. While per-
forming ablation studies and exten-
sive hyperparameter tuning have
quickly became the domain norm, the
same cannot be said about deep learn-
ing feature engineering, algorithmic
transparency, and explainability of
results.

Generally, a deep neural network
is considered a black box that does
not provide precise information about
its internal processes.27 Here, by
“explainable biometric system,” we
mean the system where the reasoning
behind the decisions and predictions
is understandable and transparent.?®
To achieve explainability of Al-based
systems, prediction and classification
outcomes of AI models must be trans-
parent and understood by a human.?°
Current approaches to AI model
explainability are usually restricted
to annotating and labeling the data-
sets, and to stepping through algo-
rithms during their execution. The
approaches we believe would be most
beneficial to drive innovations include
incorporating a domain-specific fea-
ture learning into personable explain-
able models and developing a visual
framework for interpretability of the
biometric system decision. This will
lead to building inherently explain-
able models, with a clearly visible deci-
sion-making transparency.
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BIOMETRICS PRIVACY

A recent discourse in biometric litera-
ture highlighted the pressing need for
privacy preservation. Biometric data
collection, storage, preprocessing, and
subsequent use for authentication or
verification purposes should be gov-
erned by strict regulations. It is also of
significant importance not to compro-
mise individuals or allow for subse-
quentdatamining forallactorstoinstill

development of deep learning architec-
tures assisted with this task; however,
theinability of such approachesto adap-
tively control the parameters of de-iden-
tified biometrics, as well as significant
loss in system identification ability, are
problematic. Current state-of-the-art
research addresses both deficiencies by
developing the personably controllable
multimodal de-identification system,24
which enables adaptive de-identifica-

TO ACHIEVE EXPLAINABILITY OF
AI-BASED SYSTEMS, PREDICTION AND
CLASSIFICATION OUTCOMES OF Al
MODELS MUST BE TRANSPARENT AND
UNDERSTOOD BY A HUMAN.

proper procedures for access to the data,
understanding how the technology is
used, in what form it can be stored, and
who is allowed to access this data. Fur-
thermore, the recent rise of deep neural
networks now provides unparalleled
opportunities to mine information not
only pertaining to a single individual,
but to the whole population.

While biometric template protection
schemes, such as cancellable biometrics
and biohashing, have been extensively
studied, exciting new approaches to
biometric privacy based on informa-
tion concealment through the process
of de-identification are only starting to
gain momentum.?* Existing de-iden-
tification research is predominantly
restricted to visual biometric data (facial
images and videos). Original methods,
based on blurring, pixelation, or clus-
tering, are inadequate in producing
realistic-looking images. The recent
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tion while retaining accurate and reli-
able biometric recognition.

Investigating de-identification
approaches also supports the devel-
opment of a trustworthy authenti-
cation system: The original biomet-
ric can be changed or transformed
in a controllable manner. In case it
is compromised, the overall system
integrity and recognition efficacy
remain intact. Thus, we believe that
controllable biometric de-identifica-
tion through selective biometric con-
cealment and cancelable multimodal
template protection mechanisms are
the ways of future privacy-preserving
approaches.

BIOMETRIC SYSTEM
CLASSIFICATION

A biometric system is defined as
“a pattern-recognition system that
is designed to verify or identify a

person based on their intrinsic phys-
iological or behavioral characteris-
tics.”> A general taxonomy of bio-
metrics is depicted in Figure 1. Over
the past decade, the use of biometric
technologies and systems has sig-
nificantly expanded within the pub-
lic and private sectors by offering
very compelling person identifica-
tion and verification solutions. In
contrast to the traditional identifi-
cation and verification methods that
use passwords or personal identifica-
tion numbers, biometric systems are
deemed to be exceptional in terms of
nontransferability, portability, and
acceptance.®> Multiple issues of their
integration to new technologies were
examined, including privacy® and
data quality.?® One of the most fasci-
nating and fastest growing domains
of biometric research is related to
human aspects of decision making.

A new avenue for next-generation
biometric systems development was
opened decades ago, with the transfor-
mational shift toward multimodal sys-
tems relying on information fusion. A
key goal of a multimodal system is the
same as of aunimodal one, using a sin-
gle biometric trait or multiple traits for
verification or identification.® Multi-
modal biometrics have been proven to
be more reliable, accessible, accurate,
and versatile, being used in numerous
applied settings, from customs offices
to amusement park entries. Infor-
mation fusion based on probabilistic
models ensures not only an accurate
identification, but also sets a confi-
dence in such identification.

Al AND DEEP LEARNING
METHODS FOR BIOMETRIC
The past decade has witnessed signif-
icant developments in the domain of
physiological and behavioral biometric
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recognition. Numerous examples of
successful integration of the latest
biometric technologies in practice can
be found in the domains of informa-
tion security, surveillance, cyberse-
curity, medicine, finance, education,
retail, and others. Recently, physio-
logical and behavioral biometrics har-
nessed unprecedented opportunities
for the integration of the deep learn-
ing framework, with physiological and
behavioral biometric data processing.
Research studying both physiological
biometrics—such as face, fingerprint,
ear, and iris—and behavioral biomet-
rics—such as gait, voice, and signa-
ture—have embraced the successful
deployment of deep learning. One of
such examples canbe found in the work
by Grm et al.? exploring deep learning
architecture for face recognition in the
presence of image degradation.

False positives and false negatives
in traditional biometric methods
present continuing problems for the
abovementioned applications. The
introduction of multimodal systems
helped to minimize their negative
impact on accuracy and precision. It
is anticipated that further advance-
ments stemming from incorporating
deep learning in the data preprocess-
ing and decision making would be a
game changer in this respect.

The recent evolution in Al is due to
the deep learning advancements. It is
remarkably different from the tradi-
tional machine-learning approaches
that used to heavily rely on hand-
crafted features. Deep learning thus
has improved the ability of comput-
ers to detect, recognize, classify, and
describe patterns, including perceived
cybersecurity risks, medical diagnos-
tics, or biometric identification. CNN
was the first to be integrated in bio-
metric research.’ They are typically

used for classification and detection
tasks.’

To effectively deal with sequen-
tial data, and to incorporate previous
computational steps into the architec-
ture, therecurrent neural network was
designed.’ They are particularly use-
ful for natural language processing,
translation from other languages, and
speech diarization tasks. They have
also been successfully used in biomet-
ric gait recognition.’

For the task of generating high-
quality synthetic images and sig-
nals, generative adversarial networks
are highly useful.” In the biometric
security domain, such architectures

Behavioral
~ Biometrics

Activity-Based
(Gait, Gesture)

Biological
Signal-Based
(Electroencephalogral
Signals)

Skill and
Intelligence-Based
(Car Driving, Painting
Style, Game Playing
Strategy, Programming

HCI-Based
(Keystroke Dynamics,
Mouse Dynamics,
Haptic)

Habit and
Preference-Based
(Web Browsing Style,
Handshaking Style,
ignature, Credit Card

FIGURE 1. A taxonomy of biometric traits.*

Biometrics

Social Behavioral
Biometrics y

Offline Social
Behavior
(Talking Style, Head

Tilting, Laughing,
Community
Relationship

Online Social
Behavior
(Linguistic Pattern,

Virtual Community
Relationship, Forum
- Discussion Behavior)

are used for image and video syn-
thesis, voice and sound generation,
and text-to-image conversion. The
architecture consists of a generator
and a discriminator.” The genera-
tor attempts to create data, and the
discriminator tries to distinguish
original and synthetic data. The two
architectures are in constant competi-
tion and thus improvement.

Deep learning algorithms require
a large amount of training data to
reduce loss and prevent overfitting.
However, sometimes it is difficult to
gather a large amount of data due to
several limitations. Transfer learn-
ing methods were proposed to aid

Physical
: Biometrics_ /

Facial Region
(Face, Ear, Tongue |=#—
Print, Teeth)

Fingerprint
Region
(Minutia, Ridges and
Valleys, Artifacts)

Ocular and
Periocular
(Iris, Retina, Eye
Structure, Sclera)

Medico-Chemical
(Body Odor, Heart
Sound, DNA,
Electrocardiogram)
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this problem.6 In transfer learning, a
model that was trained for a specific
problem can be reused for the purpose
of solving a different problem.

Transformers became the newest
addition to the fastest-growing deep
learning architectures. Transform-
ers make full use of self-attention
by replacing earlier neural network
models that used attention between
encoder and decoder.®

Based on the aforementioned sur-
vey, the vast variety, constant innova-
tion, and advanced capabilities of deep
learning architectures make them
highly useful for multimodal biomet-
ric architectures in a variety of hetero-
geneous modalities. Over the recent
decade, deep learning architectures
have been successfully integrated into
facial recognition, fingerprint iden-
tification, speaker diarization, gait
and activity recognition, and other

biometric authentication systems.® In
2018, the first multimodal biometric
data-driven CNN architecture based
on face, iris, and fingerprint features
was introduced.’

A deep learning-based biometric
system resembles a classical architec-
ture and consists of two stages: enroll-
ment and authentication.! During the
enrollment phase, the biometric data
are obtained using sensors (camera,
video, sound recording, etc.). The pre-
processing is then applied, including
noise reduction, data anonymization,
etc. After training and hyperparam-
eter tuning, the model is ready to be
used for identification or verifica-
tion. First, the enrolled user data are
sent into the deep learning model
to obtain two intermediate embed-
ding feature vectors. Subsequently, a
proper distance function is utilized to
compute the distance between these

Enrollment

two feature vectors. If the result is
higher than a particular threshold,
the authentication is successful. The
generic architecture of the biometric
system based on deep learning is pre-
sented in Figure 2.!

EMERGING BEHAVIORAL
BIOMETRIC TRAITS

Recent advancements in the biomet-
ric domain have led to new concepts
of behavioral biometric, encompass-
ing contextual, soft, and communi-
cation traits. These are referred to as
SBB.! Typically, those traits include
building relationship networks to
represent relationships of friend-
ship, user hobbies, temporal, emo-
tional, psychological, linguistic, and
esthetic patterns.? Such relationships
play an increasingly important role
in the domains of online security and
cybersecurity.

Data Collection >

- -
-
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Learning Model
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FIGURE 2. A schematic representation of a generic architecture of biometric authentication system based on deep learning.1
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Figure 3 presents an overview of
all of the emerging research domain
areas currently being investigated at
the Biometric Technologies Lab at the
University of Calgary, Canada.

HUMAN FACTORS FOR
TRUST AND EXPLAINABILITY
Humans experience emotions
response to life events, such as career
advancements, interpersonal relation-
ships, and professional careers. This
success is also driven by human per-
sonality traits.’

A recent study’ designed a per-
sonality traits classification metric
based on communication patterns of
online social platform (Twitter) users.

in

It established that language-based
models can consistently predict cer-
tain personality traits and introduced
aLinguistic Personality Traits Assess-
ment system for personality identi-
fication of users online from their
written texts.” The emotional states
expressed in online communications
across social mediais anotherimport-
ant digital footprint. Recently, BTLab
research introduced a new behavioral
modality based on human esthetic
preferences.! Additional discover-
ies were made in understanding how
human emotional states can be used
to perform behavioral pattern analy-
sis of online users.'%*"'2 Researchers
also discovered that human esthetic

preferences can be utilized for gender
and user authentication."'*

In the BTLab, we have introduced
new biometric esthetic systems (visual
esthetic, audio esthetic, and video
esthetic) and combined them into a mul-
timodal esthetic s.ystern.24 Applications
of biometric esthetic systems include
continuous authentication, recommen-
dation systems, and consumer behav-
ioral analysis.

Human factors play a crucial role
in security systems design. Prior
biometric security research mainly
focused on physiological and behav-
ioral biometrics. Current research we
conduct is focused on social behav-
ioral traits.® The current research

Trust and Fairness and Transap:c;'ency
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Trustworthy Al
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Biometric De-
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FIGURE 3. Emerging research in multimodal biometric domain conducted at the BTLab.
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leverages these findings to create
explainable and transparent multi-
modal systems by considering behav-
ioral factors in their design. Incor-
porating features obtained from
emotional, esthetics, and nonverbal
expressions into the biometric system
will allow creation of personable and
explainable models. Finally, a potent
direction for future research is to
study the role of online human com-
munication in trust and explainabil-
ity of decision making.

FUTURE RESEARCH
DIRECTIONS
Introduction of new deep learning
architectures, capable of targeted
injection of domain-specific knowl-
edge and feature learning at deep
layers of the network, is one of the
emerging research domains. This
research will uncover deep learning
systems reasoning by incorporating
insights from iterative graph-like
cognitive system structure with non-
monotoniclogicalreasoning and deep
inference. The main advantage of this
approach is that it allows incremen-
tal discovery of previously unknown
deep features, while merging them
with a traditional deep learning
architecture for subsequent biometric
matching. It is anticipated that such
novel hybrid biometric architectures
will not only increase reliability of
biometric identification, but also pro-
vide added benefits of explainability
and interoperability of decisions.
Discovery of new multimodal sys-
tems and information fusion meth-
ods can serve as a further catalyst for
advanced research in the domain of
cybersecurity, medical forecasting,
virtual reality, online games, and con-
sumer electronics. Therearealso many
open problems related to ensuring
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privacyinsocial behavioral biometrics
data acquisition, training Al-based
systems without bias, and using the
data ethically for decision-making,
while ensuring accuracy, reliability,
and trustworthiness. The next decade
will bring forward solutions to press-
ing societal challenges related to
fairness, explainability, and trust-
worthiness of decision making, bal-
ancing the user’s data privacy with fast
and convenient access to systems and
resources and increasing reliability of
rea-time user authentication based on
biometric data.

Developing hybrid approaches
based onacombination of handcrafted
features with deep learning architec-
tures, integrating concepts of data
de-identification, and cancellability in
real-time safety crucial applications,
and ensuring seamless translation of
research to our society will drive for-
ward innovation in the biometric secu-
rity research domain.

Another important future direc-
tion of research is related to data inter-
change. Different decision-making
systems produce different data items,
often stored in inconsistent ways. This
is particularly relevant to medical and
biometric data. It will be important to
consider how the fusion approaches
could help with data interchange
problems.

Development of trustworthy and
explainable decision-making archi-
tectures became a key focus of most
recent research discourse. In addition,
bias mitigation when working with
data, as well as its ethical use, are of
paramount importance. Incorporation
of personality features, extrapolated
from the online communication, in
combination with emotional and psy-
chological traits, could be one of the
approaches to address the issue.

inally, examining the concept

of trustworthy and explainable

multimodal systems is brand-
new emerging research. Overall,
active research focused on incorpo-
ration of information fusion with the
development of a new generation of
trustworthy Al-based systems will be
crucial for ensuring safe and secure
societies. [d
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This article delves into the escalating complexity and
sophistication of cyberattacks within the Internet of Things
(loT) landscape. It presents detailed case studies that highlight
the vulnerabilities of loT devices, advanced threat detection,
and analysis of loT malware, all examined through the lens

of darknet observation and honeypot technologies.

ecent cyberattacks have become more sophisti-
cated and diverse, making analysis increasingly
difficult. The rise in vulnerabilities has also
heightened the threats to organizations. While
measures against known threats have been strengthened,
responses to new attacks are lagging. In this ever-chang-
ing cyber landscape, various applications and services
are being developed, and many Internet of Things (IoT)
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devices are being utilized. Especially in 5G environments,
IoT devices play a crucial role in edge systems such as
automotive and health care, as well as in cyberphysical
systems, digital twins, and the metaverse.

When looking at IoT security measures from a global
perspective, in the United States, United Kingdom, Europe,
and Singapore, measures are being promoted based on
requirements and certification for IoT devices that will
be manufactured in the future. In Japan, in addition to
IoT device certification, activities such as searching for
vulnerabilities in existing IoT devices and issuing alerts to
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owners of vulnerable IoT devices are also
being carried out through projects such
as NOTICE.! While there are various IoT
security measures in place, this article
focuses on the threat of IoT malware. It
introduces specific research and devel-
opment methods and analysis cases
based on two technologies: 1) darknet
observation (sinkhole monitoring tech-
nology) and 2) honeypot technology. By
utilizing these observation and analysis
technologies, we can identify malicious
behavior that has not been detected by
conventional intrusion detection sys-
tem, and so on, promote the sharing of
threat intelligence information, and
lead to the development of future secu-
rity measures.

In the following sections, we will
introduce our darknet observation and
honeypot technologies, provide spe-
cific examples of our analyses. We will
further showcase artificial intelligence
(AI)-driven analysis and discuss cur-
rent challenges and future directions.

DARKNET OBSERVATION
SYSTEM

A darknetis a collection of IP addresses
that are not being used by any orga-
nization. Although the IP addresses

Other Ports
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SYSTEMS

of darknets are registered and openly
available in public, they are not
assigned toanylegitimate hosts/PCs, so
it is generally assumed that they do not
receive any incoming traffic. However,
it is possible to observe a large amount
of incoming traffic and is possible to
observe new types of network attacks,
such as network scans by malware, the
behavior of malware infection, and
distributed denial-of-service (DDoS)
backscatter. In this type of observa-
tion using a darknet because unused IP
addresses are used, there are no privacy
issues that are discussed in actual net-
work monitoring. Another feature is
the ability to observe malicious behav-
ior in real time through the analysis
of incoming traffic. While it may not
be possible to detect pinpoint attacks,
such as targeted attacks, within the
darknet, it is feasible to monitor global
trends in attack behavior. This method
of darknet observationis also knownas
“sinkhole monitoring.”

NICTER system
We have developed a darknet obser-
vation system called NICTER,? which
includes multiple/16 and/24 darknets
and currently monitors more than
Port Target Service
23/TCP Telnet (Router, Web Camera)
22/TCP

80/TCP

SSH (Server, Router)
HTTP (Web Server)

8080/TCP | HTTP (Web Console)

3389/TCP | Remote Desktop

5555/TCP | ADB (Android)

 445/TCP | Windows SMB

FIGURE 1. Top 10 destination ports observed by NICTER (202 3).
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300,000 darknet addresses. System
operators can visualize the received
traffic to comprehensively and in real
time understand the trends in attack
behaviors (scans).

Since 2005, NICTER has been con-
ducting observations, and in 2023,
it recorded 6.197 billion packets and
289,686 unique Internet Protocol (IP)
addresses, equating to more than 2.26
million packets per IP address annu-
ally. However, in recent years, there
hasbeen anincrease in research scans
by organizations like Censys and
Shodan, with 90 organizations con-
ducting research that reached NICTER
in 2023. Although research scans dif-
fer from attack-related scans, more
than 70% of all scans in the third quar-
ter of 2023 were research-related.

As a specific observation case, an
investigation into the destination port
numbers used by scan packets was
conducted with 2023 statistics. The
pie chartand table in Figure 1 show the
statistics of the destination port num-
bersused. These statistics reveal scans
targeting IoT devices such as webcams
and routers on port 23/TCP (Telnet),
as well as scans targeting web servers
using ports 80/TCP and 443/TCP.

To facilitate future functional
enhancements for NICTER, it is imper-
ative to expand the current pool of
300,000 darknetaddresses. Thisexpan-
sion is crucial for the effective manage-
ment of extensive and heterogeneous
IoT networks and for addressing evolv-
ing attack vectors. The global deploy-
ment of NICTER’s darknet observation
agents and the subsequent analysis
of aggregated data will significantly
enhance the comprehensiveness of
observations on a worldwide scale. This
approach will enable the global moni-
toring of IoT device scanning activities
and the identification of sophisticated
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attack behaviors, thereby augmenting
analytical capabilities through the use
of artificial intelligence.

Examples of analysis

utilization from NICTER

The observation results from NICTER
are shared with many attack analysts
and organizations aiming to ensure
cybersecurity. Through NICTER Web
(https://www.nicter.jp/en/), NICTER
Report (https://www.nict.go.jp/en/
index.html), and NICTER Blog, infor-
mation sharing and collaboration with
numerous stakeholders are promoted.
Below are specific examples of NICTER
utilization:

Destination ports used in attacks.
The destination ports in scans are
useful for identifying the devices and

systems targeted by attacks. NICTER
recognizes that not only 23/tcp but
many other destination ports are tar-
geted in scans. As shown in Table 1,
multiple devices such as routers are
targeted, including 8291/tcp (Mikro-
Tik Router OS Winbox), 34567/tcp
[Xiongmai DVR application program-
ming interface (API)], and 37215/tcp
(Huawei HG532 router). It is crucial to
pay attention to suddenly emerging
port numbers, as illustrated by the
identification of specific devices next.

Identification of IoT devices. In 2022
May, NICTER detected a surge in scans
targeting port 23/tcp. A scan-back on
port 80/tcp revealed that the source was
a router without Mirai characteristics.
Upon connecting to the Internet, attack
behaviors leading to infection by the

InfectedSlurs bot were observed,
including successful authentication
using factory default credentials
and command injection via network
time protocol server settings. The
analysis results were reported to
the router vendor, who resolved the
vulnerability through updates. We
have established a systematic pro-
cess from NICTER detection to IoT
device identification, collaborat-
ing with device vendors. Addition-
ally, NOTICE' leverages NICTER's
detection results of Mirai-infected
IoT devices to reduce the number of
infected devices nationwide.

DDoS detection. By observing Syn-
ack packets with NICTER, we can
detect backscatter packets from orga-
nizationstargeted by DDoS attacks, as

TABLE 1. Ports related to loT vulnerability.

T N N T I T B T T BT

23/tep 23/tep 23/tep 23/tep 23/tcp 23/tep 23/tcp 23/tcp 23/tep 23/tep
22/tcp 22/tcp 22/tcp B0/1tcp 22/tcp 22/tep
8291/ tcp MikroTik  Router 0§  Winbox
80/tcp BO/tcp B0itcp 22/tcp B0/tcp B0/tep
5556 /tcp 3389/tcp 5555/tcp 3389/tcp 3389/tep i) 67V wp st cadia
6379/tep 8080/tep 2389/tcp [N TR1S/ 48 843 /tep a0/ | 34967/ top Xiongmai  DVR API
2375/tcp 5555 /tcn [NET216/ teR 443 ftcp 6379/tcn aa3/tep | 37215/ top Huwael HGS532 Router
443/tcp 443 /tcp B080/tcp 808D/tcp 8080/tcp gogn/tep | 52868/ top Realtek SDK (Software
445/tcp 81/tcp 443/tcp 5555/tep 5060/ udp [NSIeAB/ten Development Kit)
2376/ten 6378/tcp 81/tep 6370/tcp  60023/tep 445/tcp 5060/ udp 81/tep 6555/tcy 27610/tep
81/tcp 445/tep 63T/ Tcp SUGDFtcp_ Bl/tep 8081/tcp b379/tcp 6379/tcp 15734/ udp
8080/ tcp [N STAZ5/46R 445/tcp 445/tcp £555/1cp 6379/tcp Bl/tcp 445/tep 445/tcp 6379/tcp
5060/udp 2375/ tcp 5060/udp 2375/tcp 445/tcp 5060/udp 2375/tcp 8443/tcp 81/tcp 445/tep
3389/tcp S060/udp  60023/tcp 81/tcp 51/tcp 2375/tep 3128/tcp 3128/tcp 3128/tcp B08E/tcp
2323/ tcp H0B1/tcp 2376/tcp 60023/tcp 2375/ tcp 12%3/udp 6379/ tcp B8]/ tcp 53/udp 5565/tcp
123/udp 2222/tep 123/udp 123/udp 53/udp CIEWIEY  52869/tcp 2375/tep 2222/tep 53/udp
| 37215/tep 123/udp | SABET e 2376/tcp 2376/tcp 2376/tcp PEVETY 52869/ tep 2375/tcp 2222/tep
1433/tcp 60023/tcp 8081/tcp [ SABGT/teR 123/udp 8443/tcp 8443/tcp 53/udp | 8728/too)
4200/tep 2323/tep 2222/tcp 53/udp 1333/tcp 2323/tep 2376/tep 2222/tcp 8081/tcp 2375/tcp
111/tep 2376/ tcp B443/tcp B443/1cp 21/tep 53/udp 123/udp B088/tcp 8443/tdp 123/udp
8443/tcp 1433/tcp 2376/ tcp 1433/tcp 8443/tcp 60023/tcp 21/tcp 21/tcp 8088/tcp 3128/tcp
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attackers often randomize source IP
addresses. Our analysis shows that
full-scale DDoS attacks typically starta
few hours to days after Syn-ack packets
are first observed. Therefore, we pro-
vide immediate DDoS detection alerts
to relevant organizations upon observ-
ing Syn-ack packets. For instance, this
alert system helped ensure the stable
operation of the 2021 Tokyo Olympics
management system.

X-POT: A NEW GENERATION
IOT HONEYPOT

We introduce X-POT,” an adaptive hon-
eypot framework designed to emulate
various IoT devices using responses
gathered from Internet-wide scans.
As mentioned previously, attackers
frequently conduct broad IP address
scans to propagate infections. These
random scans are also detectable
by honeypot sensors. However, the
increasing diversity of ports used by
Internet-connected devices necessi-
tates enhanced observation capabil-
ities for honeypots. Attackers target
such devices, making it challenging
to discern the type of attack and its
associated port. To address this issue,

we construct X-POT, which updates
honeypot responses based on Inter-
net-wide scan findings to emulate
Internet device behaviors.

Figure 2 shows the basic concept of
X-POT. It comprises two main units:
the Inner Unit (Attack Monitor and
Response Collector) and the Outer Unit
(Service Emulator). The Inner Unit
comprehensively monitors all TCP
ports, collecting responses from net-
work scans. These responses inform
the Service Emulator, which then
emulates attack targets using the col-
lected data. The primary objective of
X-POT is to enhance honeypot obser-
vation capabilities.

Overview of observations

using X-POT

During our study, we deployed HTTP
X-POT across multiple virtual private
servers (AWS, DigitalOcean, Vultr,
Conoha, Sakura VPS) from 15 March to 20
May 2020. Alongside an analysis server
hosted by a commercial ISP, we observed
attacks on 23 IP addresses. Initially, we
deployed a basic honeypot on AWS,
conducting Internet-wide scans and col-
lecting responses from 22 July 2019 to

Malware Infected

Hosts/Attacker
Attack Monitor | . Attack Monitoring
Response Il. Scan, Response Collection
Collector < >
Inner Unit
‘ —  lll. Response Update
Service IV. New Attack Monitoring
Emulator <
P Outer Unit v

FIGURE 2. X-POT concept.
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15 March 2020. Subsequently, we
deployed HTTP X-POT with collected
responses from 15 March to 20 May
2020, continuously modifying responses
based on access from approximately five
IP addresses daily. HTTP X-POT pro-
cessed 4,729,097 HTTP requests across
64,912 ports, originating from 85,849
unique IP addresses, and identified 1,276
unique malware samples. Our findings
included attacks on various IoT device
web interfaces (for example, routers,
IP cameras) and samples of IoT-spe-
cific malware such as Mirai and Gaf-
gyt, with several responses containing
device-specific data indicative of char-
acteristic attacks and vulnerabilities.

Examples of attack

analysis using X-POT

We successfully collected a significant
number of responses. The responses
from these Access-uniform resource
locators (URLs) changed over the
observation period. The scan primar-
ily targeted ports that received numer-
ous requests from multiple hosts,
such as port 8000/TCP (commonly
associated with web servers) and the
tmUnblock.cgi script, which is used
in Cisco/Linksys router firmware and
other targeted attacks.

The request and response data
proved valuable in identifying the
devices that attackers were targeting.
For instance, HTTP requests like GET/
vl.16/version on port 2375 and GET/
on port 200 suggest that the targeted
devices were likely Docker APIs or
Elasticsearch services (Figure 3). Addi-
tionally, collected responses from GET/
on port 1200 indicate that the Access-
URL was related to RSShub. Although
we did not observe any remote code
execution (RCE) exploits for RSShub
during our experiment, the infor-
mation is beneficial for developing
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high-interaction honeypots. It helps
us identify potential attack targets
based on the content of the requests or
the responses obtained. Figure 4 shows
that the attack observed on 5984/TCP
port. When the HTTP X-POT returned
a response containing “CouchDB” in
the server header, the client initiated a
request to create a user account using
the PUT method. It was observed that
this account creation request occurred
only when the server responded
with CouchDB versions 2.1.1 or 2.2.0.
Versions 2.3.0 and 2.3.1 did not appear
to be targeted in the attack. Subse-
quently, the username and password
were utilized for basic authentication,
after which the attacker attempted to
execute commands. Using the wget
command, the attacker downloaded a
file named “2start.jpg” and attempted
to execute it.

XPOT is limited in the number of IP
addresses it can utilize and the variety
of devices it can emulate. To mitigate
these constraints, it is essential to har-
ness both the extensive scale of the
darknet and the granular observabil-
ity provided by honeypots. One poten-
tial improvement involves collecting
responses from compromised devices
detected in large scale darknet (NIC-
TER) observations and integrating
these responses into honeypot (XPOT)
operations to accurately emulate
devices targeted by emerging attacks.

More recent observation of XPOT is
described at https://sec.ynu.codes/iot.
Interested researchers could contact
us for the dataset.

ANALYSIS STUDIES USING
NICTER AND X-POT

Mirai: loT malware
The malware known as “Mirai,” which
is said to be the origin of malware

targeting IoT devices, first appeared
in 2016. At that time, a surge in scans
targeting 23/TCP and 2323/TCP was
observed on the darknet (by NICTER).
For 23/TCP, the number of scans rap-
idlyincreased to 2 million per day after
13 September 2016. As for 2323/TCP, no
scans were observed until 1 September
2016, but the number of scans gradu-
ally increased from that point, reach-
ing up to 150,000 scans per day from
13 September, similar to 23/TCP.

In response to this behavior, the
observation results of X-POT confirmed
infections due to scans targeting 23/TCP
and 2323/TCP. Analysis of the captured
malware revealed that its behavior com-
pletely matched that of “Mirai,” which
was a hot topic worldwide. The analysis
showed that “Mirai” scans 23/TCP and
2323/TCP, performs dictionary attacks,
and has the characteristic of having the
same destination IP address and TCP
sequence number.

HTTP
Client X-POT
GET 2375 /[ "Id": "be2dd8aa82220a3b)
/containers/json o
[__2000K Cmd": [
< "wget",
POST 2375 "hitp://4
Jcontainers/be...ab/ || | " 0?
exec Ve
> L "yx146"
200 default
POST 2375 Sugl
/containers/be...ab/ "chmod",
exec 777"
200 default i "yx146"

FIGURE 3. Docker API attack observed by XPOT.?

HTTP
Client X-POT
GET 5984/ "Server": "CouchDB/1.6.0
_[__2000K -
- lltypell: Iluserll,
PUT 5984 name=: “guest., )
/_users/org.couchd || "roles“. ["_admin"],
b.user:guest roles": [1,
> "password": "guest"
200 default L
PUT 5984 i I
/_configlquery_serv | _| Authorization: Basic Z3Vlo
ers/cmd Y
> "wget —q —0 http://107.3
200 default http://107. 170/2sta

FIGURE 4. CouchDB attack observed by XPOT.?
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Particularly, using the characteristic
of“Mirai” thatthedestinationIPaddress
and TCP sequence number are the
same, NICTER confirmed that 40 mil-
lion packets were received from hosts
infected with Mirai in late September
2016. Thisresult was almost the same as
the previously mentioned observation
results for 23/TCP and 2323/TCP, and
the number of hosts infected with Mirai
peaked at 14 million.

Furthermore, checking the current
status of Mirai infections with NIC-
TER, it was found that the Mirai mal-
ware continues to spread, with many
infected devices still existing in coun-
tries such as China and India. It was
also found that there are still between
40,000 and 100,000 Mirai-infected
devices worldwide.

loT gateway (mobile router)

On 11 July 2023, NICTER conducted
a scan-back on Mirai-infected hosts
observed, identifying 70 hostsreturning
the server header thttpd (Server: thttp-
d/2.25b 29dec2003). To verify the char-
acteristics of these hosts, we checked the
Censys scan results and found that all
hosts had port 6666/TCP open. To ana-
lyze IoT devices in more detail, we used a
group of vulnerable IoT devices to check
the banners of these devices, confirm-
ing that the Mirai-infected hosts was
a router. Consequently, an X-PoT hon-
eypot, simulating router behavior, was
deployed for attack analysis.

This honeypot observed a large
number of login attempts from The
Netherlands around 12:38 p.m. on
29 July 2023. The specific attack pro-
cess was as follows:

1. The attacker first checks the
server header information to
confirm if the target router is
running thttpd.
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2. They verifyif port 6666/TCP
(Telnet) is accessible (if accessi-
ble, proceed to step 5).

3. Login to port 80/TCP with
admin:1234 credentials and
enable Telnet (6666/TCP).

4. Accessport 80/TCP without
entering BASIC authentication
information (repeat the same
procedure as step 1).

5. Access port 6666/TCP (Telnet)
and execute commands via

ping.

In this case, various investigations
and analyses were conducted using
NICTER, Censys, and honeypots, but
no vulnerabilities were found in the
router itself. Thisindicates that the per-
son who set up the router (user: system
integrator) intentionally changed the
settings to allow network access for the
maintenance. Furthermore, the cause
of this incident can be attributed to
issues such as not changing the default
password. The aforementioned causes
arethoughttohaveledtotheattack, but
since the latest firmware for the router
in question forces the password to be
changed, it is crucial to enhance the
security awareness of users (installers).

SPOT: IN-DEPTH ANALYSIS
OF IOT RANSOMWARE
ATTACKS USING BARE

METAL NAS DEVICES

In recent years, IoT devices, such as net-
work-attached storage (NAS) systems,
have increasingly become targets for
ransomware attacks. These attacks often
exploit remote vulnerabilities in the
devices, bypassing traditional ransom-
ware infection methods such as phish-
ing. To better understand the nature of
these attacks and the behavior of ran-
somware targeting NAS devices, we
developed an observation system called

SPOT, as an extension of X-POT using
bare-metal QNAP NAS devices. This sys-
tem allowed us to collect detailed data on
the exploitation attempts, which can be
difficult to achieve through virtualized
environments alone.

SPOT system overview
For our experiment, we implemented
spoT* using two physical QNAP
devices. One device was configured as
a honeypot, while the other served as
a malware sandbox for deeper analy-
sis of observed attacks. By using bare-
metal devices rather than virtualized
environments, we ensured that the
full functionality of QNAP devices,
including dynamically changing file
paths and interrelated application
files, was maintained. This allowed us
to accurately capture and analyze ran-
somware attacks that exploit vulnera-
bilities in these specific NAS devices.
The SPOT system was composed
of several key components, including
Web and Secure Socket Shell (SSH)
reverse proxies, a packet monitor, and
a QNAP monitor. These components
worked together to decrypt, record,
and analyze traffic targeting the NAS
device, as well as to monitor internal
device behaviors.

Components of SPOT

Figure 5 shows the architecture of SPOT.
It relies on five critical components
(see next) to monitor and analyze the
incoming traffic targeting the QNAP
honeypot. These components ensure
that we captured awide range of dataon
potential ransomware attacks, as well
as other types of exploitation attempts.

Web reverse proxy. This handles
incoming traffic on HTTP/TLS ports
(80/tcp, 443/tcp, and 8080/tcp).
This proxy decrypts TLS payloads
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and records all incoming HTTP
requests, allowing potential attacks
against the NAS web interface to
be identified.

SSH reverse proxy. This is a Python-
based proxy to monitor attackers
attempting to log in via SSH.

Packet monitor. This uses signature
matching to detect and analyze HTTP
requests targeting QNAP-specific
paths. It also monitors the resolution
of official domains by QNAP devices.

QNAP monitor. This tracks inter-
nal activity on the NAS device, such
as system processes, open ports, and
changes to specific files.

Access controller. Using iptables to
control the flow of traffic through the
system, this controller ensures that the
QNAP device could only communicate
with official domains, preventing mali-
cious files from entering the device.

Observation results

During the observation period, SPOT
captured a wide range of mali-
cious activities targeting the QNAP
honeypot. These activities included
brute-force login attempts, web-based
exploitation attempts, and attempts to
download malware.

SSH reverse proxy results. On aver-
age, SPOT observed 1,700 SSH login
attempts per day, primarily consist-
ing of brute-force attacks. Out of these
attempts, 177 were successful logins
where attackers executed commands.
The most common command was
“/ip cloud print,” which is specific to
Mikrotik’s Router OS and therefore
not functional on the QNAP device.
This suggests that many of the attacks

were not specifically targeting QNAP
but rather IoT devices in general.

Web reverse proxy results. The Web
reverse proxy observed an average of 130
HTTP sessions per day, including port
scans and attempts to exploit web-based
vulnerabilities. Of the 149 hosts that
accessed the login authentication page
of the QNAP device, 46 attempted to
extract sensitive files, such as password
files and SSH keys, through vulnerabili-
ties in the Photo Station application.
Compared to other IoT honeypots,
SPOT demonstrated a higher cap-
ture rate of QNAP-related access. For
example, during the same observation
period, a general-purpose IoT honeypot
only observed four hosts accessing the
QNAP login page, while SPOT observed
149. This highlights the effectiveness of
using a dedicated, bare-metal NAS hon-
eypot for observing ransomware attacks

Packets From

Network
as Exit

the Observation System

targeting specific devices like QNAP.
Figure 6 is the overview of eChOraix ran-
somware attack we observed.

MALWARE ACTIVITY
DETECTION TECHNOLOGY
USING Al

Malware is pivotal in cyberattacks.
X-POT analysis indicates that numerous
IoT malwares commence spontaneous
scanning post-infection to identify vul-
nerable hosts. Upon detecting an open
vulnerability-related port on an IoT
device, attackers typically infect the
device with malware, facilitating fur-
ther malicious activities.

We focused on the fact that devices
infected with the same IoT malware
use the same scanning transmission
module and used AI to detect the
synchrony of scanning behavior in
terms of both method and timing. As
a specific AI method for synchrony

Packets to the
Observation System

Network
as Entrance

Observation System

‘ IP-OUT (Global) ‘

| IP-IN (Global) |

|

— |

Packet Monitor »

Access Controller

Shell Script ]‘
QNAP Monitor

" Web Reverse
SSH Reverse

Proxy
Proxy

Shell Script | IP-LOCAL (Local)

Nginx
I Python Script

QNAP1 (Sandbox)
FIGURE 5. Architecture of SPOT.

—
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detection,”® we used the “GLASSO  was used as “correct data.” As a result,
it was confirmed that the GLASSO

engine could detect cyberthreats
involving host-scale infections of a
certain scale or larger with high accu-
racy (97.14% accuracy), demonstrating
its effectiveness and usefulness.°
Therefore, the derivation of syn-
chronized scanning behavior in NIC-
TER using the GLASSO engine means
that the group of hosts (IoT devices)
that are sending out those scans are
infected with the same malware, and
it becomes possible to quickly grasp
the spread of infection of IoT devices by
new IoT malware bots. Furthermore,
by correlating malware samples using
X-POT, it is possible to analyze related

engine,” a system that uses a sparse
structure learning algorithm called
graphical lasso to estimate the syn-
chrony of infected hosts in real time.
The main feature of this method is
that it can detect related attack cam-
paigns by estimating the synchroni-
zation between many infected hosts in
any time slot and detecting abnormal
values in synchronization between
different time slots. Furthermore, this
method is robust to noise, and it has
the feature that it can ignore events
with weak synchronization due to the
effect of the £1 regularization penalty
term of the graphical lasso algorithm.

In the evaluation experiment, a list
of cyberthreats, including relatively —malware,identifyinfecteddevices,and
investigate them, minimizing damage

to users of vulnerable IoT devices and
enabling effective incident response.

large-scale infection events, was col-
lected and created for each destination
port of scans sent from infected hosts
over a certain period of time in the
darknet (NICTER), and this threat list

LI .........::::;'uonThread Actor“-n”:

.

au

o ey,
.

Al technology enhances cyberse-
curity by automating threat detec-

tion, improving response times,
and strengthening defenses against
evolving risks. Al can analyze vast
amounts of data to identify patterns,
anomalies, and correlations, en-
abling real-time threat detection
and risk mitigation. Additionally, Al
automates routine tasks such as log
analysis and vulnerability scanning,
allowing human analysts to focus on

more complex issues.

onsidering the future devel-
opment of IoT, as discussed,
utilizing darknets and honey-
potsintroduced in thisarticle is effec-
tive. Specifically, building honeypots
specialized for certain IoT devices and
systems is crucial. The malware cap-
ture module in the honeypot must be
dynamically configurable to mimic
attack targets flexibly. The research
results using darknets and honey-
pots will be effective in detecting and
analyzing diverse and sophisticated
threats. However, it is also important
to continue discussing privacy and
safety issues related to these threats.

IoT devices like automobiles

Compromise +Manage,~Fidden Service {Manage _ _ ™. ™. manage
£ : o : Reply ™=, Future research and development
£ | s should consider the following:
: | C&0C Server Fayment liveChat ; Y
g s ' Instruction ' ‘;_
i e e - - -l u 1. Theincreasing complexity and
{ Mail  BTC Wallet range of attacks, now targeting

Onion Proxy Network

BTC Addr
Encryption Keys

” Affected NAS
DL

.Generate% IES

Malware Ransom Note)

T | Instruct

Manage

Tor Browser

I Browse/Chat fSend / Pay

Victim

FIGURE 6. Overview of eChOraix ransomware attack observed by SPOT.*

and health care, make it hard to
fully understand threats. Effec-
tive observation and analysis
techniques, such as using dark-
net and honeypots, along with
open source intelligence and
threat intelligence, are essen-
tial to grasp the attack’s full
scope, intent, and background.
Identifying threats requires
detailed, broad-perspective
analysis, including Al
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2. While analyzing current attack
behaviors is important, it is
also crucial to identify and
analyze signs of future attacks.
Research on such attack signs
includes abnormal activities
on the darknet, the evolution
of malware functions, and
Al-based attack predictions.
These efforts and studies are
expected to technically support
“active cyber defense.”

3. Alcanbe used for both defense
and attack, and Al-driven
phishing and deepfake fraud
are already increasing. When
using Alin cybersecurity, it
is essential to recognize Al
threats such as backdoors, poi-
soning, and evasion attacks. In
particular, thorough verifi-
cation of Al-derived results is
necessary, and privacy risks

must be considered for AI
monitoring systems in IoT
devices.

4. Incybersecurity research, itis
necessary to comprehensively
consider safety, privacy, resil-
ience, and reliability in addition
to focusing on security proper-
ties (such as CIA) tailored to spe-
cific models and scenarios. The
ultimate goal is to ensure over-
all “trustworthiness” by encom-
passing all these elements.

This article focused on IoT threats
and introduced our research findings,
including NICTER, X-POT, and several
analysis cases. It is no exaggeration to
say that the observation, analysis, and
application of cyberthreat data will con-
tinue to play an important role in cyber-
security efforts. We hope you find this
article valuable and that it contributes
toyour future research endeavors.
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This article proposes an advanced intrusion detection system
that combines combinatorial fusion analysis with generative
artificial intelligence to improve anomaly detection in intelligent
systems. It addresses challenges in detecting low-profile

and evolving threats, especially in imbalanced datasets.

he rapid evolution of cyberthreats, particularly
sophisticated denial-of-service (DoS) attacks,
presents major challenges to the security of
intelligent systems across sectors like critical
infrastructure, autonomous vehicles, and smart cities.
As these attacks become more adaptive and distributed,
traditional machine learning (ML) models in intrusion
detection systems (IDSs) struggle to detect low-profile
threats that mimic normal behavior, despite excelling
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at identifying well-known attacks.? Furthermore, their
closed-box nature limits transparency and interpret-
ability, making it difficult for security professionals to
trust and understand decisions made by IDSs, especially
in critical environments where explainability is crucial.

Further, the adaptability of existing IDSs is another
critical shortcoming.® In today’s network environ-
ments, characterized by heterogeneous, distributed, and
dynamic architectures such as multicloud platforms,
Internet of Things (IoT) ecosystems, and edge comput-
ing, traditional IDS approaches that rely on static models
and fixed thresholds become insufficient. These systems

0018-9162 ©2025 IEEE. All rights reserved, including rights for text and
data mining, and training of artificial intelligence and similar technologies.
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require constant updates and manual
tuning to handle new and unknown
threats, which are not feasible in the
real-time operational contexts of mod-
ern intelligent systems. Consequently,
there is a need for a more accurate and
robust IDS, which is also highly adapt-
able and capable of real-time learning
and decision making.*

To address these challenges, this
article proposes leveraging combina-
torial fusion analysis (CFA)®7 as a
groundbreaking approach that aligns
with the goals of building secure and
intelligent systems. CFA offersarobust
framework integrating multiple ML
models through advanced score com-
binations (SCs) and rank combinations
(RCs) to leverage their diverse strengths
while mitigating individual weak-
nesses. Unlike conventional ensem-
ble methods that may rely on simple
averaging or voting, CFA utilizes rank-
score characteristic (RSC) functions
and cognitive diversity (CD) metrics to
assess and combine models based on
their complementarity and diversity.
This approach enables the develop-
ment of IDSs that are more intelligent
and context-aware, capable of detect-
ing a broader range of attacks, from
volumetric to low-and-slow attacks,
and even novel, adaptive threats.

The goal of this article is to demon-
strate how CFA can serve as a corner-
stone for next-generation IDSs, offer-
ing enhanced detection accuracy,
resilience, and adaptability. By fusing
multiple models capable of recogniz-
ing diverse threat patterns, the IDS can
dynamically adjust to new attacks and
environments without needing exten-
sive retraining. This approach also
improves interpretability, fostering
trust and confidence in security oper-
ations. Key contributions include pre-
senting CFA's use of CD and weighted

fusion techniques to enhance perfor-
mance through advanced SCs and RCs
and demonstrating the effectiveness
of generative artificial intelligence
(GAI)-integrated CFA in a case study on
DoS attack detection, with significant
improvements in performance and

integrating cloud services, IoT, and
edge computing.!® The need for con-
stant retraining to address evolving
threats is impractical, requiring more
autonomous and adaptable solutions.
Theevolving cyberthreatlandscape
demands IDSs that are both secure

BY FUSING MULTIPLE MODELS CAPABLE
OF RECOGNIZING DIVERSE THREAT
PATTERNS, THE IDS CAN DYNAMICALLY
ADJUST TO NEW ATTACKS AND
ENVIRONMENTS WITHOUT NEEDING
EXTENSIVE RETRAINING.

adaptability for both high-frequency
and low-profile attacks.

THE NEED FOR ADVANCED
INTRUSION DETECTION IN
SECURE AND INTELLIGENT
SYSTEMS

Traditional ML-based IDSs face chal-
lenges in interpretability, trust,
and detecting low-profile, adaptive
attacks, which are crucial as intelli-
gent systems increasingly support
critical infrastructures like smart
grids and healthcare. Many ML mod-
els, especially deep learning, lack
transparency, making it difficult for
cybersecurity professionals to under-
stand malicious packet detections,
undermining trust and compliance.®
Modern DoS attacks mimic legitimate
traffic to evade detection, and tradi-
tional models often fail to catch these
subtle threats or produce false posi-
tives.? Additionally, traditional IDSs
struggle with scalability and adapt-
ability as intelligent systems expand,

and intelligent, capable of learning,
adapting, and scaling autonomously
in response to new challenges. Today's
threats are not only more frequent but
also more varied and unpredictable.
Attackersincreasinglyleverage Aland
ML to develop malware that can adapt
to different environments and employ
multivector strategies to overwhelm
traditional defense mechanisms. This
requires IDSs to be intelligent enough
to anticipate, learn from, and counter-
act new types of attacks dynamically.
Further, the integration of secure
and intelligent systems in sectors like
critical infrastructure, autonomous
vehicles, smart cities, and health-
care makes them prime targets for
advanced persistent threats, zero-day
attacks, and insider threats.! Such
attacks require more than static, rule-
based defenses; they require systems
that can continuously learn from
diverse data points, detect anomalies
in real time, and provide actionable
insights for preemptive measures.
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As these systems become more
heterogeneous and distributed, the
need for adaptive and scalable detec-
tion mechanisms grows. For instance,
in a smart city environment, multi-
ple interconnected subsystems (for
example, traffic control, public safety,
and utilities) must work together

interpretability, key attributes for
intelligent and secure systems.

Unlike traditional ensemble meth-
ods, which often rely solely on averag-
ing or majority voting, CFA leverages
both SC in Euclidean space and RC in
Kemeny space to integrate diverse
models’ outputs effectively. The

THE EVOLVING CYBERTHREAT
LANDSCAPE DEMANDS IDSs THAT
ARE BOTH SECURE AND INTELLIGENT,
CAPABLE OF LEARNING, ADAPTING, AND
SCALING AUTONOMOUSLY IN RESPONSE
TO NEW CHALLENGES.

to detect and respond to potential
threats. In this scenario, a robust IDS
must not only secure each subsystem
but also intelligently correlate infor-
mation across the network to detect
coordinated attacks.'? Traditional
IDS approaches fall short in provid-
ing this level of intelligence and inte-
gration, highlighting the need for
advanced methods.

CFA: A GAME CHANGER

Tobuild secure and intelligent systems
capable of meeting the above chal-
lenges, we propose leveraging CFA,>7
which provides a framework that inte-
grates multiple ML models through a
combination of score and rank func-
tions, enabling a more comprehensive,
adaptive, and secure detection mecha-
nism. Unlike traditional methods, CFA
emphasizes the diversity and comple-
mentarity of multiple models, result-
ing in improved detection capabili-
ties, lower false positives, and higher

48 COMPUTER

essence of CFA lies in its use of CD, a
measure of dissimilarity among scor-
ing systems, to determine the optimal
fusion of models.'?

A scoring system A on a data-
set D={d,d,,...,d.}, defined by a
score function s,:D+— R and a rank
function r.:D+~ N, was introduced
in Hsu et al.>’ Sorting s, values in
descending order gives ri, where
N={1,2,...,n}. The RSC function
fa:N — R for A is defined as

fali) = sa(ra'(i)) = (sa°ra) (i). (1)

The CD among scoring systems
is defined as the difference among
their RSC functions.'®> The diversity
of RSC functions can be computed
for each pair of scoring systems. The
CD between two systems A; and Aj,
denotedas CD (A, A;), isbased on their
RSC functions fi and fa. For a rank
ke{1,2,...,n},CD(A, A)) is defined as
(/0" = n)) Zi (fa (k) — fa (k).

The diversity strength (DS) of sys-
tem A is the average CD between A and
all other systems. To compute this, we
first need to calculate the RSC func-
tions for each cross-validation split
D;={d,,...,d.} and scores j € {1,...,P}.
The score function s,(d) assigns areal
number to each d €D;, representing
the score given by model M, for the
jth split. By sorting these scores in
descending order and ranking the can-
didatesin Dj;, we obtain the rank func-
tion r4(d). To facilitate comparison
across multiple scoring systems, we
applylinear normalization, transform-
ing sy(d):D—-R to s;(d):D— [0,1]
using  si;(d) = (s (d) = Swmin) / (Smax — Smin),
where  sn.. = max{s;(d)|d € D} and
Smin = min{s,(d)|d € D}. The RSC func-
tions are then derived by sorting these
normalized scores for each system in
descending order, using the rank val-
ues as keys. This process allows for a
robust calculation of DS by measuring
the differences among the RSC func-
tions of various systems.

The superiority of RC over SC can
be evaluated under specific condi-
tions, where RCs may yield better per-
formance when larger CD values exist
between pairs of the five ML models.'*
We canintegrateresultsfrommscoring
systems, each defined by its score func-
tion s,(d) and rank function r,(d) for
labelj, withk asthe system index. Tech-
niques include SC, RC, voting, average
combination (AC), and weighted com-
bination (WC), which can be computed
using the following weighting metrics.
The AC computes the average score
and rank as s.(d) =X [wis;(d)] and
se(d) = 2, [wiry(d)], where wi=1/m,
and s, and si represent the score and
rank functions of SC and RC, respec-
tively. The WC by DS (WCDS) includes
weighted SCs (WSCDS)and RCs (WRCDS),
with weights defined as W= (1/N)
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for AC and W, = (ds(A))/(Z¥.ds(A))
for WCDS. The WSCDS is calculated
as WSCDS;(d)=((weight of model i)«
s;(d))/(sum of weights), while WRCDS
uses r;(d) instead of s;(d) and inverts
w; to 1/w..

By optimizing SCs and RCs with
weighted DS, CFA offers a comprehen-
sive fusion method that accounts for
both model performance and diversity.
This approach is particularly effective
in intelligent systems, like cybersecu-
rity, where complex decision making
is required across diverse data land-
scapes. CFA’s ability to integrate mod-
elsbased on diversity and performance
makes it ideal for IDSs, enhancing pre-
cision and adaptability in detecting
a range of attack profiles. Traditional
IDSs often struggle with missed detec-
tions or high false-positive rates due
to reliance on single models. CFA, by
aggregating confidence levels through
SCs and distinguishing prediction out-
puts with RCs, creates an intelligent,
adaptive mechanism that identifies
both high- and low-profile threats. The
WCDS further enhances robustness by
prioritizing diverse models, fully lever-
aging CD to secure intelligent systems.

CASE STUDY: APPLYING CFA
TO DoS ATTACK DETECTION

Dataset and methodology

To demonstrate the effectiveness of
CFA in intrusion detection, a case
study was conducted using the LYCOS-
IDS2017 dataset,'® which includes a
wide range of network traffic types
representing various attack profiles,
such as benign traffic, DoS attacks
(for example, GoldenEye, Hulk, and
Slowloris), distributed DoS (DDoS), and
web-based attacks (for example, SQL
Injection and XSS), as shown in Table 1.
CFA combines multiple ML models’

outputs using the WSCDS method,
where individual models’ DSs serve as
weights to improve final predictions.
The models used include support vec-
tor machine (SVM), AdaBoost (ADB),
multilayer perceptron (MLP), Gauss-
ian naive Bayes (GNB), and linear dis-
criminant analysis (LDA), represent-
ing five scoring systems (A, B, C, D,
and E). The diversity strengths were
computed for each data item, and com-
binations of two to five models were
explored to enhance accuracy. After
training, the model performance was
evaluated on unseen test data across
14 traffic classes (for example, benign,

DoS/DDoS, and web attacks), where
the class with the highest prediction
probability, reflecting each model's
confidence, was chosen, and these
probabilities formed a new dataset for
further insights through CFA’s fusion
approaches.

Key improvements

through WSCDS

The WSCDS method demonstrates sig-
nificant performance improvements
by combining the diversity strengths
of different models. For instance, data
item d, leads to a prediction of class
Cs using the combined models A, B, C,

TABLE 1. Network traffic types in the LYCOS-IDS dataset'® with a

75%—25% split: 660,944 training items (X) and 220,312 test items.

Traffic Encoding X Y Test set
Benign 0 330,474 405,441 110,158
Bot 1 550 37,672 183
DDoS 2 71,761 137,764 23,920
DoS Goldeneye 3 5,073 55,647 1,691
DoS Hulk 4 119,241 188,617 39,747
DoS Slowhttptest 5 3,649 52,135 1,216
DoS Slowloris 6 4,255 53,548 1,418
FTP Patator 7 3,001 50,396 1,000
Heartbleed 8 7 12,317 2
Portscan 9 119,197 188,290 39,732
SSH Patator 10 2,218 47,388 739
Webattack Bruteforce " 1,020 42,098 340
Webattack Sql Injection 12 9 13,558 3
Webattack XSS 13 489 37,017 163
Total 660,944 1,321,888 220,312

Using CTGAN, 660,944 synthetic entries were generated, doubling the training set to 1,321,888 items (Y).
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D, and E, where the DSs of the models
are calculated as 0.359996, 0.523272,
0.337381, 0.472812, and 0.598646,
respectively. This calculation is sys-
tematically applied across all combi-
nations of models, resulting in out-
standing detection accuracy. The
WSCDS method consistently enhances
the accuracy of predictions compared
with single-model performance. The
method utilizesthe diversity strengths
of models across multiple classes of
DoS attacks, achieving high precision
in detecting attacks that individual
models fail to classify accurately.

Model diversity and

RSC functions

One of the critical aspects of CFA is
the role that model diversity plays
in improving predictions. The diver-
sity among the RSC functions of each
model is visualized in several figures.
For example, Figure 1 presents the
diversity among the RSC functions

of five models for data item d.. The
area between any two RSC functions
represents the diversity between the
corresponding models, and larger
areas indicate greater CD. In this case,
models B and E demonstrate the high-
est diversity, which contributes to the
effectiveness of the WSCDS method
when combining these models.

This diversity is critical in improv-
ing detection accuracy as models with
higher diversity provide more comple-
mentary predictions, reducing errors.

Single and combined

model performance

Table 2 presents the best-performing
models for each attack class based
on the ratio of correct predictions.
Instances where multiple models are
listed for a given class indicate a tie
in performance. The results demon-
strate that the CFA improved the per-
formance of the individual models in
six classes and achieved performance

1 4
—fA
— B
] —fC
0.8 — D
o — fE
3
o 0.6 1
e
[0)
N
g 0.4
S
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0.2 -
0 4
2 4 6 8 10 12 14
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FIGURE 1. The CD among the five scoring systems based on their RSC functions for data
item d,, from the test dataset. The models were trained on dataset X. The area between
RSC functions represents diversity. Diversity strengths: A, 0.359996; B, 0.523272; C,

0.337381;D,0.472812;E 0.598646.
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equivalent to the highest-ranking
individual modelsin five other classes.
Notably, in four of these five ties, both
the individual and combined models
achieved perfect scores, detecting all
attacks. This suggests that for these
classes, the CFA reached the peak pos-
sible performance, indicating that fur-
ther improvements through CFA were
not possible.

For class 7, multiple CFA models
matched the performance of individual
model D, including combinations such
as AC, AD, BD, CD, DE, ABC, ABD, ACD,
ADE, BCD, BDE, CDE, ABDE, ACDE,
BCDE, and ABCDE. In class 8, several
CFA models tied with individual mod-
els A, D, and E, achieving perfect scores
with combinationslike AB, AD, AE, BD,
BE, CD, CE, DE, ABC, ABD, ABE, ACD,
ACE, ADE, BCD, BCE, BDE, CDE, ABCD,
ABCE, ABDE, ACDE,BCDE, and ABCDE.
Similar ties were seen in classes 12 and
13, where CFA models matched the
perfect performance of the top indi-
vidual models. While some improve-
ments, such as the 0.0032% increase
for class 2 in Table 2, are marginal and
statistically measurable, they hold
limited practical significance. More
substantial improvements, such as the
3.31% increase in detection accuracy
for class 6, demonstrate the method’s
effectiveness in addressing challeng-
ing attack scenarios.

CFA outperforms individual mod-
els. CFA outperformed individual
models as follows:

) Class 2: The CFA model ABC
achieved a slightly higher ratio
(0.999875) compared with
the individual models C and
E (0.999833). This means one
additional correct prediction,
showcasing the CFA’s ability to

WWW.COMPUTER.ORG/COMPUTER



enhance performance even when is significant in critical secu- additional attacks that might have

individual models are already rity applications where every been missed otherwise.
performing at a high level. detected attack counts. ) Class 6: The most substan-

) Class 3: CFA model BC improved ) Class4: The CFA model BC tial improvement is observed
the correct predictions by increased the number of correct here, where the CFA model BC
10, increasing the ratio from predictions by 27 compared with increased the correct pre-
0.984624 (individual model C) the individual model C, raising the dictions by 47, raising the
to 0.990538, thus enhancing ratio from 0.998163 to 0.998843. ratio from 0.957687 (95.77%)
the detection rate by approxi- While the percentage increase is t0 0.990832 (99.08%). This
mately 0.6%. This improvement small, it reflects the detection of enhancement demonstrates the

TABLE 2. The best-performing models for each class based on
the correct prediction ratio for training dataset X.

Correct Correct
Class | Individual | predictions () | Percentage CFA predictions (Z) | Percentage | Z -1 Winner
0 B 109,844 99.714955 BCE 107,536 97.619782 | -2,308 | Individual
1 C 183 100.0 BCD 183 100.0 0 Tie
2 C,[E 23,916 99.983278 ABC 23,917 99.987458 | 1 CFA
3 C 1,665 98.462448 BC 1,675 99.053814 | 10 CFA
4 @ 39,674 99.816338 BC 39,701 99.884268 | 27 CFA
5 C 1,191 97.944079 BC 1,180 97.039474 | -10 Individual
6 € 1,358 95.768688 BC 1,405 99.083216 | 47 CFA
7 D 998 99.8 AC, AD, BD, CD, DE, ABC, 998 99.8 0 Tie

ABD, ACD, ADE, BCD, BDE, CDE,
ABDE, ACDE, BCDE, ABCDE

8 A,D,E 2 100.0 AB, AD, AE, BD, BE, CD, CE, 2 100.0 0 Tie
DE, ABC, ABD, ABE, ACD, ACE,

ADE, BCD, BCE, BDE, CDE, ABCD,
ABCE, ABDE, ACDE, BCDE, ABCDE

9 D 39,632 99.748314 BCD, ADE, ACD 39,702 99.924494 | 70 CFA
10 A 732 99.052774 ABC 730 98782138 | -2 Individual
" A 319 93.823529 ABC, ACE 340 100.0 21 CFA
12 D B 100.0 AD, BD, CD, DE, ABD, CDE 3 100.0 0 Tie
13 C,D 163 100.0 AD, BD, CD, ABD, ACD, BCD, BDE, 163 100.0 0 Tie

CDE, ABDE, ACDE, BCDE, ABCDE

Ties indicate equal performance. CFA improved six classes and matched the best individual models in five. In four ties, both CFA and individual models achieved perfect scores,
indicating peak performance.
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CFA’s effectiveness in detecting
attacks that individual models
may struggle with.

CFA achieves perfect scores (ties
with individual models). In classes
1, 7, 8, 12, and 13, the CFA models
achieved the same perfect scores as
the best individual models. This indi-
cates that the CFA approach reached
the maximum possible performance
for these classes. Since both the indi-
vidual and combined models detected
all attacks correctly, further improve-
ment was not possible.

Consistency across multiple classes.
The CFA models show consistent perfor-
mance improvements or equivalence
across multiple classes. This consis-
tency is crucial in IDSs, where the abil-
ity to reliably detect a wide range of
attack types is vital for maintain-
ing security.

Individual models outperform CFA.
In classes 0, 5, and 10, individual
models performed better than the
CFA models:

) Class 0: Individual model B
achieved a higher ratio (0.99715)
compared with the CFA model
BCE (0.976198), with the CFA
model having 2,308 fewer cor-
rect predictions.

Class 5: Individual model C out-
performed the CFA model BC,
with a ratio 0f 0.979441 (97.94%)
versus 0.970395 (97.04%).

Class 10: Individual model A
slightly outperformed the CFA
model ABC, although the dif-
ference was minimal (0.990528
versus 0.987821).

~

~

These instances suggest that in some
cases, the CFA may not always enhance
performance and that individual models

can be more effective, possibly due to
overfitting in the combined models or
the strengths of individual models in
specific attack types.

Significance of CFA in improving
detection rates. The CFA approach
demonstrates its strength in enhancing
detection rates for several classes, par-
ticularly where individual models have
limitations. By combining models,
CFA leverages the diverse strengths
of different algorithms, leading to
improved overall performance. The
improvements in classes 2, 3, 4, 6, 9,
and 11 are particularly noteworthy as
they involve critical attack types where
enhanced detection is essential.
Figure 2 illustrates the performance
of all individual classes and combined
models, where the CFA model con-
sistently outperforms the individual
models. Figure 2 shows the number
of correct predictions for each of the

Performance of Results According to Y vs X Training Dataset for all Individual and Combined Models

Correct Prediction Ratio (%)
<)
[}

0.5
0.4 1
-e- X Dataset
0.3 -e- Y Dataset
--- Highest Single Model Value: 0.99%
0.2

VO@Q/O?QQ,O?‘Z?

C OO O O DL DO O &
Ty ToaoorgeePdRveewe PEESLE S
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Models

FIGURE 2. The percentage of correct predictions for each of the single and combined models using the WSCDS for all 14 classes combined.
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single and combined models using
WSCDS for all 14 classes combined.
For example, in class 0, the combined
CFA model achieves a prediction accu-
racy of 97.6%, compared with 99.7%
for model B. In class 1, the CFA model
reaches a perfect prediction accuracy
of 100%, demonstrating its effective-
ness in handling high-profile attacks.

The evolution of cyberthreats, like
DoS/DDoS attacks, challenges the
security of modern systems. Tradi-
tional ML-based IDSs often struggle
with low-profile or evolving threats
that mimic legitimate behavior. Inte-
grating GAI and CFA provides a novel
framework to enhance IDSs in secure,
intelligent systems.

LEVERAGING GAI FOR
ENHANCED DATA
REPRESENTATION

In secure and intelligent systems, accu-
rate anomaly detection relies on exten-
sive training data that capture both
normal and malicious behaviors. The
integration of GAI models, such as gen-
erative adversarial networks (GANSs),
enhances the detection capabilities of
IDSs by generating synthetic “normal”
network traffic to augment training
datasets. This helps address challenges
like data imbalance and evolving threat
landscapes, enabling IDSs to better dis-
tinguish among legitimate and mali-
cious activities. Models like conditional
GANs (CTGANSs) can create balanced,
diverse datasets. Next, we explore how
GAI, when combined with CFA, can
enhance intrusion detection by provid-
ing better data representation and facil-
itating more effective model fusion.

Synergy between GAIl and CFA
for intelligent decision making
By applying the WSCDS method, CFA
enhances model accuracy and interpret-

ability, with GAI further improving per-
formance. CTGAN-generated synthetic
data add diversity, helping models de-
tect a wider range of attack behaviors.
Combined with CFA's fusion techniques,
this creates a more adaptable detection
system for various attacks. The original
dataset X had 660,944 entries, while the
augmented dataset Y, with 1,321,888 data
points, doubled its size. GAI models like
CTGAN address the challenge of limit-
ed training data by generating synthetic
data that balance imbalanced datasets,
improving detection of underrepresent-
ed attacks such as DoS and DDoS.
Algorithm 1 presents our proposed
method to enhance intelligent deci-
sion making by integrating CFA with
GAI It begins by training a CTGAN
model on real data to generate syn-
thetic data, which are then processed
by multiple ML models. The outputs
of these models are fused using CFA,
and the CD is computed to assess
model heterogeneity. If the CD meets
a predefined threshold, the fusion
is optimized; otherwise, additional
synthetic data are generated, and the

ALGORITHM 1:

process repeats until optimized fusion
is achieved. The final decision output
is the result of the optimized fusion.

Further, CTGAN was used to gen-
erate synthetic data for augment-
ing the original training set of the
LYCOS-IDS dataset.!” This augmenta-
tion led to a twofold increase in the
size of the training set, providing
more robust data coverage and con-
tributing to improved detection per-
formance, particularly for attacks
that individual models found chal-
lenging to detect.

Performance analysis

To evaluate the impact of GAl-inte-
grated CFA, we used the same ML
models employed in our baseline case
study: SVM, ADB, MLP, GNB, and LDA.
We compared the performance of indi-
vidual models and their combinations
under the WSCDS metric, both with and
without synthetic data augmentation.

Performance across models and
combinations. The summary of results
in Table 3 further validates the

GAl-integrated CFA: implementation use case.

1: Input: Real Data D

real’

if CD = threshold then
Optimize Model Fusion: O
: else

OWVWWOWNOoOU FWN

[T
N

Repeat Steps 5-7
: end if
: Final Decision Output: O

[
W

optimized

optimized

ML Models {M,, M5, .., M}, CTGAN Model
: Output: Optimized Model Fusion and Final Decision Output

: Initialize Generative Model: CTGAN —train on D
: Generate Synthetic Data: DsynhCTGAN.generate()
: Apply ML Models: {0y, Oy, .., O} —{M,(D
: Fuse Model Outputs: O soq—CFA{O,, 05,.., O,})
Compute Cognitive Diversity: CD —diversity ({0}, O5,.., O,,})

real

) Mo (Dgyp)r o My (D )}

—CFA.optimize(Oy,cpes CD)

Generate More Synthetic Data: DSyn —CTGAN.generate()
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efficiency and superiority of CFA but
this time integrated with GAI Spe-
cifically, the superiority of model
combinations over individual models
for several classes is observed. The
number of correct predictions across

different attack types for both single
and multimodel combinations showed
notable improvements. For instance,
class 9 saw a performance boost from
99.861573% to 99.879191% with the
CFA approach.

GAl-integrated CFA versus baseline
CFA: Comparative analysis. Table 4
further provides a class-level perfor-
mance breakdown, demonstrating
that GAI integration benefits some
classes more than others. For example,

TABLE 3. The top-performing models for each class based on correct predictions for training dataset Y.

Correct Correct
Class | Individual | predictions (I) | Percentage | CFA predictions (Z) | Percentage | Z-1 | Winner
0 C 108,184 98.208028 | BC 108,046 98.082754 | 138 | Individual
1 D 183 100.0 AD, BD, CD, ABD, ACD, ADE, ABCD, ABDE | 183 100.0 0 Tie
2 A,B,C 23,916 99.983278 | AB, AC, BC, BD, BE, CE, ABC, ABD, ABE, 23,916 99.983278 | 0 Tie
ACD, ACE, ADE, BCD, BCE, BDE, CDE,
ABCD, ABCE, ABDE, ACDE, BCDE, ABCDE
3 C 1,649 97.516263 BC 1,649 97.516263 0 Tie
4 C 39,727 99.949682 | AC,BC 39,727 99.949682 | 0 Tie
5 C 1,188 97.697368 BC 1,198 98.519737 10 CFA
6 D 1,343 94.71086 CDE 1,356 95.627645 | 13 CFA
7 B,C,D,E | 996 99.6 AC, AD, AE, BC, BD, BE, CD, 996 99.6 0 Tie
CE, DE, ABC, ABD, ABE, ACD,
ACE, ADE, BCD, BCE, BDE, CDE,
ABCD, ABCE, ABDE, ACDE, BCDE, ABCDE
8 A,B,C 2 100.0 AB, AC, AE, BC, BE, CE, 2 100.0 0 Tie
ABC, ABD, ABE, ACD, ACE, BCD,
BCE, ABCD, ABCE, ABDE, ACDE,
BCDE, ABCDE
9 C 39,677 99.861573 ABC 39,684 99.879191 7 CFA
10 C,E 728 99.052774 | AB 730 98.782138 | 2 CFA
" o 338 99.411765 ABC 339 99.705882 |1 CFA
12 A,D 3 100.0 AB, AD, BD, CD, DE, ABD, 3 100.0 0 Tie
ACD, ADE, BCD, BDE, ABCD, ABDE,
ACDE, ABCDE
13 D 159 97.546012 AD, BD, CD, DE, ABD, ACD, ADE, 159 97.546012 | 0 Tie
BCD, BDE, CDE, ABCD, ABDE, ACDE,
BCDE, ABCDE

Ties indicate equal performance. GAl-integrated CFA improved five classes and matched the highest-ranking models in eight others. Exploring alternative CFA metrics may
resolve ties and enhance performance.
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in class 5 (DoS/DDoS), the GAl-inte-
grated CFA model BC improved per-
formance from 97.94% (baseline) to
98.52%, showing a modest improve-
ment of 0.58%. However, in class 0
(Bot), the baseline model B outper-
formed the GAI-integrated model,

achieving 99.72% compared with the
GAI model C's 98.21%, resulting in a
decrease 0f 1.51%.

In more challenging classes, such
as class 6 (DoS), the baseline CFA
model BC performed significantly
better, achieving 99.08%, while the

GAl-integrated model CDE reached
only 95.63%, marking a drop of 3.45%.
Similarly, for class 3, the baseline
model BC attained a higher accuracy
of 99.05%, while the GAl-integrated
version experienced a decrease to
97.52%.

TABLE 4. A class-level performance comparison between the GAl-integrated CFA (Y dataset) and
baseline CFA (X dataset), highlighting the differences in correct prediction ratios for each class.

Performance Performance
Class | (X dataset) Top model (X dataset) (Y dataset) Top model (Y dataset) Difference (%)
0 99.72% B 98.21% C -1.51%
1 100% C 100% D, AD, BD, CD, ABD, ACD, ADE, ABCD, ABDE 0.0%
2 99.99% ABC 99.98% A, B, C, AB, AC, BC, BD, BE, CE, ABC, ABD, ABE, | -0.01%
ACD, ACE, ADE, BCD, BCE, BDE, CDE,
ABCD, ABCE, ABDE, ACDE, BCDE, ABCDE
3 99.05% BC 97.52% C,BC -1.53%
4 99.88% BC 91.37% C,AC,BC -8.51%
5 97.94% C 98.52% BC 0.58%
6 99.08% BC 95.63% CDE -3.45%
7 99.80% D, AC, AD, BD, CD, DE, ABC, 99.60% B, C, D, E, AC, AD, AE, BC, BD, BE, CD, -0.20%
ABD, ACD, ADE, BCD, BDE, CDE, CE, DE, ABC, ABD, ABE, ACD,
ABDE, ACDE, BCDE, ABCDE ACE, ADE, BCD, BCE, BDE, CDE,
ABCD, ABCE, ABDE, ACDE, BCDE, ABCDE
8 100.0% A, D, E, AB, AD, AE, BD, BE, CD, CE, 99.60% A, B, C, AB, AC, AE, BC, BE, CE, -0.4%
DE, ABC, ABD, ABE, ACD, ACE, ABC, ABD, ABE, ACD, ACE, BCD,
ADE, BCD, BCE, BDE, CDE, ABCD, BCE, ABCD, ABCE, ABDE, ACDE,
ABCE, ABDE, ACDE, BCDE, ABCDE BCDE, ABCDE
9 99.92% BCD, ADE, ACD 99.88% ABC -0.04%
10 99.05% ABC, ACE 98.78% AB -0.27%
0l 100.0% A 99.70% ABC -0.3%
12 100.0% D, AD, BD, CD, DE, ABD, CDE 100.0% A, D, AB, AD, BD, CD, DE, ABD, 0.0%
ACD, ADE, BCD, BDE, ABCD, ABDE,
ACDE, ABCDE
13 100.0% C, D, AD, BD, CD, ABD, ACD, 100.0% D, AD, BD, CD, DE, ABD, ACD, ADE, 0.0%
BCD, BDE, CDE, ABDE, BCD, BDE, CDE, ABCD, ABDE, ACDE,
ACDE, BCDE, ABCDE BCDE, ABCDE
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Overall, the integration of syn-
thetic data via GAI typically enhances
the performance of CFA models, espe-
cially in situations where increased
data diversity is critical. However, the
results are mixed at the class level,
with some classes showing declines in
performance. While GAI integration
generally improves model robustness
and detection accuracy, there are cer-
tain instances, such as in class 0 and
class 6, where the baseline CFA mod-
els outperform their GAl-integrated
counterparts.

GAl-integrated CFA:

Learned lessons

Integrating synthetic data with CFA in
IDS improves detection performance
by enhancing training data diversity
compared with baseline CFA (without
GAI). While the baseline CFA (see the
section “Case Study: Applying CFA
to DoS Attack Detection”) effectively
combined ML models for attack detec-
tion, it lacked data diversity, limiting
adaptability to evolving threats. Syn-
thetic data overcome these limitations,
boosting generalization and detection
across a wider range of attacks.

Enhanced detection accuracy and
recall. Baseline CFA models like BE
and CE showed high recall but strug-
gled with low-profile attacks (for exam-
ple, class 1, Bot, and class 11, Webattack
Bruteforce). GAl-enhanced models
improved detection in difficult cases
(for example, model DF increased recall
for class 1). Synthetic data expanded
decision boundaries, allowing better
traffic differentiation (for example,
model AF achieved higher recall for
class 3 compared with baseline CFA).

Impact of CD on model fusion. CFA
prioritizes CD to optimize model
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fusion, and GAI increased CD in
many cases, enhancing overall fusion
results. Models with higher CD out-
performed others in recall and preci-
sion, with GAI-integrated CD enabling
advanced WCs for better outcomes.

Broader generalization and adapt-
ability. Synthetic data improve gen-
eralization in real-time environments,
helping models adapt to emerging
threats with less retraining. A com-
parison between synthetic and real
data showed close alignment, boost-
ing performance in real-world deploy-
ments. GAl-enhanced models enable
scalable, continuously learning IDSs,
essential for intelligent systems facing
evolving threats.

Deployment considerations. Deploy-
ingthe proposed system in large-scale
real-world networks poses challeng-
es such asincreased processing time
(O(m*-n)) and memory demands for
storing synthetic datasets and inter-
mediate outputs. Addressing these
challenges might require distributed
computing, efficient memory man-
agement, and model optimization
to ensure scalability and real-time
performance.

Last, the proposed CFA-GAI frame-
work has the potential to enhance
scalability through CD and weighted
fusion, enabling efficient model inte-
gration without extensive retrain-
ing. CTGAN-generated synthetic
data further mitigate data imbal-
ance, improving performance across
diverse scenarios.

hisarticlehighlighted the poten-
tial of CFA to enhance intrusion
detection in secure and intelli-
gent systems. By combining multiple

ML models using advanced SCs and
RCs and leveraging CD, CFA improves
detection accuracy, reduces false posi-
tives, and strengthens the accuracy of
IDS against evolving cyberthreats. As
cyberenvironments grow more com-
plex, integrating CFA with GAI for real-
time monitoring offers a path toward
intelligent and adaptive cybersecu-
rity solutions.
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NOTES FROM THE FIELD

The Emerging
Metaverse: [EEE
SEMV 2024
Retrospective and
-uture Directions e

Louis Nisiotis®, University of Central Lancashire, Cyprus quires collaboration across multiple
levels, bringing innovators, research-
ers, and professionals together to
address critical technological, ethi-
Dejan Milojcic®, Hewlett Packard Enterprise cal, and social challenges. The IEEE
Metaverse community and the inau-
gural 2024 IEEE International Sym-
posium on Emerging Metaverse
(ISEMV 2024) highlight the impor-
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Jyotika Athavale®, Synopsys
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At the intersection of the physical and digital tance of this collaboration, encourag-

ing the discussions and innovations

worlds, the metaverse is driving a new aimed at building an interoperable
) ) ) ) and sustainable metaverse.

technological revolution across industrial This article reflects on the sym-

. . . . posium'’s pivotal role in bridging

applications, entertainment and gaming, academic research with industry

transportation, and numerous other sectors. practices to address challenges and

shape the future of the metaverse.
Drawing on these insights, it pro-
he potential and applicability of the metaverse poses future directions for metaverse R&D, emphasizing
span a wide range of domains, fueled by recent the need for collective efforts to create a disruptive,
technological advancements and innovations cohesive, and inclusive metaverse ecosystem.
and the growing shift toward digitally enhanced
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significant advancements in software,
hardware, systems, networking, and
supporting technologies. Often de-
scribed as the next technological revo-
lution, the metaverse is envisioned as
the convergence of virtual and physi-
cal realities within a digital ecosystem
where individuals can interact, work,
and coexist in immersive intercon-
nected spaces. Recognizing its transfor-
mative potential, major industrial, gov-
ernmental, and academic organizations
are driving research, and standards,
influencing corporate strategies, and
prompting policy adaptations at both
national and international levels. For in-
stance, the European Commission3 has
outlined strategic frameworks for its de-
velopment, while the World Economic
Forum has highlighted its far-reaching
societal and economic implications.*
Companies across diverse industries
have redefined their business strategies
to align with the metaverse,” and tech-
nology developers are investing heavily
in building the tools, environments, and
infrastructures that underpin this eco-
system.® Recent technological advance-
ments have accelerated progress, bring-
ing the metaverse closer to realization.”
In particular, artificial intelligence (Al)
has played a pivotal role in shaping in-
teractive metaverse environments, en-
abling content generation, natural lan-
guage processing, adaptive experiences,
intelligent behaviors, and complex
computations.® These advancements
enhance virtual interactions, making
them more engaging and dynamic.
Meanwhile, increasingly powerful com-
puting hardware enables sophisticated
real-time rendering and complex com-
putations, essential for creating immer-
sive and richly detailed systems.

Additionally, a wide array of ac-
cessible software development tools,
rendering engines, open standards,
and frameworks empowers a broad
community of developers to contrib-
ute to the metaverse.

These innovations drive the devel-

opment of immersive and accessible
metaverse applications, emphasizing
the importance of collaborative com-
munities such as the IEEE Metaverse
Initiative of IEEE Future Directions.
This initiative promotes interdisci-
plinary research and facilitates the
exchange of innovative ideas and
breakthroughs. Aligned with this vi-
sion, the inaugural ISEMV 2024 was
conceived as a premier forum by the
IEEE Metaverse Initiative, with sup-
port from IEEE Future Directions and
the IEEE Computer Society. The sym-
posium brings together leaders, re-
searchers, and practitioners to explore
cutting-edge technological advance-
ments and address societal implica-
tions of the metaverse. By fostering
collaboration and innovation, ISEMV
2024 positions the metaverse at the
forefront of technological progress,
shaping the future of our intercon-
nected digital lives.

ISEMV 2024

The theme of ISEMV 2024, “Navigating
the Virtual Frontier,” invited students,
researchers, practitioners, and innova-
tors to engage in a dynamic forum de-
signed to foster collaboration, address
technical challenges, and advance the
convergence of the physical and digital
worlds. The symposium aimed to shape
and influence the future of a sustain-
able and resilient metaverse.

As a full-day, in-person event on
21 October 2024, ISEMV 2024 was
co-located with the 23rd IEEE Inter-
national Symposium on Mixed and
Augmented Reality in Bellevue, WA,
USA. As the inaugural symposium,
it featured a distinguished lineup
of keynotes, visionary talks, panel
discussions, peer-reviewed paper
presentations, and engaging poster
presentations, all showcasing inno-
vative applications of metaverse tech-
nologies. The contributions spanned a

broad spectrum of topics, from foun-
dational technologies to industry-spe-
cific innovations, demonstrating the
disruptive potential of the metaverse.

The areas of interest at ISEMV
2024 encompassed a broad range of
metaverse-related technologies and
innovations, including AI, extended
reality (XR), digital twins, cyber-
physical systems, data management,
human-AI collaboration, interopera-
bility, interaction design, ethical Al,
blockchain, gamification, edge/fog
and accelerated computing, depend-
ability, and open standards. The ap-
plications spanned diverse domains
from the CityVerse to the EduVerse,
all with a shared focus on fostering a
resilient and universally accessible
metaverse ecosystem.

The ISEMV 2024 symposium began
with opening remarks from Cecilia Me-
tra, general chair of ISEMV 2024 and
IEEE Metaverse Initiative cofounder
and cochair (together with Jeewika
Ranaweera and Stephen Dukes), and
Louis Nisiotis, technical program chair
of ISEMV 2024. They were followed by
welcome messages from Jyotika Atha-
vale, 2024 IEEE Computer Society pres-
ident, and Kathy Hayashi, IEEE director
Region 6.

The following keynote sessions fea-
tured esteemedleadersinthe metaverse
field, providing valuable insights into
cutting-edge industrial applications
and visionary concepts, setting the
stage for meaningful discussions on
the potential of the metaverse across
various sectors:

» “The Industrial Metaverse:
Supercharging Industrial Effi-
ciencies Towards Sustainability,”
presented by Gerhard Kress
(Siemens), highlighted how the
industrial metaverse can drive
competitiveness and sustain-
ability through the effective use
of digital technologies. Using
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real-world examples, Kress illus-
trated how companies leverage
the transformation to achieve
measurable benefits. He also in-
troduced Siemens Xcelerator, an
open business platform designed
to accelerate the development
of the industrial metaverse.
He emphasized the need for
standardization to bridge di-
verse ecosystems and promote
interoperability.

» “We Need a Super Cockpit for the
Mind,” presented by Tom Furness

resilience. Zorian also high-
lighted strategies for addressing
aging, degradation, and security
challenges to optimize the health
and performance of these foun-
dational technologies to support
the metaverse growth.

Throughout the day, four invited
panels facilitated in-depth discussions
onawiderange of domainsthatarerele-
vant to the metaverse, featuring expert
speakers from academia, industry, and
research organizations.

The symposium brings together leaders,
researchers, and practitioners to explore cutting-
edge technological advancements and address

societal implications of the metaverse.

(University of Washington;
Virtual World Society), revisited
key insights from his pioneering
work while developing the “super
cockpit” for the U.S. Air Force and
explored its relevance to today’s
metaverse and Al landscapes.
Furness proposed the creation
of a “super cockpit for the mind”
as a new interface designed to
navigate the complexities of the
digital future. He emphasized
the need for virtual environments
that empower and enhance
human capabilities, ensuring
technology serves as a tool for
enhancement rather than an
obstacle.

» “Challenges of Metaverse Silicon
Health,” presented by Yervant
Zorian (Synopsys), addressed the
critical role of silicon reliability
in enabling the future of the
metaverse. He discussed the
increasing demands on emerg-
ing silicon technologies that are
driven by Al, edge computing,
and 5G integration. He explored
solutions such as prognos-
tics and analytics to improve
quality, reliability, safety, and
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The panel on “Metaverse for Edu-
cation,” organized and moderated by
Arnold Pears (KTH Royal Institute of
Technology), featured Stephen T. Frezza
(Franciscan University of Steubenville),
Tomi Kauppinen (Aalto University), and
May Dongmei Wang (Georgia Institute
of Technology; Emory University). The
panel discussed the potential of gener-
ative Al and advanced large language
models for enhancing virtual- and aug-
mented-reality learning environments.
The discussion highlighted how these
technologies can create immersive ed-
ucational experiences, support collab-
orative and project-based learning, and
enable expert-driven interactions, re-
defining the future of education in the
metaverse.

The “Digital Twins and the
Metaverse” panel, organized and mod-
erated by Dejan Milojicic (Hewlett
Packard Labs), brought together in-
sights from Carrie Dossick (University
of Washington), Amit Dubey (Agilent
Technologies), Larry Kaplan (Hewlett
Packard Enterprise), and Ruby Leung
(Pacific Northwest National Labora-
tory). The panel explored the pivotal
role of digital twins in bridging real
and virtual spaces, highlighting their

diverse applications across indus-
tries. The panel covered wide areas
of digital twin adoption for bridges,
data centers, airplanes, and even the
entire Earth. The panelists examined
the commonalities and distinctions in
addressing physical artifacts of vastly
different time horizons, offering valu-
able insights into the challenges and
opportunities in this domain.

The “Technological Challenges to
Enable the Emerging Metaverse” panel,
organized and moderated by 2024 IEEE
Computer Society President Athavale
(Synopsys), featured esteemed pan-
elists Bala Kumaravel (Microsoft),
Anna Mary Mathew (Microsoft), and
Milojicic. The discussion covered the
infrastructure requirements for the
metaverse, emphasizing real-time
multimedia processing, robust secu-
rity measures, and lifecycle reliability.
The discussions also highlighted the
integration of digital twins and tele-
portation systems as critical compo-
nents for delivering seamless and im-
mersive user experiences.

The “Standards for the Metaverse”
panel, co-led by Dukes (Imaginary
Universes, LLC) and Nikolai Leung
(Qualcomm), brought together prom-
inent experts comprising Leonardo
Chiariglione (Cedeo.net) and key lead-
ers from the Metaverse Standards Fo-
rum, including Neil Trevett (Nvidia;
The Khronos Group) and Christine
Perey (PEREY Research & Consulting).
The panelists discussed the need for
interoperability among content pro-
viders, communication networks, and
devices. They also highlighted the sig-
nificance of coordinated efforts across
organizations such as The Khronos
Group, IEEE, MPEG, and the Metaverse
Standards Forum to develop compre-
hensive and open standards, fostering
a unified and interoperable metaverse
ecosystem.

The keynotes and panels were fur-
ther enriched by an invited talk from
Mar Gonzalez-Franco (Google) titled
“The Metaverse as a Hypothetical Exer-
cise.” Dr. Gonzalez-Franco explored the
concept of the metaverse as a gradient,
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reflecting on hypothetical scenarios
in which users might fully immerse
themselves in virtual environments,
and highlighting the importance of un-
derstanding user needsand identifying
gaps in current development pipelines.
Additionally, Leonardo Chiariglione
(Cedeo.net) delivered a talk titled “A
Path for a Metaverse Standard,” em-
phasizing the complexities of develop-
ing unified standards due to diverse
user requirements, rapid technological
evolution, and the lack of a universal
metaverse definition.

Each one of these sessions show-
cased the technological advancements
that are driving the metaverse and
offered a platform to explore its in-
dustrial, academic, educational, and
social implications.

The symposium also featured
technical paper presentations, with
peer-reviewed articles from the ISEMV
2024 proceedings presented across
three dedicated sessions. The techni-
cal papers collectively advanced the
understanding and development of
key metaverse technologies, frame-
works, and applications. Some of the
contributions focused on digital twin
systems for sectors such as educa-
tion, urban planning, and transpor-
tation, showcasing their potential for
real-time data integration, simula-
tion, and decision-making support.
Interoperability emerged as a central
theme, with articles addressing the
need for unified standards, cross-plat-
form connectivity, and scalable frame-
works to create an open and inclusive
metaverse. Research on Al-driven ar-
chitectures demonstrated novel ways
to enhance interactivity and user ex-
periences within cyber-physical social
systems. Studies on human-computer
interaction explored innovative XR
input methods and rapid prototyping
approaches to improve user engage-
ment and accelerate development
cycles. Additionally, the potential of
the metaverse for remote work and
collaborative environments was ex-
amined, alongside sustainability-fo-
cused discussions on energy-efficient

XR systems and the design of mixed
reality workspaces. The contributions
addressed technical challenges and
highlighted practical solutions that
promote accessibility, security, and
cross-disciplinary collaboration, rein-
forcing the metaverse's role as a dis-
ruptive concept applicable to various
real-world applications. The proceed-
ings of ISEMV 2024 can be found in
the following link: https://ieeexplore.
ieee.org/xpl/conhome/10763946/
proceeding

THE VALUE OF IEEE
ISEMV FOR IEEE AND THE
METAVERSE COMMUNITY
ISEMV 2024 highlighted the dynamic
evolution of the metaverse, presenting
some of the key trends and opportuni-
ties that are driving the field. One of
the most significant trends discussed
was the integration of XR and Al with
other emerging technologies to create
interconnected systemsand metaverse
applications that are capable of solv-
ing complex industrial, educational,
and societal problems. However, the
symposium also discussed challenges
the metaverse is facing. One of the
key issues identified was the need
for interoperability across platforms
and systems. The majority of current
metaverse applications exist in iso-
lated ecosystems, hindering the cre-
ation of seamless, user-centric experi-
ences. The lack of universal standards
and protocols results in fragmented
digital environments in which users,
assets, and content cannot move freely
between different platforms, affecting
the general consumer and enterprise
experience, acceptance, and adoption.
IEEE ISEMV advances IEEE’s mis-
sion of enhancing technology for the
benefit of humanity. By fostering
interdisciplinary dialogue, the sym-
posium focused on bridging the gap
between technological innovation
and real-world applications. The key-
notes and panels illustrated how the
metaverse could address key chal-
lenges, from sustainability in the in-
dustryto equitableaccessto education,

and the technical papers presented
forward-thinking and innovative re-
search advancing the current state of
the art. The symposium’s discussions
and presentations on interoperability
and standards reinforce IEEE’s com-
mitment to creating universally acces-
sible and ethically sound technologies,
reducing barriers to adoption and fos-
tering global collaboration. Further-
more, we continue discussions on eth-
ical considerations, including security
and inclusivity.

THE FUTURE

OF THE METAVERSE

Society and the industry are now
getting beyond the phase of digital
transformation, entering into the era
of digital adaptation and augmented
intelligence, with AI and advanced
technologies being a part of our ev-
eryday lives. This will help with the
metaverse's growing importance and
future potential and the growing need
for standardization, collaboration,
and policies. This way, the future IEEE
ISEMV will become part of a collective
effort toward developing sustainable

metaverse/metaverse applications
that are scalable and accessible to
everyone.

Metaverse applications provide the
potential for seamlessly blending vir-
tual and physical worlds to support
meaningful interactions and address-
ing challenges, but they require col-
lective efforts at multiple levels. The
metaverse of the future has the poten-
tial to be an “eco-society of systems”
that brings together virtual environ-
ments, the real world, artificial agents
and elements, and humans, creating
an ecosystem that complements real-
ity rather than supplementing it. The
metaverse’s complexity requires a
multidisciplinary approach that com-
bines expertise from various fields
working together to innovate and
address key challenges such as acces-
sibility, interoperability, privacy, se-
curity, and accessibility. Open access
to the metaverse through accessible
software development kits (SDKs) and

APRIL 2025 61


https://ieeexplore.ieee.org/xpl/conhome/10763946/proceeding
https://ieeexplore.ieee.org/xpl/conhome/10763946/proceeding
https://ieeexplore.ieee.org/xpl/conhome/10763946/proceeding

NOTES FROM THE FIELD

applications for creators, developers,
and researchers would enable them
to contribute their expertise and cre-
ativity. It should be affordable, user
friendly, and inclusive to do so.

The ability for applications to work
together seamlessly through the es-
tablishment of universal standards
and protocols that allow communi-
cation among different metaverse
platforms is a key area that requires
collaboration. The metaverse requires
standardized frameworks to ensure
interoperability. Industry consortia
and standardization bodies play a
key role in developing these proto-
cols; for example, organizations like
the IEEE Standards Association lead
the efforts to develop these standards
and address challenges. Establishing
open standards and protocols that al-
low technology interoperability, and
the exchange of digital assets, data,
and interactions across platforms can
help users to be part of an immersive
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metaverse experience through a uni-
fied digital presence.

Additionally, the environmental
impact of metaverse technologies,
such as the energy consumption of
servers. The carbon footprint of the
hardware powering the metaverse
further highlights the need for consid-
ering green computing solutions and
eco-friendly protocols.

A practical implementation strat-
egy (road map) for advancing the
metaverse requires short-term
strategic goals that are focused on
identifying and defining the neces-
sary core protocols, agreed-upon stan-
dards, and efforts toward ensuring
the accessibility of development tools
and services. This involves collabo-
rating with standards organizations
to establish foundational interoper-
ability protocols, while simultane-
ously providing open access SDKs to
creators, developers, and researchers.
Medium-term goals would prioritize

_ o Tourism Interoperabiility and Ethical
Virtual Societies go?s_lumer Governance Standards Design
. Retai :
Education 5.0 Robetics Commercialized

Al-Driven GPUs/CPUs

achieving seamless cross-platform
interactions through the adoption of
universal standards for digital assets,
and the ability to integrate diverse
technologies for interoperable user ex-
periences. Emphasis should be placed
on the use cases that meaningfully
involve users. Finally, the long-term
goals aim for full integration of phys-
ical and virtual worlds into eco-soci-
eties of unified systems where the real
and virtual worlds, humans, and ele-
ments coexist together in a digitally
augmented reality.

Figure 1 illustrates the direction
of the emerging metaverse evolution
over the next five years, emphasizing
vertical domains, horizontal technol-
ogies, and the transition from con-
sumer to enterprise-focused applica-
tions. By focusing on short-term goals
for interoperability and accessibility,
medium-term goals for cross-platform
integration, and long-term goals for
intelligent systems and inclusivity, the
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FIGURE 1. The direction of emerging metaverse evolution, from now to five years out, is categorized into three dimensions. 1) Horizontals
[commercialized (less than one year)], under development (one to three years) and research (three to five years); 2) consumer versus
enterprise space; and 3) vertical domains versus horizontal technologies. LLM/SLM: large language model/small language model;

UX: user experience.
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metaverse can evolve into an intercon-
nected digital ecosystem that benefits
individuals, industries, education, ac-
ademia, and society in general.

The future of the metaverse focuses
on how to develop applications that
blend the real with the digital world
through the seamless interplay of
technology, humans, artificial agents,
and elements. The emphasis will be on
the development of metaverse applica-
tions that are not replacing or virtual-
izing our lives but complementing re-
ality, supporting human connections
and interactions with each other and
with technology.

The metaverse, in our view, should
focus on meaningfully bridging the
physical and digital worlds to create
spaces that connect people, promoting
collaboration and shared experiences,
by leveraging the unique features of
both realities. It would be for exploring
how digital advancements can support
real-world interactions, rather than
isolating its users in virtual environ-
ments and disconnecting them from
reality. This means that the metaverse
should be digitally supported and
enhanced to become a version of our
reality rather than a replacement for
our daily professional and social in-
teractions. Such an approach requires
careful design of interoperable, inclu-
sive, accessible, and safe metaverse ap-
plications, developed with the purpose
and intent to support and shape social
dynamics and experiences.

The development of a metaverse
eco-society requires a strategic vision
and coordinated efforts among indus-
tries, governments, and academia to
establish standards, address ethical
and social issues, and drive techno-
logical innovation. In our opinion,
technologically, the emphasis should
be placed on the development of open
access tools, development kits, plat-
forms, and standards that support the
development and fusion of immersive
XRwith emerging technologies, estab-
lishing a seamless and interconnected
“network of everything” to address
social, environmental, and industrial

challenges, and contributing mean-
ingfully to daily life while promoting
ethical standards, inclusivity, and
accessibility. It is key to create stan-
dardized and user-friendly methods
of interaction within such an ecosys-
tem. Converging XR with technolo-

privacy, and trust within the metaverse
ecosystem. Interdisciplinary partner-
ships and knowledge exchange will
enable us to collectively shape a future
where an eco-society of metaverse sys-
tems and applications becomes reality.
We invite researchers, practitioners, pol-

Society and the industry are now getting beyond
the phase of digital transformation, entering into
the era of digital adaptation and augmented
intelligence, with Al and advanced technologies
being a part of our everyday lives.

gies such as Al robotics, digital twins,
blockchain, the Internet of Things, 5G
and 6G, edge and cloud computing, de-
pendability, and other emerging dis-
ruptive technologies will enable the
creation of human-centric metaverse
applications, systems, and experiences
that support a plethora of domains and
applications and meaningfully con-
tribute to our daily lives.

CALL FOR COLLABORATION
Realizing the metaverse as an acces-
sible and interconnected digital eco-
system relies on collaboration across
multiple technical disciplines and
application domains. The complexity
of building an interoperable and sus-
tainable metaverse requires academic
institutions, industry leaders, policy
makers, standards development orga-
nizations, and government entities to
align their efforts and share resources.
This collaboration must extend be-
yond technological development to
include ethical and societal consider-
ations, ensuring that the metaverse
evolves in ways that are beneficial to
society.

A key aspect of this collaboration in-
volves defining and adopting core pro-
tocols and universal standards. Work-
ing groups and related bodies should
join forces in establishing the necessary
frameworks for seamless cross-technol-
ogy interaction and integration to enable
interoperability and promote security,

icy advisors, and community members
to actively engage and contribute to the
collective effort to create a resilient,
user-centered, and accessible metaverse.

he inaugural ISEMV 2024
marked a milestone in the ef-
forts within the IEEE metaverse
initiative in advancing the understand-
ing and development of the metaverse.
By bringing together industry leaders,
researchers, practitioners, and innova-
tors from diverse fields, the symposium
fostered collaboration, contributing
to ongoing efforts to shape a resilient,
inclusive, and interoperable metaverse
ecosystem. The discussions, keynotes,
and panels highlighted opportunities
for innovation and key challenges.
As the metaverse evolves from con-
cept to reality, it is clear that its suc-
cess requires a multidisciplinary and
collaborative approach. ISEMV 2024
highlighted the importance of open
standards, protocols, and accessible
development tools that enable creators,
developers, and researchers to contrib-
ute to a unified metaverse. The insights
and innovations shared at ISEMV 2024
contribute to the ongoing discourse for
a future where physical and virtual re-
alities seamlessly blend into an eco-so-
ciety of systems that complements and
enhances our lives.
Moving forward, the metaverse
community must build on this
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momentum by collaborating across
disciplines, promoting equitable ac-
cess, and ensuring that the metaverse
develops and enables meaningful in-
teractions, addressing societal and
industrial challenges and shaping
the future of our interconnected digi-
tal lives.

With the recent significant advance-
ments in technology, concepts that
were mere ideas decades ago are now
becoming reality, and similarly, the vi-
sions we imagine today will materialize
in time. In the metaverse space, ongo-
ing efforts are pushing the boundaries
of what is achievable, advancing tech-
nological breakthroughs in hardware,
software, computation, and network-
ing speeds. The cutting-edge research
that was presented at ISEMV 2024 is a
key example of this forward-thinking
momentum. The visionary keynote
speakers offered insights into emerg-
ing trends and challenges, highlighting
the metaverse’s disruptive potential
across industries and society in gen-
eral. The comprehensive panel discus-
sions highlighted key areas for fusing
technological advancements, creating
interoperable platforms and address-
ing pressing current and future issues
through multidisciplinary research
to shape the future of immersive eco-
systems. The cutting-edge research
presented through technical papers at
ISEMV 2024 demonstrated the fore-
front of innovation in the metaverse
field, exploring topics ranging from ad-
vancements in XR and Al to the devel-
opment of interoperable frameworks
and sustainable digital ecosystems. The
diversity of the technical papers show-
cased the interdisciplinary nature of
metaverse research, bridging gaps be-
tween engineering, computer science,
and social sciences; contributing to ex-
isting scientific discourse on practical
applications; and driving innovation.

Through the groundbreaking ideas
shared at ISEMV 2024, it is clear that
the metaverse goes beyond just being a
technological frontier. The metaverse
is a platform for disrupting the way
we understand and interact with real

64 COMPUTER

and digital worlds and with each other,
building the premises for the vision
of today to become the metaverse of
tomorrow.
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he global energy sector
is undergoing a ground-
breaking transformation,!
driven by the rapid prolif-
eration of inverter-based resources

(IBRs) and distributed energy re-
sources (DERs),® the imperative to
combat pollution issues and climate
change, and advancements in en-
ergy storage technology. This evolu-
tion marks a fundamental shift from
traditional centralized power sys-
tems to a decentralized, dynamic,
and increasingly complex energy
landscape, shown in Figure 1.

This shift requires a collaborative
interaction between the centralized
and local agents, which complicates
the roles of energy management
systems/distributed management
systems (EMSs/DMSs) at the central
level and different participants at
the local level. At the core of this de-
centralized paradigm lies the idea of

AAIlIBRs connected to the distribution grid are DERs.
On the other hand, IBRs can be connected to the
transmission grid as well, and in that case, they are
not DERs.
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prosumers—a new concept in power dis-
tribution systems that encapsulates the
dual role of individuals as both consum-
ers and producers of energy. Prosumers
actively participate in energy systems
by not only consuming energy but also

The ADMS serves as the backbone
of modern distribution grid opera-
tions, integrating real-time data and
advanced analytics to enhance sit-
uational awareness. By enabling ef-
ficient monitoring and control, the

Effective collaboration between the central
EMS and local agents requires new communication
protocols, data exchange mechanisms, and
control strategies.

generating it, typically through DERs
like solar panels, wind turbines, electric
vehicles (EVs), and energy storage sys-
tems. By allowing decisions to be made
closer to generation and consumption,
localized approaches ensure more effi-
cient use of DERs, reduce transmission
losses, and enable faster responses to
local energy demands. The central EMS
facilitates the real-time coordination
and optimization of grid operations,
ensuring stability and reliability in the
face of decentralized actions. As the
integration between transmission and
distribution grids becomesincreasingly
essential, the seamless operation of
EMSs alongside advanced distribution
management systems (ADMSs)? and
DER management systems (DERMSs)
is paramount.®
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% Centralized
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ADMS enables the coordination of
distributed resources and operational
assets, bridging the gap between
transmission-level planning and dis-
tribution-level execution.

The DERMS extends this capability
further, focusing on optimizing the in-
tegration and utilization of DERs. By dy-
namically managing generation, storage,
and demand-side flexibility and incorpo-
rating advanced forecasting techniques,
the DERMS empowers grid operators
to predict energy generation and con-
sumption patterns. This allows for more
precise adjustments, enabling operators
to meet sustainability goals while main-
taining reliability and resilience across
increasingly complex networks.

However, effective collaboration
between the central EMS and local

DER/IBRs, Renewables

Active, Prosumers

FIGURE 1. The transformation of the power system.
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agents requires new communication
protocols, data exchange mecha-
nisms, and control strategies. This
includes developing smarter systems
to bring forecasting data into the deci-
sion-making process.

The integration of renewable en-
ergy sources, such as solar and wind,
brings sustainability to the forefront
but also introduces challenges of
intermittency and operational vol-
atility. Simultaneously, the grid’'s
growing reliance on information and
communication technology (ICT) en-
hances efficiency but exposes this
critical infrastructure to cybersecu-
rity risks. Amid these developments,
energy storage emerges as a linchpin
for grid stability, making it easier
to integrate renewable energy and
strengthening the system’s ability to
handle challenges.

This article delves into the chal-
lenges and opportunities presented by
these trends. It explores the need for
advanced technologies and innova-
tive management strategies to ensure
reliability, resilience, and sustainabil-
ity in the face of these transformative
changes. As we stand on the brink of a
new era in energy, the future of power
grids will depend on our ability to navi-
gate these complexities while building
systems that can adapt to an unpre-
dictable world.

EMS/DMS-Prosumer
Coordination Based on
Distributed Optimization

Similar control
strategies already

<+ applied to frequency
control, etc.

System Exposed to a Larger
Attack Surface Due to
Consequent Extensive
Communications
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CHALLENGES OF DEEP
PENETRATION OF DERS

The integration of DERs, including so-
lar panels, wind turbines, and battery
storage, has redefined how we generate
and manage electricity. However, this
shiftintroduces several challenges.

Uncertainty and volatility
Renewable energy sources, while sus-
tainable, are inherently variable and
uncertain. Solar output depends on
daylight and weather, while wind gen-
eration fluctuates with wind patterns.
This intermittency creates operational
challenges in maintaining the balance
between load and generation and the
so-called (N-k) security of the grid.’
Advanced artificial intelligence/ma-
chine learning (AI/ML) forecasting
techniques and real-time energy mar-
kets are crucial for managing these
fluctuations and uncertainty.

ICT dependency

The modern grid is increasingly de-
pendent on ICT to enable automation,
real-time coordination, and improved
efficiency. However, this reliance in-
troduces vulnerabilities that can com-
promise grid stability. Failures in ICT
systems, such as sensor breakdowns
and network disruptions, can cascade
into power grid failures,23611 creat-
ing widespread operational risks, as
shown in Figure 2. Additionally, this
dependency increases exposure to cy-
ber threats, including false data injec-
tion attacks®210.12 and unauthorized
access, which can jeopardize grid in-
tegrity. To mitigate these risks, it is es-
sential to invest in robust cybersecurity
measures, such as advanced intrusion
detection systems, anomaly detection
algorithms, and secure communication
protocols. Strengthening the resilience
of digital infrastructures will be key
to safeguarding the grid against both
physical and cyber disruptions.1%18.19

Need to improve

situational awareness

Maintaining grid stability depends on
accurate and continuous monitoring to

gain situational awareness of the sys-
tem. With the advent of advanced me-
tering infrastructure, such as phasor
measurement units (PMUs) and smart
meters, the online monitoring capabil-
ity has markedly improved. However,

and compromise grid reliability. To ad-
dress this challenge, it's important to
invest in improved metering technolo-
gies and innovative approaches to op-
timize their placement for maximum
coverage atlimited cost.

Strengthening the resilience of digital
infrastructures will be key to safeguarding the grid
against both physical and cyber disruptions.

due to the vast and complex nature of
the power grid, many more sensors
need to be placed to gain full observ-
ability. PMUs, while highly effective
at providing real-time high-precision
measurements of voltage and current
phasors, are expensive and require sig-
nificant investment for deployment. As
aresult, only alimited number are cur-
rently deployed in the grid. Given their
high cost, itis crucial to determine opti-
mal locations for these devices to max-
imize their effectiveness and coverage
while minimizing deployment costs.
This lack of observability, especially
in areas where PMUs are not deployed,
can hinder effective decision making

Leveraging advancements in sensor
technology and data analytics can fur-
ther enhance observability, ensuring
a more resilient and adaptive power
grid. State estimation (SE) applications
within ADMSs play a crucial role in
addressing these challenges by signifi-
cantly increasing situational aware-
ness, even in cases of low redundancy
of measurements and sensors. By pro-
cessing the limited available data, SE
algorithms can provide estimates of
unmeasured states, improving grid ob-
servability and supporting real-time
decision making. However, SE algo-
rithms for distribution grids are still be-
ing perfected due to the structural and

Communication Network

Failure (1)

Uncontrollable (5)

Power Grid

Failure (3)

Uncontrollable Nodes (2)

FIGURE 2. ICT dependency leading to cascading failures.
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operational differences between distri-
bution and transmission grids. Unlike
in transmission systems, where SE algo-
rithms are well established and operate
with a high redundancy of sensors, dis-
tribution grids face challenges such as
greater complexity, lower measurement
density, and unbalanced operations.
Despite these hurdles, advancements in
SE for distribution systems continue to
hold significant promise for enhancing
grid reliability and resilience.

Power system transformation

The decline of conventional genera-
tors, such as coal and nuclear plants,
reduces grid inertia, traditionally a key
stabilizing factor. Innovative solutions,
like grid-forming inverters and syn-
thetic inertia from renewable sources,
can help address these challenges. Nu-
merous other challenges are emerging
from different fronts, including 1) weak
grid issues due to limited short circuit
current contributions from IBRs/DERs,
which seriously challenge today’s pro-
tection systems, 2) weak grid stability
issues, and 3) transient and voltage sta-
bility challenges. Addressing these chal-
lenges faces further complications since
the IBR/DER vendors refuse to share the
models to protect intellectual property.
Moreover, these changes are demanding
a major effort in introducing new and
overhauling existing operating stan-
dards of equipment in the power grid.

Small-scale energy resources
Distributed systems composed of
small-scale resources, like rooftop so-
lar panels and community batteries,
add complexity to grid management.
While aggregating these resources
through virtual power plants can pro-
vide reliable energy and ramping ca-
pacity, a significant challenge lies in
the fact that these resources are typi-
cally “behind the aggregator,” making
them unobservable to the EMS. This
lack of direct visibility can hinder the
EMS’s ability to manage the grid effec-
tively and requires coordination and
data-sharing protocols between aggre-
gators and grid operators.
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Decentralized energy management
Traditional unidirectional grids are
evolving into bidirectional systems
where energy flows between consum-
ers and producers. However, passive
distribution grids, which were pre-
viously straightforward to monitor,
control, and operate, are now becom-
ing active, dynamically changing sys-
tems. This shift requires traditional
distribution network operators to
evolve into much more involved dis-
tribution system operators, taking on
new responsibilities and complexities.
To address these challenges, novel
tools, such as ADMSs and DERMSs,
have become indispensable.

This transformation places signif-
icant demands on utility staff, who
are often not well trained to work with
these advanced systems. For instance,
managing and operating the grid with
preset optimization devices, such as
load tap changers (LTCs) at predeter-
mined locations, was previously suf-
ficient. Today, such static approaches
are no longer viable; the ADMS must
continuously monitor grid conditions
and react in real time, dynamically
adjusting LTCs to ensure optimal per-
formance. Similarly, traditional ap-
proaches to grid protection, relying
on preset relay protections, are ren-
dered inadequate by the presence of
dynamically changing grid conditions
and the proliferation of IBRs. Modern
grids require real-time monitoring
and adaptive adjustments to maintain
protection and reliability. Active dis-
tribution networks and decentralized
control systems, leveraging technolo-
gies like distributed optimization, are
essential to enable this transforma-
tion. These advancements ensure the
seamless integration of new energy
technologies and the maintenance of
grid stability in the face of unprece-
dented complexity.

Integration of the high

penetration of EVs

Global initiatives are actively pro-
gressing to integrate large numbers
of EVs as a part of efforts to electrify

and decarbonize the transportation
sector.?3 While this transition is cru-
cial for reducing greenhouse gas
emissions and air pollution, the mass
integration of EVs presents challenges
for electrical power systems, particu-
larly at the distribution level.

One major challenge lies in plan-
ning, where traditional methodologies
are insufficient to account for the un-
predictable nature of EV charging de-
mands and the widespread placement
of charging stations. This can lead to
inaccurate load forecasts and inade-
quate grid reinforcement. Operation-
ally, the integration of large numbers
of EVs can cause peak load increases,
voltage violations, feeder overloads,
network congestion, and even trans-
former aging. The stochastic nature
of EV charging—characterized by
varying user behaviors and charging
schedules—compounds these issues,
making it difficult to predict and man-
age theirimpact on the grid.

Vehicle-to-grid (V2G) and grid-to-
vehicle (G2V) services are increasingly
recognized as critical components of
the EV ecosystem. V2G technology al-
lows EVs to act as DERs, feeding power
back to the grid during peak demand
periods, while G2V services focus on
optimized and efficient charging of
EVs to reduce grid stress during off-
peak hours. These bidirectional en-
ergy flows can significantly enhance
grid flexibility, improve demand-side
management, and provide ancillary
services such as frequency regulation
and voltage support.

The simultaneous charging of EV
fleets can lead to localized stresses,
particularly at heavily utilized feeders
or substations, exacerbatingreliability
concerns. The lack of comprehensive
monitoring and control mechanisms
across most distribution grids further
hinders the ability to address these
technical challenges in real time.

To address these challenges, we
need innovative solutions that make
it easier to integrate EVs into the
grid without sacrificing stability.
Advanced systems like ADMSs and
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DERMSs are proving to be essential
for managing the complexities that
come with EV adoption. These tools
provide real-time monitoring, dy-
namic control, and resource optimi-
zation, helping to prevent problems
like voltage drops, overloaded feeders,
and spikes in demand. However, it is
important to acknowledge that once
a certain threshold of EVs is reached,
the existing grid infrastructure will
necessitate hardware wupgrades to
enhance its capacity and adequately
support the complete electrification of
transportation.

RELIABILITY OF POWER
GRIDS AMID CLIMATE
CHANGE
The grid must be strengthened to
withstand heat waves, storms, and
other climate-related events. For in-
stance, heat waves can cause power
lines to sag, increasing wildfire risks,
as shown in Figure 3. In California,
nearly half of the most destructive
wildfires have been attributed to
power line failures in vulnerable ar-
eas.?0 One notable case is the 2017
Nuns Fire, which burned more than
56,000 acres, destroyed 1,355 struc-
tures, caused three fatalities, and was
traced back to sagging power lines.?!
Notably, sagging power lines owned
by Pacific Gas & Electric (PG&E) were
identified as the cause of catastrophic
wildfires, including the 2018 Camp
Fire—the deadliest wildfire in Cali-
fornia’s history—and the 2021 Dixie
Fire. These events resulted in signif-
icant loss of life, destruction of prop-
erty, and widespread environmental
devastation.20

Such incidents underscore the crit-
ical need for proactive measures, such
as undergrounding power lines, em-
ploying storm-resistant designs, and
implementing adaptive protection
systems. Additionally, investing in
advanced monitoring and predictive
systems can help mitigate the risks
of sagging lines during extreme heat
events and prevent similar tragedies
in the future.

In response to this growing risk,
utility providers such as PG&E in Cali-
fornia have implemented Public Safety
Power Shutoffs (PSPSs), a reactive
strategy to preemptively cut power in
areas at high risk of wildfires.?? With
the current human-in-the-loop deci-
sion-making process for such PSPSs,
the size of the impacted consumer
base can be fairly large. This not only
endangers the critical loads but also
unfairly impacts certain communities
if their power is repeatedly shut off.
A well-designed power grid topology
analytics engine can quantify the im-
pact of climate change on the risk of
wildfire ignition from each power line,
enabling automated and fine-grained
PSPSs that can minimize the number
of impacted consumers.

Climate change has amplified the
frequency and severity of extreme
weather events, placing extraordinary
stress on grid infrastructure. While
PSPSs provide short-term mitigation,
effectively addressing these challenges
requires proactive and forward-looking
strategies, including the following:

» Resilience to extreme weather: Fig-
ure 3 shows how heat waves can
cause sagging lines and resultin
wildfire ignition. Grid infrastruc-
ture must be fortified against

Sagging Lines Cause Sparks

FIGURE 3. The impact of climate change.

weather extremes through mea-
sures like underground cables,
storm-resistant designs, and
adaptive protection systems.

» Microgrid capabilities: Micro-
grids can enhance localized
energy independence, enabling
communities to maintain
power even during widespread
outages. Scaling up microgrid
deployment and improving
their interconnectivity will be
critical for future resilience.
Future grid infrastructure must
account for evolving climate
conditions. By integrating ad-
vanced climate models into grid
planning, utilities can design
systems capable of withstand-
ing conditions anticipated de-
cades into the future. Proactive
approaches such as these will
be instrumental in addressing
the dual challenges of climate
resilience and wildfire risk
reduction, ensuring equitable
and reliable power delivery for
all communities.

» Long-term climate adaptation:
Planning for future scenarios
requires integrating climate
models into grid planning. This
ensures that new infrastructure
can withstand anticipated con-
ditions decades from now.

DECENTRALIZATION OF
ADMSS/DERMS

Decentralized EMSs are poised to play
a crucial role in shaping the future
grid by enabling efficient and scal-
able coordination among distributed
resources. Leveraging distributed
optimization and control techniques,
these systems establish a robust
framework for communication and
collaboration across diverse energy
assets. The decentralization of system
operations can be broadly categorized
into two primary strategies based on
communication rules: global broad-
cast with local response and neigh-
boring consensus-based coordination.
These strategies offer varying levels of
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decentralization and address unique
challenges in modern energy systems.

Global broadcast with

local response
Inthisapproach,acentral coordinating
entity broadcasts public information,
such as generation capacity, demand
forecasts, electricity price signals, and
operational constraints, to all agents
in the network. Each agent processes
this global information to make local
decisions independently. This ensures
system-wide transparency and coor-
dinated decision making in a hierar-
chical manner. For instance, real-time
pricing mechanisms allow a cen-
tral controller to broadcast electricity
prices, guiding consumption and pro-
duction decisions. Similarly, demand
response programs leverage this ap-
proach to coordinate DERs to balance
supply and demand during peak or
off-peak hours. To strengthen privacy
while retaining operational efficiency,
distributed optimization algorithms,
such as the Alternating Direction
Method of Multipliers (ADMM),!6 can
be employed. These methods decom-
pose system-wide scheduling problems
into smaller localized subproblems,
reducing the dependency on central
coordination. By distributing compu-
tation and decision making, a decen-
tralized energy management scheme
with minimal central dependency can
be achieved. However, this scheme still
faces challenges, including the vulner-
ability of the central entity as a single
point of failure.

Neighboring consensus-

based coordination

Here, following a fully decentralized
approach, each agent makes local de-
cisions and exchanges information
on estimates of shared variables, such
as aggregated demand or shared con-
straints, exclusively with its neigh-
bors. Communication is restricted
to interneighbor groups, aligning
naturally with peer-to-peer commu-
nication structures,!3 promoting pri-
vacy and scalability, and reducing
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communication overhead.!%!> For ex-
ample, voltage regulation in distribu-
tionnetworks canbeachieved through
local agents coordinating reactive
power adjustments with neighbors
using consensus algorithms or multi-
agent reinforcement learning (MARL).
While this approach eliminates the
reliance on central entities and scales
efficiently through localized inter-
actions, it faces challenges such as
slower convergence in large systems
and the computational complexity of
advanced techniques like MARL.

Both strategies, global broadcast
with local response and neighboring
consensus-based coordination, rely
heavily on bidirectional and iterative
communications, exposing decentral-
ized EMSs to cybersecurity threats.
The integration of DERs and sup-
porting ICT infrastructure increases
the system’s attack surface, creating
vulnerabilities at the cyberphysical
interface. Potential threats include
false data injection, where critical
variables such as price signals or de-
mand forecasts are manipulated, and
device compromise, where unautho-
rized control of DERs like inverters or
smart meters disrupts grid operations.
Denial-of-service attacks that over-
load communication channels to block
or delay critical control signals and
eavesdropping, where sensitive oper-
ational data are intercepted, are also
significant concerns. Mitigating these
risks requires robust measures, such as
encryption to secure communications,
These include Al-based anomaly de-
tection to identify abnormal patterns,
resilience planning with redundant
systems and fallback mechanisms, and
privacy-preserving algorithms like
differential privacy to protect sensitive
data during communication.

LOCALITY OF ENERGY
PRODUCTION AND
CONSUMPTION

A microgrid is a localized energy
system that can operate either in-
dependently or in conjunction with
the main grid. It typically consists

of interconnected loads and DERs
within a defined boundary, capa-
ble of providing energy to a specific
area. Microgrids represent a signifi-
cant advancement in the shift toward
localized energy production and
consumption.

One of the primary benefits of mi-
crogridsliesin their ability to enhance
reliability and resilience. By operating
independently during grid outages (is-
landing capability), microgrids ensure
a stable energy supply for critical in-
frastructure and communities. Addi-
tionally, localized energy generation
reduces transmission and distribution
losses, contributing to improved over-
all system efficiency.

Microgrids are particularly well
suited for integrating renewable DERs,
such as solar panels, wind turbines,
and energy storage systems. Their lo-
calized nature allows for the effective
utilization of intermittent renewable
resources, which would otherwise pose
challenges in larger centralized grids.
As microgrids aim for sustainable en-
ergy solutions, small modular reactors
(SMRs) are emerging as a clean and
reliable option for providing stabil-
ity and consistent power generation.
SMRs complement renewable DERs,
ensuring continuous operation during
periods of low renewable output.

The concept of networked micro-
grids takes this approach further by
interconnecting multiple microgrids.
This interconnected system enhances
reliability by enabling resource shar-
ingand mixing diverse energy sources,
creating a robust and flexible energy
network. Such configurations can pro-
vide significant benefits, especially in
regions prone to natural disasters or
grid instability.

To realize the full potential of
microgrids, advanced microgrid man-
agement systems (MMSs) are essential.
These software solutions optimize
energy production, storage, and con-
sumption within the microgrid. MMSs
facilitate real-time monitoring, con-
trol, and decision making, ensuring
efficient and reliable operations while

WWW.COMPUTER.ORG/COMPUTER



adapting to dynamic energy demands
and supply conditions. By leverag-
ing the advantages of microgrids and
advancing their management sys-
tems, the concept of localized energy
production and consumption offers a
transformative solution for achieving
a sustainable, resilient, and efficient
energy future.

THE ROLE OF ENERGY
STORAGE IN FUTURE GRIDS
Energy storage plays a critical role in
enabling the sustainable and prof-
itable operation of power grids by
providing value-adding services as
follows:

» Peak shaving: Peak shaving
refers to the process of reducing
the power demand on the grid
during periods of peak usage.
Energy storage systems play a
critical role in this by storing
excess energy during off-peak
hours (when demand is low and
energy is cheaper) and releas-
ing it during peak hours (when
demand is high). This reduces
the need for utilities to activate
expensive and less efficient
peaking power plants, lowering
operational costs and emissions.
Peak shaving benefits both util-
ity providers, by avoiding costly
infrastructure upgrades, and
consumers, by lowering energy
bills through demand charge
reductions.

» Power smoothing: Power smooth-
ing addresses the variability
and intermittency of renewable
energy sources like solar and
wind. These sources are prone
to fluctuations due to changes
in weather conditions, which
can create instability in the
power grid. Energy storage sys-
tems help stabilize the grid by
absorbing excess energy during
periods of high generation and
releasing it during periods of
low generation. This process
ensures a steady and predictable

power output, enabling the
better integration of renewable
energy resources into the grid
and enhancing grid reliability.

» Load balancing: Load balancing
involves maintaining a constant
equilibrium between power
supply and demand to ensure
the stable operation of the grid.

» Ancillary services: Storage systems
provide essential grid services,
such as frequency regulation,
voltage support, and black-start
capabilities. These services
ensure grid stability amid high
renewable penetration.

» Enhancing DER profitability:
Energy storage allows for

To realize the full potential of microgrids,
advanced microgrid management systems
are essential.

Energy storage systems contrib-
ute to load balancing by dynam-
ically adjusting their charge and
discharge cycles based on re-
al-time grid conditions. During
times of surplus generation,
storage systems absorb excess
energy, preventing the over-
loading of the grid. Conversely,
during times of high demand,
they release stored energy to
meet the shortfall, reducing
the reliance on fossil fu-
el-based backup power sources
and enhancing the overall
efficiency and sustainability of

time-shifting renewable energy
production, maximizing rev-
enue by selling power during
peak demand periods. This
enhances the economic viability
of renewable projects.

» Defense against sequential attacks:
Grid resilience must account
for sequential cyberattacks
targeting normal operations
and recovery phases. Advanced
threat detection systems and re-
dundant storage configurations
can mitigate these risks.

Figure 4 describes the role of en-

the grid. ergy storage in future grids. Just like
P ]
f Consumers
Storage ij:
Solar Wind

DERs

I T

FIGURE 4. Energy storage.
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computers and data, storage contains
energy that can be utilized according
to the aforementioned use cases. Stor-
age canbelocated in centralized places
or close to producers or consumers.

s power grids evolve, their

future will be defined by resil-

ience, innovation, and sustain-
ability. Navigating challenges like DER
integration, climate change, and cyber-
securitywilldemand close collaboration
across engineering, policy, and technol-
ogy domains. Modernizing EMSs will
play a key role in this transition, using
advanced technologies to make the grid
smarter and more adaptable. By em-
bracing decentralized energy systems,
enhancing storage deployment, and
investing in advanced technologies, we
can create a grid that is not only reliable
and secure but also capable of powering
asustainable future.
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Engineering?
No Way

Sorel Reisman(?, California State University, Fullerton

The activity of “prompt engineering” is neither

prompt nor does it require any traditional
knowledge or basis of the engineering
profession. "Experts” speak out!

s a fan of TV detective programs, I have always

been fascinated by how detectives interact with

suspects in police station interrogation rooms.

The rooms are always bare except for a table,

two or three chairs, and the always-present two-way mir-
ror. There is usually a team of two interrogators playing the
roles of good and bad cop, and their script is almost always
the same: start slow and simple and build up to more com-
plex matters to finally get the suspect to reveal information.
There are many circumstances in which professionals
(and even nonprofessionals) use similar well-defined (for-
mal or informal) scripts to achieve their ends. Examples
include psychotherapists interacting with patients/clients;
doctors and nurses communicating with patients to gath-
er medical histories and symptoms; social workers working
with individuals and families to address social, emotion-
al, and financial challenges to understand clients’ needs
and provide support; lawyers and legal advisors consulting
with clients to gather information about legal issues and
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provide legal advice and represen-

tation; journalists and interviewers

conducting interviews to gather in-
formation and stories; customer service representatives
engaging in conversations to understand and resolve cus-
tomer issues; human resources professionals conducting
interviews and discussions with employees and job can-
didates to address workplace concerns; financial advisors
discussing financial goals and plans with clients to provide
advice based on clients’ financial situations and objectives;
teachers and educators interacting with students to assess
their understanding and learning needs; and even parents
communicating with their children.

The processes for all of these are similar, although their
duration and objectives may differ. In each case a “conver-
sationleader” employs “rubrics” to accomplish their goals.
Except for some very special circumstances, it is notable
that the practices employed by those listed above are de-
void of and quite different from those inherent in the
practices of the Accreditation Board of Engineering and
Technology (ABET)'s methodologies inherent in processes
deployed by professional engineers:

“The profession in which a knowledge of the
mathematical or physical sciences [italics are mine]

0018-9162 ©2025 IEEE. All rights reserved, including rights for text and
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gained by study, experience,
and practice is applied with
judgment to develop ways

to utilize, economically, the
materials and forces of nature
for the benefit of mankind.”!

ABET is not alone in identifying
mathematical and physical sciencesas
foundational to engineering practic-
es. (See also Smith,? Wikipedia,? and
Kirkey and Soltan.?) It would be highly
problematic, even strange, to incorpo-
rate engineering terminology to label
the examples above as psychother-
apy engineering, medical diagnosis
engineering, sociology engineering,
education engineering, legal engi-
neering, journalism engineering,
customer service engineering, human
resources engineering, interview en-
gineering, financial engineering, or
parent engineering!

Incorporating the adjective “engi-
neering” into undertakings primarily
related to “communicating” seems to
be illogical. Consider, for example, a
typical “communication” recogniz-
able by virtually any parent (P) with an
11-year-old son, in this case, Jeff (J):

P: Hi, Jeff. How was school today?

J: Fine.

P: What did you do there that made it
“fine”?

J: We did some stuff.

P: What kind of stuff?

J: You know, math stuff.

P: Can you explain what you mean?
Did you learn how to divide numbers?
J: Yes.

P: What kind of numbers?

J: Big ones.

P: Like?

Etc.

What exactly is going on here? P
asks question after question, each
new one incrementally probing to
elicit details about today’'s math class.

sreisman@computer.org

Eventually, with enough patience, P
may learn what was taught at school
today. Even though P is “prompting”
J through the communication, could
any reasonable person call this parent/
child interaction “parent engineer-
ing"? Of course not. This is simply a
conversation that might take place
while “parenting.” As we will see be-
low, J is far less effusive and forthcom-
ing in his responses than a generative
artificial intelligence (GAI) tool would
be in a typical human/GAI interac-
tion. The article “How to Write Better
ChatGPT Prompts to Improve Conver-
sations With AI"” advises, “It's as if you
are having a normal conversation with
a coworker or an acquaintance. You
caninclude some conversation details,
like anecdotes, to give your story
some texture.””

Let us have a look at another con-
versation, similar to the P/J dialogue
above but one between a human (H)
and a GAI (Copilot):

H:Iwent to a concert last night.

GAI: That sounds like a great experi-
ence! Concerts can be so energizing
and memorable. Who was performing?
Was it an outdoor or indoor event? Feel
free to share more details—I'd love to
hear about it!

H:It was an indoor concert.

GAI: Indoor concerts have a unique
ambiance, don't they? The acous-
tics, lighting, and intimate setting
can make the experience truly mem-
orable. Who was the artist or band
performing?

H: Taylor Swift.

GAI: Ah, Taylor Swift! She's an incred-
ible artist known for her captivating
performances and relatable lyrics.
Did she perform any of your favorite
songs?

H: No.

Can you see significant differenc-
es between this and the earlier P/J

interactions? Two entities are convers-
ing with one another, the first between
two people and the second between
me and Copilot. The first is simply a
conversation, and the second is called
“prompt engineering”! Wherein lies
any notion of engineering in the latter
conversation? Rather than continue
to rant about what appears to be the
misappropriation of the adjective de-
scribing my hard-earned profession,
I decided to ask, in a very biased way,
GAIs themselves if newbie AI advo-
cates have misappropriated the term
“engineering.” Table 1 summarizes the
responses of three different GAIs. (A
comparison of these GAIs can be found
in Rees.%)

I then input all three response
groups to Copilot, requesting (prompt-
ing?)ananalysis of the similaritiesand
differences among the three sets of re-
sponses (Table 2). In summary, while
all three groups argue against using
the term “engineering” for prompt
creation, they approach the topic from
slightly different perspectives, with
varying degrees of detail, critique, and
future-oriented thinking. Clearly, if I
had worded the prompt in a different
and more positive way, the GAIs would
have provided counterarguments. (For
example, “The term ‘engineering’ in
‘prompt engineering’ is completely
appropriate. Give me 5 reasons that the
term should be used in this context.”)
In fact, in all fairness to the other side
of the argument, that is exactly what
I did. I fed Claude.ai that prompt, and
here is what it came back with:

“Okay, here are 5 reasons why
the term ‘engineering’ is ap-
propriate to use in the context
of ‘prompt engineering”

1) Structured problem-solving ap-
proach: Like other engineering
disciplines, prompt engineer-
ing involves a systematic,
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2)

step-by-step process of identi-
fying problems, formulating
solutions, testing hypothe-
ses, and iteratively refining
prompts to achieve desired
outcomes from Al systems.
This structured approach to
problem-solving is a core tenet
of engineering.

Optimization and iteration:
Prompt engineers must con-
tinuously test, analyze, and

3)

refine prompts to optimize the
Al'sresponses. This iterative
design process, where ideas are
prototyped, evaluated, and im-
proved, is a hallmark of many
engineering practices.

Technical understanding and skill:

Crafting effective prompts re-
quires a deep understanding of
language, linguistics, cognitive
science, and the underlying
technical architecture of the AI

4)

model. This technical knowl-
edge and skill setis akin to the
domain expertise that under-
pins traditional engineering
disciplines.

Interdisciplinary collaboration:
Prompt engineering often
involves collaborating with
cross-functional teams, in-
cluding subject matter experts,
designers, and developers. This
interdisciplinary approach to

TABLE 1. The misuse of “engineering” in “prompt engineering.”

Prompt: “The term ‘e

should not be used i

GAl group

Response

1) Lack of formal methodology: Traditional engineering disciplines follow rigorous methodologies and standards.
Prompt engineering, however, often relies on trial and error without a standardized approach.

2) Absence oftechnical design: Engineering typically involves designing and building complex systems or
structures. On the other hand, prompt engineering focuses on crafting effective inputs for Al models, which
does not involve the same level of technical design and construction.

3) Educational background: Engineers usually require formal education and certification in their field. Prompt
engineering has no formal educational requirements, making it more accessible but less structured.

4) Scope of work: Engineering projects often have a broad scope, involving multiple stages from planning to
execution. Prompt engineering is more narrowly focused on optimizing interactions with Al models.

5) Regulatory oversight: Engineering fields are often subject to regulatory oversight to ensure safety and compliance.
Prompt engineeringlacks such regulatory frameworks asitis arelatively new and evolving practice.

Lack of technical complexity: Traditional engineering involves complex problem-solving, requiring a deep
understanding of scientific principles and technical skills. In contrast, prompt engineering often involves
crafting sentences or questions to elicit desired responses from Al models, which lacks the technical depth
typically associated with engineering disciplines.

Misleading perception of expertise: Using “engineering” may falsely imply that prompt crafting requires
extensive training or expertise akin to fields like software or civil engineering. In reality, effective prompting
often relies more on clear communication and understanding oflanguage rather than technical prowess.
Overhyped skillset: The term “prompt engineering” has been criticized as overhyped, suggesting itisa new and
essential skill when it may not be as critical as portrayed. The skills involved are often basic communication
skillsrather than specialized engineering skills, leading some to view it as a marketing term rather thana

Evolution of Alinteraction: As Al systems evolve, the role of human interaction with these systems is
expected to shift toward more strategic and ethical considerations rather than technical prompt crafting.
This evolution suggests that the term “engineering” may not accurately represent the future role of those

Nontechnical nature: The term “engineering” traditionally implies a technical or mechanical process, whereas
prompt engineering involves more of an artful approach to language and communication. This divergence from
thetechnical roots of engineering further supports the argument that the term is not well suited for this context.

1) Lack of formal methodology: Traditional engineering disciplines rely on established scientific principles and

Group 1: Copilot
(CHAT GPT-4)
Group 2: 1)
Perplexity
(CHAT GPT-3,
mainly)
2)
3)
genuine field of expertise.
4)
interacting with Al
5)
Group 3:
Claude.AI

standardized processes. Prompt creation often lacks such rigorous, formalized methodologies.

2) Absence of quantifiable metrics: Engineering typically involves precise measurements and calculations.
Prompt effectiveness can be subjective and challenging to quantify consistently.

3) Limited predictability: Engineers generally work with systems that behave predictably given specific inputs.
Alresponsesto prompts canbe highly variable and context dependent.

4) Nolicensing or standardization: Engineering fields often require professional certification and adhere to
industry standards. Prompt creation has no such regulatory framework or universally accepted best practices.

5) Emphasis on creativity over technical skills: While engineering involves creativity, it primarily requires
technical knowledge and problem-solving skills. Effective prompt writing often relies more heavily on
linguistic creativity and an understanding of human communication.
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problem-solving is common in
various engineering fields.

5) Measurable outcomes: While the
evaluation of prompt effective-
ness may involve some subjec-
tivity, there are measurable
metrics that prompt engineers
can use to assess the perfor-
mance and quality of their
designs, such as relevance,
coherence, and user satisfac-
tion. This focus on quantifiable
outcomes is a key aspect of
engineering.”

It concluded as follows: “Further-
more, the term ‘engineering’ conveys
a sense of rigor, discipline, and in-
tentionality that is highly relevant
to the practice of prompt design. It
suggests a methodical approach to
shaping the interactions between hu-
mans and Al systems, which aligns
with the goals and responsibilities of
prompt engineers. While there may
be some differences between prompt
engineering and traditional engineer-
ing disciplines, the core principles of
structured problem-solving, technical
expertise, iterative optimization, and

Prompt: “I will give you 3 groups of 5 ‘reaso

measurable outcomesjustify using the
term ‘engineering’ in this context.”

I really like Claude as a GAI, but for
a number of reasons, I think these ar-
guments are weak and maybe even a
little “hallucinogenic™

1) Thereis no reference to math
and science as requisite to the
practice of engineering, topics
that probably took up at least
80% of my own undergraduate
electrical engineering education.

2) Almostall the arguments can
be made for just about any pro-
fessional communicator need-
ing to elicit results from their
communications; see the list at
the beginning of this article.

3) Despite arguments to the con-
trary, and regarding the only
specific GAIitem in the list
(item 3), there is absolutely no
need for most GAI “prompters”
to have an understanding of the
“underlying technical architec-
ture of the Al model.”

If we were to accept Claude’s con-
tentions, would we be inclined to call

TABLE 2. Differences in GAl analyses.

a Google search engineering? So, what
would be a more appropriate term to
replace the inappropriate “prompt en-
gineering”? I contend that whatever
we use should not use the adjective
“engineering.” What about the word
“prompt”? Does it belong in the con-
text of GAI querying? What exactly
does this word mean? Without going
into its etymology, Merriam-Webster's
online dictionary tells us it can be 1) a
verb (for example, to incite or cue), 2)
an adjective (for example, describe a
person or action), or 3) a noun (for ex-
ample, reminder). Clearly, that word
has no specific utility in the context of
querying a GAIL

So, with both parts of the phrase
“prompt engineering” being com-
pletely unapt, I must conclude that
the phrase in toto is without merit.
But since communicating with GAIs is
clearly valuable, what should we call
that activity? Who better to ask (again)
than the GAIs themselves? (I am sure
there are better folks to ask, but since
this article is about GAIs, why not ask
them?) Table 3 shows the prompt I used
and the recommendations of our GAI
friends. Claude concluded, “The field

hat the term ‘engineering’ in ‘prompt engineering’ is completely

inappropriate. Give me a short list of the similarities and differences among the groups.”

Similarities

1) Lack of formal methodology: All three groups mention the
absence of a standardized, formal methodology in prompt
engineering compared with traditional engineering
disciplines.

2

Educational background/requirements: Groups1and 2
highlight thelack of formal educational requirements or
extensive training for prompt engineering.

3) Scope and complexity: Groups1and 2 discuss the narrower
scope and lower technical complexity of prompt engineering

compared with traditional engineering.

4) Regulatory oversight/standardization: Groups 1and 3 mention
thelack of regulatory frameworks or standardization in

prompt engineering.

5) Creativity vs. technical skills: Groups 2 and 3 emphasize the
nontechnical, creative nature of prompt engineering compared

with the technical skills required in traditional engineering.

1) Technical design: Group 1 specifically mentions the absence
oftechnical design in prompt engineering, which is not
explicitly mentioned in groups 2and 3.

2

Misleading perception of expertise: Group 2 discusses how the
term “engineering” might falsely imply a level of expertise
that prompt engineering does not require, which is not
mentioned in groups1and3.

3) Overhyped skillset: Group 2 criticizes the term “prompt
engineering” as overhyped, a point not raised in groups 1

and 3.

4) Evolution of Alinteraction: Group 2 mentions the evolving
nature of Alinteraction and how it might shift away from

prompt crafting, which is not discussed in groups1and 3.
5) Quantifiable metrics and predictability: Group 3 highlights the

absence of quantifiable metrics and the limited predictability
of Al responses, which are not mentioned in groups1and 2.
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TABLE 3. Alternative labels for “prompt engineering.”

Prompt: “The term ‘prompt engineering’ is completely inappropriate when interacting with a GAI. Give me 5 alternatives.”

Group 1: Copilot
(CHAT GPT-4)

Group 2:
Perplexity
(CHAT GPT-3,
mainly)

Group 3: Claude.

of Al interaction is rapidly evolving,
and our terminology will likely con-
tinue to adapt as our understanding
and use of these systems grow.” I also
believe that in addition to that con-
tention, with which I agree, as GAls
become more and more “humanlike,”
at least in the complexity of their in-
teractions with us, it is unlikely that we
will have to adapt complex, engineer-
ing-like rubrics to carry out our conver-
sations with them, at least not any more
complex than we already employ when
we converse with other humans.

I have taken a lot of words and
space above to argue that the term
“prompt engineering” is ill conceived
and incorporates illegitimate use
of the word engineering, but I came
upon someone’s very pithy Reddit
comment that really summarizes my
own thoughts about all this. For rea-
sons that will be obvious, I cannot
give you the URL because it contains
wording that I have to change slightly,

78 COMPUTER

1) Prompt crafting: This emphasizes the creative aspect of shaping prompts for Al models.

2) Promptdesign: A more user-friendly term that suggests intentional planning.

3) Prompttailoring: We can tailor prompts to achieve specific outcomeslike customizing suits.
4) Prompt formulation: Highlighting the thoughtful process behind constructing prompts.

5) Promptartistry: Because crafting promptsis a bitlike painting with words!

6) Aldialogue crafting: Conversational/iterative nature of interacting with AI, focusing on the art of
constructing effective dialogues.
7) Cognitive prompt design: Acknowledges cognitive aspects of formulating prompts and design thinking in
creating effective Alinteractions.
8) Language model interfacing: Technical term highlights the process of effectively communicating with and
leveraginglanguage models.
9) Alinteraction sculpting: A metaphorical term that suggests the careful/artistic process of shaping
interactions with AL
10) Alqueryoptimization: Like search engine optimization, focuses on refining inputs to get relevant/useful
outputs from Al systems.

11) Query crafting: Emphasizes formulating precise/effective questions or requests. It acknowledges that

Al interacting with AIis more about asking the right questions than “engineering” a response.

12) Aldialogue optimization: This phrase recognizes the back-and-forth nature of Alinteractions. It suggestsa
process of refining communication to achieve optimal results through conversation.

13) Inputrefinement: This term focuses on the user’s role in honing their input to get better outputs. It implies
aniterative improvement process rather than a one-time “engineering” task.

14) Instruction design: This alternative highlights the importance of clear, well-structured directions when
interacting with Al It suggests a more thoughtful approach to composing requests.

15) Conversational guidance: This phrase aims to steer an Al interaction toward desired outcomes through
skilled communication. It emphasizes the dynamic, adaptive nature of the process.

to protect the innocent and to work
around IEEE publishing policies. Fill
in the words and Google it yourself if
you do not believe me. Ireally like this
guy! “Prompt engineering’ is easy as
s-t, and anybody who tells you other-
wise is a f—g clown.”
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Intention Is All You
Need to Create Your
Own Hollywood

Blockbuster Movies

Revolutionizing Filmmaking With
Generative Al and Saga

Russell S. A. Palmer® and Andrew M. A. Palmer, CyberFilm

This article explores the transformative potential of
generative artificial intelligence (Al) in democratizing
filmmaking, focusing on Saga, an Al-powered
platform designed to revolutionize every stage of
the creative process, from scriptwriting to visual
storyboarding and animation.

EDITOR MICHAEL ZYDA '
University of Southern California;
zyda@mikezyda.com m

V

“Hollywood’s biggest problem
isalack of original content.”

Attention is all that was needed
to revolutionize machine learning
and effectively invent generative
Al starting with transformers and
large language models (LLMs). To-
day hundreds of millions of people
use ChatGPT and Claude in their ev-
eryday work and life.

Meanwhile, technology contin-
ues to transform the motion picture
industry. Generative artificial intel-
ligence (AI), though still facing chal-
lenges like consistency, has advanced
to produce both photo-realistic im-

hen asked why Hollywood feels stagnant, in- ages and videos. While limitations remain—such as is-
siders often point to a lack of diverse, original = sues with the limited length of the videos, object action
stories and an overreliance on superhero block-  and physics, text, fingers, faces speaking, and realism—
busters and franchises with builtinaudiences. many are close to being solved.

Millions of people worldwide watch hours of video daily
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on platforms like TikTok, YouTube, Netflix, and Disney+.
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our attention, with more creators pro-
ducing content than ever before. Over
3 million YouTubers earn revenue from
their channels, with top creators like Mr.
Beast alone generating millions yearly.
Gen-Z and Gen-Alpha are particularly
passionate, with one in three preteens
naming Video Content Creator “Influ-
encer” as their dream job,! and teenag-
ers as well.? The youth making a career
in product-unboxing, stunts, and dance
routines today could be the Academy
Award winners of the future, with the
right tools and direction.

Using tools like OpenAlI Sora, Hai-
luo AI MiniMax, Metaphysic, and
Flawless Al creating Hollywood-qual-
ity films on an indie microbudget is
becoming a reality. Small teams can
now use multimodal AI to handle
nearly every aspect of production,
from writing and character creation to
visual effects, sound, music, and even
motion-capture performances—film-
ing scenes with nothing more than
their iPhones.

While not everyone with access
to cutting-edge camera technology
dreams of making feature films (or
would ever want to try), the opportunity

will soon be within everyone’s reach.
Generative Al filmmaking tools will
empower aspiring creators to pro-
duce original content in various for-
mats, from short films and television
to music videos, anime, and more. By
removing traditional barriers, these
technologies promise to address the
industry’s need for fresh, high-quality
stories, allowing anyone with a vision
to bring their dream projects to life.

BACKGROUND

The inception of Saga (Figure 1)
emerged from a blend of academic
exploration, industry experience, and
familial collaboration. During the
COVID-19 lockdowns of 2020-2021,
I had time to take several Stanford
courses online under Dr. Ronjon Nag,
a renowned Al expert and entrepre-
neur. These courses, including Arti-
ficial Intelligence: Deep Learning, Hu-
man-Centered Al and Beyond, explored
cutting-edge AI techniques and their
practical applications.

As part of the curriculum, I wrote a
paper analyzing how AI and machine
learning could disrupt the Hollywood
film industry—a topic inspired by my

brother Andrew’s extensive experi-
ence on Hollywood and indie movie
and TV sets, in roles from Production
Assistant to Assistant Director and Pro-
ducer.3 The premise was how Al could
serve as a powerful tool for filmmakers
instead of a replacement, a unique per-
spective in 2021 but now a commonly
heard phrase in the Al art community.
Discovering firsthand insights from
Andrew and the nearly hundred col-
leagues we interviewed as part of our
research, we focused on the industry’s
challenges that uncovered opportu-
nities for Al-driven transformation.
This formed the foundation for Saga’s
vision, and with Dr. Nag's encourage-
ment we founded our startup in No-
vember 2021 among the first Al Media
Tooling startups like Runway, Meta-
physic, and OpenAl

“A+ grade. Ireallyliked this vision
on how one would use Al in the
cinema industry. A really original
commentary and great vision."—
Dr. Ronjon Nag (Stanford)

Andrew’s journey is equally re-
markable. After earning a degree in

S Shadow Protocol Plot

Storyboards
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FIGURE 1. Storyboard page on the Saga app.
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Computer Engineering, he pursued
courses in film school, producing, and
creative writing to deepen his under-
standing of cinematic storytelling and
digital visual effects processes. This
unique combination of technical ex-
pertise and creative vision paved the
way for his role as cofounder and Chief
Story Officer of Saga, and our founding
vision.* Together, our experiences—
my 15 years as an electrical engineer
and computer scientist and Al product
manager in Silicon Valley (with roles
at Microsoft, Viv Labs Al, Samsung,
and the JPMorgan Chase AI Lab), and
Andrew’s extensive on-set experience
(shows like The Boys and Suits) and
storytelling expertise—formed the
perfect foundation for creating an Al-
driven filmmaking platform which
we've been evangelizing for years at
conferences around the world.”

The convergence of these experi-
ences, combined with rapid advance-
ments in generative AI, highlighted
the immense potential for Al to de-
mocratize and transform filmmaking.
This realization sparked the creation
of Saga—an application designed to
empower creators by streamlining
and enhancing every aspect of film
production through Al

The following sections explore Sa-
ga’s architecture in detail, including
its current technical stack, future de-
velopment plans, and the ethical con-
siderations of integrating Al into Hol-
lywood’s creative processes.

METHODOLOGY

Developing Saga required a multidisci-
plinary approach, combining expertise
in artificial intelligence, software en-
gineering, and filmmaking. Our meth-
odology focused on creating a scalable,
user-centric platform that leverages
advanced AI models while ensuring
that the creative process remains intu-
itive and filmmaker-friendly.

Approach
Human-centered design:
» The platform was designed with
filmmakers in mind, ensuring

that the tools align with re-
al-world production workflows.
Feedback from professional
screenwriters, directors, and
production teams played a key
role in shaping the user interface
and feature set.

» Cofounder and Chief Story
Officer of Saga, Andrew Palmer,
leveraged his film industry
experience to bridge the gap
between Al capabilities and
creative storytelling. Through
language and image model
prompt engineering and
fine-tuning, Saga functions like
a filmmaker, using a structured,
opinionated film school frame-
work to address key storytelling
challenges—such as crafting
a B-story that reinforces the
theme with secondary charac-
ters. Unlike traditional chat-
bots, which provide less coher-
ent responses by drawing from
several of the sometimes-incom-
patible frameworks it all knows,
Saga’s approach ensures more
focused, consistent, and coher-
ent results.

Iterative development:

» The product was built using
agile methodologies, allowing
us to incrementally add features,
gather feedback from nearly
100 filmmakers, and refine
functionality in response to
real-world usage.

» Beta testing with dozens of early
adopters from the filmmaking
community helped validate our
core features, including Al-as-
sisted script generation and
visual storyboarding.

Focus on scalability and
accessibility:

» The architecture was designed
to support filmmakers at every
level, from film school students
to large production studios, en-
suring that the tools scale with
project complexity.

Technical architecture of Saga

Saga is an Al-powered platform design-
ed to revolutionize the filmmaking pro-
cess by integrating advanced generative
AI models into various stages of film
development, including screenwriting,
storyboarding, and previsualization an-
imation (previz). Our platform leverages
acombination of proprietary algorithms
and prompts, with state-of-the-art LLMs
and diffusion image and video models
to assist filmmakers in crafting compel-
ling narratives and visual content.

High-level system architecture:
1. User Interface (UI):

a. A web-based application that
provides an intuitive interface
for users to input their ideas,
develop scripts, create story-
boards, and generate previz and
animatic videos.

2. Application Layer:

a. Frontend: Developed using mod-
ern web technologies to ensure
responsiveness and seamless
user experience.

b. Backend: Implements business
logic, manages user sessions,
and handles requests between
the frontend and the Al services.

c. Companion App: Upcoming iOS
iPad app for use on set to show
the storyboard previz anima-
tions and animatic videos.

3. AlServices Layer:

a. Text Generation: Utilizes LLMs
such as OpenAl's GPT-4,
Anthropic’s Claude 3.5, and
open-source models like Meta's
Llama to generate and refine
screenwriting content. We use
different models for different
tasks, depending on which is
best suited for each task, their
cost to run, and to provide users
more variety of options for each
idea generated inside Saga.

b. Image Generation: Employs
generative Al models to create
visual content for storyboards,
including OpenAI's DALL-E 3
and Stability AI's Stable Dif-
fusion XL. We use multiple
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models to provide our users with
avaried selection of options,
with each model using its own
tailored prompt for best results
with that model, adding inputs
from the user around character
description, style, camera level,
size, shot type, and more.

c. Video Generation: Generates
text-and-or-image-to-video
using models including Luma
Labs Al Dream Machine, for 5-s
photo-realistic storyboard pre-
viz and soon 40-60-s animatic
video clips launching in 2025.

4. Data Storage:

a. Secure databases store user

inputs, generated content, and

project metadata, ensuring

data integrity and privacy. Our
users and their movie projects
are completely private, and our
users don't even need to mention
they used our app.

Workflow overview:

1. IdeaInput: Users enter their initial
concepts, character details, and
plot outlines through the UL

2. Script Development:

a. The application processes user
inputs and, through the AI
services layer, generates script
suggestions, dialogue options,
scene descriptions, or whatever
the user asks for.

TABLE 1. Language models we experimented with.

OpenAIGPT 4
Anthropic Claude Sonnet3.5
Mistral Large2
Google Gemini 1.5
MetaLlama 3.3
Hugging Face BLOOM 176B
Stability AI Stable LM 2

15+ Languages

Open source, 12+ Languages
100+ Languages

Open source, 30 Languages

Opensource, 46 Languages

Open source, 7 Languages

TABLE 2.Image models we experimented with.

T e T e

OpenAIDALL-E 3

Stability Al Stable XL
Diffusion

Black Forest Labs FLUX FLUX.1 [pro]
Luma Photon
Leonardo Flux

Google Gemini Imagen 2

Open source

Open source [dev]

TABLE 3. Sound models we experimented with.

Version
ElevenLabs Multilingual v2
Suno v4

Voicein 30+ Languages

Music
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b. Users can iteratively refine the
script with Al-assisted recom-
mendations, or by inputting di-
rector notes in natural language
for fast rewrite options.

3. Storyboarding:

a. Based on the developed script, the
Almodels generate visual repre-
sentations of scenes, assisting in
the creation of detailed story-
boards, with the user in control
selecting from lists of common
shot types and camera levels.

4. Pre-visualization and animatics:

a. The platform offers previz fea-
tures, allowing users to animate
scenes and visualize camera
movements, enhancing the
planning of complex shots.

Al large language models. Language
models we experimented with, and
in some cases are integrating now (or
soon) with Saga (Table 1).

Al image generator diffusion mod-
els. Image models we experimented
with, and in some cases are integrat-
ing now (or soon) with Saga (Table 2).

Al sound generator models. Sound
models we experimented with, and
in some cases are integrating now (or
soon) with Saga (Table 3).

Al video generator diffusion models.
Video models we experimented with,
and in some cases are integrating now
(or soon) with Saga. (Table 4).

Al model customization. We con-
tinue to use cutting-edge methods to
derive the highest-quality results from
our multimodal AI generation for
filmmakers. This includes trying new
scientific approaches, including the
following options:

Fine-tuning

We tested fine-tuning of GPT-3 in 2021
on OpenAl's then-new Beta feature.
We hand-crafted over 50 data files
consisting of top movie synopses and
character sheets, effectively filling
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out Saga's UI structure with existing
quality movie plots to put the out-
puts on rails to fit our app structure.
However, it seemed to tilt the model
in a worse direction. We would likely
have needed tens-of-thousands of such
files, with our only option being to
generate “synthetic data” movie syn-
opses, and having to personally review
each of the, for example, 50,000 movie
synopses individually for quality. We
also weren't sure if the generative pre-
trained transformer (GPT) training set
already included the script and synop-
sis for every movie publicly available.
When GPT-3.5 launched, this seemed
to confirm that answer and remove
the need for fine-tuning. The high cost
of retraining models to fine-tune them
does not seem to be worth the price,
especially for early-stage startups,
given that running fine-tuned models
is orders of magnitude more expensive
than running the base models which
work fine for our use case.

Inthe future, we want to experiment
more with fine-tuning, ideally using
datasets of movie scripts (acquired le-
gally, through purchase where neces-
sary) and to create our own rating scale
based on combinations of online scores,
award nominations and box office suc-
cess, and other factors. We would try to
over-weight the neural network for the
best movies, as opposed to, for example,
OpenAI's GPT training set which proba-
bly includes every script ever published
(both the good and bad ones), know-
ing in the world there are fewer great
scripts than bad ones. We believe this
is why ChatGPT movie ideas are often
cliché and middle-of-the-road in terms
of quality because they are the average
of all movies written—the lowest com-
mon denominator for ideas you could
simply get from an amatuer writer at
a coffee shop in Silver Lake. While we
build on GPT, our goal is to customize
it for our vertical use case to improve on
its generated results.

Retrieval-augmented generation
We have experimented with retrieval-
augmented generation (RAG) especially

for our Saga GPT,® afirstinthe ChatGPT
Store, which contains RAG documents
of Saga’s lists of definitions like our
opinionated Character Arcs, Archetypes,
Story Types, Beats, and more.

We don't prefer RAG currently be-
causeitdoesn'tretrain the base AIGPT
model, it simply gives it a way to pick
out existing answers when people
ask directly for something contained
in one of the documents. As noted
previously, building a custom RAG
system to include a few documents of
ours does not seem to be cost efficient
for us at the moment. It could be for a
well-resourced studio like A24 or Li-
onsgate [who is working with Runway
to train a custom AI model on their
proprietary intellectual property (IP)]
to build their own custom fine-tuned
and RAG AI applications since they
have countless quality scripts and
video files with more resources.

Prompt engineering

A lot of our success in putting generative
Al models on rails has come through
prompt engineering. This is consid-
ered our own IP [as no one can see our
private custom application program-
ming interface (API) calls]. Our busi-
ness strategy is in constantly refining
the model prompts we use across app
use cases, as we're constantly testing
and verifying which prompts get the
best results. We save our users from
the hassle of mastering prompt engi-
neering (a role we don't even see exist-
ing in the future as chatbots and LLMs
getbetter at understanding what users

are looking for). Using Saga is simple,
and there is no need to figure out, for
example, Discord slash commands to
use Midjourney, or learn ComfyUI and
LoRAs or other cutting-edge work-
flows that might not even be relevant
in the coming years as the user apps
progress. On Saga you can use indus-
try terminology and our simple UI
to get what you need, as if you were
leaning over the shoulder of an artist
at their easel describing what you are
looking for.

Multimodel approach
We've learned over the years that, at
any given time, certain Al models will
be better than others at specific tasks,
and that this leaderboard can change
from week to week. For example,
when we were researching Anthropic
Claude, we discovered that they had
fostered a large creative writing com-
munity, with hundreds of fiction au-
thors and novelists on Discord and
other online forums. They would pro-
fess that Claude could easily beat GPT
at creative writing, until with one ver-
sion release it couldn't and there was
outrage in their writing community.
Every day, we read blogs comparing use
cases, and reviewing the top models, to
make sure we have the best in Saga so
our users don't need to keep up on the
latest model versions and can trust us
to provide them with the best always.
Every quarter, ChatGPT achieves
new benchmarks for testing on math-
ematics, medicine, and law. Our busi-
ness imperative is to be at the forefront

TABLE 4. Video models we experimented with.

Luma Dream Machine

Runway Gen-3

Google Veo 2

Stability Al SVD Open source
Hailuo Al MiniMax

Kling AI 1.6
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oftesting and integrating the top mod-
els, and one of our unique design deci-
sions is that we don’t make the user pick
which models to use. Saga will generate
multiple options across models for
anything they want, be it a storyboard
image oracharacter’sname, and welet
the user decide which is best across all
integrated models. By collecting the
data of model preference across user
selections, we can learn which mod-
els are preferred and continue to opti-
mize and offer the best experience to
our users, dropping models that aren't
among the top performers and swap-
ping in new ones.

Character consistency

In Saga, when generating storyboards,
our users can simply select shot types
and camera levels, the size and style
they are going for, and even reference
characters by name, to which refer-
ences their likeness from our character
page when drawing each new shot. This
saves them from having to redescribe
each character in every shot prompt,
which can number in the thousands for
dozens of scenes across a 90-min fea-
ture film. We do this from prompt-in-
jecting the character’s physical descrip-
tion based on fuzzy name matching. A
new feature in our Beta launching soon
will allow users to upload (or generate)
images of the character, including por-
trait headshots and images wearing
all of their main costumes and outfits.
We're adding the same for voices, so
you can select a character voice to use
in our virtual table reads and rehearsal
partner features launching this year.
The same will go for set locations, al-
lowing location scouts and artistic
directors to upload (or generate) refer-
ence images of scene locations, props,
and more that reappear throughout the
production and name them when gen-
erating storyboards.

This is currently limited through
model APIs that only allow upload
of one image to edit, but we're work-
ing with leading AI companies to in-
crease the number of images allowed
to upload in an API call (such as the
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previous shots in a scene) to enhance
consistency. Ifthis feature does not be-
come available from them, we plan to
build it using open source image gen-
erators which allow us to write custom
code, in this case allowing for multiple
reference images to provide as context
when drawing new storyboard images.

RESULTS

In developing the first generative Al
application for screenwriters and film-
makers almost four years ago and fol-
lowing the industry closely since the
advent of machine learning, we find
that despite the rhetoric on social me-
diaandinthe news, filmmakerstell us
that they’ll use any tool in their arse-
nal to succeed, and that they find these
Al'models for language, image, sound,
and video to be extraordinary tools
that help them make more of their best
work faster. Due to the negotiations
between guilds and studios, most
choose to remain anonymous in their
use of the tools for fear of retaliation
and retribution, but this public quote
from Paul Schrader (screenwriter of
Scorsese’s classics Taxi Driver and Rag-
ing Bull) illustrates the point:

“I'm stunned. Every idea AI
came up with (in a few seconds)
was good. And original. And
fleshed out. Why should writers
sit around for months searching
for a good idea when Al can pro-
vide one in seconds?” (Deadline.
com—19 January 2025)

Next, we provide qualitative feed-
back from real Saga users, quotes
from our mentors including the co-
founder of Netflix and producer
of Breaking Bad, and an (unscien-
tific) case study showing how fast a
screenwriter can use Saga to com-
plete their best work, with evidence
of a portion of the written script
and a behind-the-scenes video lives-
treaming the process.

We find that our app can help with
what creatives need most: the story
and character ideation, planning the

structure and beat sheet to build on,
and finishing their first rough draft.
This makes them more creative, more
efficient, and more successful as hu-
man filmmakers.

We've heard through nearly 100 pub-
licand private interviews that nearly ev-
eryone in Hollywood and the film indus-
try is testing Al, and that if people can
use it they will. Hollywood is a lucrative
and competitive industry, and espe-
cially those “under-the-line” have told
ustheywill use whatever tools are avail-
able to help them achieve their dream
because the current system is broken
and no longer a meritocracy. They pre-
fer using technology to their advantage
like self-publishing on YouTube to grow
their fanbase and get discovered, as op-
posed to endless networking and even
sometimes suffering abuse at the hands
of Los Angeles power players and king-
makers. This is the democratization of
filmmaking—not a tool we should try
to ban but to use selectively to help pro-
duce Hollywood blockbuster-quality
films affordably, to tell the world new
diverse and original stories, as to para-
phrase Scorsese, everyone has one to tell.

Sagausersare spending over 30 min
per session, which can be more than
new writers spend typing on a word
processor when they first force them-
selves to sit down and “just write,” all
while staring at a blank page. Not ev-
eryone who uses Al to create a movie
will be successful, or be able to create
an award-winning work of art. Most of
the “Al films” we see today are point-
less, lacking in story or characters, are
poor quality, and tend to rip off existing
franchises or make fake movie trail-
ers for clout. When we premiere our
own Al-assisted films, we may decide
not to mention that Al tools were even
used, to avoid any knee-jerk reactions
and partisan reviews, although we be-
lieve it’s fine for award ceremonies to
have separate categories between hu-
man-only and Al-assisted works—at
least for the time being and to give ev-
eryone a fair shot before the industry
transforms completely. We also write
about this topic on our blog, in the
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FIGURE 2. Saga Web app home page in the browser.

article The Content Turing Test.®8 We
believe movies should succeed on their
own merit, not because Al was used as
a gimmick to impress people with the
state of the art.

Feature demo

When you open Saga, you begin on the
Projects page (Figure 2), where you can
select which of your existing movies to
work on, or create a new project.

The pages of the app are ordered
from left to right, traversing the typ-
ical ideation steps incubating a film
idea. This structure is based on best
practices and previously done using
analog cue cards on cork or white-
boards. The first page helps ideate
Plot (with Logline, Theme, and B-Story)
see Figures 3 and 4, then Characters
(Figure 5), then Acts and a Beat sheet.

Saga uses GPT-4 and will continue
adding new models such as Mistral,
helping add variety to the generated
text and allowing expanded content
ratings (up to R-rated) and additional
languages. This enables support for
new markets including Japanese and
Hindi-speakers (that is, for Anime and
Bollywood films), to expand our user
base to markets worldwide.

Our goal is to match the quality of
top Hollywood professionals, includ-
ing screenwriters and directors. We
achieve this by putting the AI models

on rails through expert prompt engi-
neering, ensuring that it adheres to
best practices used in the top block-
buster US$250 million movies.

Plot Overview

TITLE @

The Biteoin Code

LOGLINE ©

obsession.

A brilliant coder discovers a secret Bitcoin algorithm that could change tha world, but his shadowy rival—his
near mirror image—will stop at nothing to claim it, plunging them both into a deadly game of ethics and

When a genius programmer unlocks the ultimate Bitcoin code, his morally corrupt doppelganger emerges,
forcing him into a high-stakes battle of wits that could either save or destray them both,

A gifted hacker's discovery of a revolutionary Bitcoin algorithm pits him against his darker counterpart, a man
with the same skills but none of the conscience, in a race toward chaos or redemption.

Two identical minds, one groundbreaking Bitcoin code: as a moral coder faces off against his shadowy twin,
their clash spirals into a gripping descent into madness and betrayal.

In & world of digital gold, a coder's revolutionary Bitcoin breakthrough ignites a war with his ethical opposite—
a shadowy figure whose descent into depravity threatens to destroy them both,

FIGURE 3. Saga generating five ideas for a movie Logline based on the Title.
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Thisincludes providing a wide range
of archetypes to address one of the cur-
rent shortcomings with our competitor
apps - which seem limited to one di-
mensional characters, such as the typ-
ical villain. We offer extensive lists of
antagonist and villain archetype traits,

allowing for deeper, more complex
characters—even secondary ones—
making their character development
fast and worth the time investment to
improve the depth of your story.
Additionally, we make it easy to
combine different story types, drawing

Plot Overview

TILE @

Shadow Protocal

LOGUINE &

THEMES (B

STORY TYPES (@

A dizgraced former specisd forces oparative is recruitad by a shadowy government sgency to frack down a
stolen prototype weapon befare it falls into the wrang hands.

s it possible 1o maintain perssnal identity whilk striving far harmeny and pleasing others?

David s Oodiath =

Trapped with a Manster
Fioad Story

Magic Wish

1 Rite of Passage
Lowe of Friend Story

!

Detectiva
| Flah Out of Water

i

FIGURE 4. Selecting from common story types with examples.

ROLE

Pratagonist
(2 Add character
| CHARACTERARC @
JOHM MERCER
I Positive Arc #
SARAH MITCHELL
PHYSICAL DESCRIPTION &
DR, A MORALES
MIKHAL “MISHA" PETROV
SAMILLA "RAVEN" RASHL.
PERSOMALITY @

WWEI "THE PHANTOM"® C...

SAMIAY "SLIGK” PATEL

ARCHETYPES (O

45, male, ruggedy handsome with & muscular build, scar on his keft cheek, former speclel forces eperathe,

<John Morcer is a ruggedly handsome man of action with a haunted past. His heraism i5 cften overshadowesd
by his arroganca and aggressian, a rasult of his faar of ppearing weak. Despite his tough extedior, he harbors
8 deep-sasted belled that he s urwerthy of Be, & e that keeps him in seli-impesed lsolathon.

Huo x

TS

Lowver
4

Magician

Rebel

p Eraplorer
Sage
Innocent

L Creator

FIGURE 5. Selecting from common character archetypes with examples.
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from patterns that have been used
since the Ancient Greeks and beyond.
You can select from examples to create
a pitch like “Titanic meets Jaws” and
teach the AI what youre going for, a
common way professionals pitch ideas
in Hollywood and around the world.

When you start writing or upload
a script, we automatically classify all
of the scenes for easy and quick access
(Figure 6).

Our state-of-the-art Script Editor
is like Final Draft but with enhanced
features, offering all of the styles and
hotkeys screenwriters are used to.
Scripts can be uploaded in various text
formats, including Final Draft (.FDX)
and .Fountain. You can select existing
scenes and ask Saga to help rewrite
them based on natural language in-
structions, such as “make this longer
and funnier” (Figure 7).

Select any line in your script and
click “Rewrite” to enter your feedback
or notes from others (Figures 8 and 9).

You cannot generate a 100-page
screenplay with a single click in Saga,
but based on our research, the vast
majority of writers don't want their
entire script written for them. Instead,
our app generates partial scenes one
at a time, giving you the option to ac-
cept ideas, edit them, and make the
writing truly your own (Figure 10).

If you're stuck with writer’s block at
ablankline or page, simply click “Gen-
erate” to get a boost from Saga and
keep moving forward with fresh text
and ideas that you can easily edit. “Just
write” is common advice in the indus-
try, and we see Al as a tool to keep you
pushing forward, filling more pages
with your creativity. Our goal is for
you to love and own your movie ideas,
using Saga to accelerate your creative
process with ideas and first drafts that
you can refine and curate.

Here's a 3 min demo video’ showing
how a typical user gets ideas for a movie
on Saga: https://www.youtube.com/
watch?v=iQ6JhAqeU-g (Figure 11).

Our storyboarding feature was
built on the first DALL-E API back in
November 2022 and now integrates
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MOHNMG

INT. REMABILITATION CENTER - D&Y

0 INT. JOHN MERCER'S KITCHEN - NIGHT

1 INT. HIGH-SECURITY UNDERGROUND

5 - CONTINUDUS

INT. CORRIDG

CONTINUOLUS

8 INT VAULT DOORS - NTERCUT

i EXT GOVERNMENT FACILITY « NiGaHT

T IMT. MERCER'S CARIN - MORNSG

INT. PHANTOM'S SECURE CHAMBER
BT

INT M RCERS CARIN - CONTRUDLS

NE P
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TANTOM  SECURE CHAMBER

i iNT. SECURE FACILITY ~ DAY

27 ENT. SURVEILLANCE FACILITY - NIGHT

7i INT TEANNS SECUSE MIDEDUT - NGHT
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A desolate landscape rolls inte a dilapidated compound. A sharp gust
of wind billows across the sand, concealing the scars of war
Above, a crescent moon casts an eerie shadow over

scattered around.
the compound's crumbling walls.

Hidden within the desolation, a hr?c SEWER GRATE quivers. A moment
of mtillness, then, it lifts abruptly.

JOHN MERCER (45, a ghost of his decorated past etched onto his
toughened features) rises from the depths. His keen gaze cuts through
the darkness: his body taut with anticipation.

MERCER

Area’s guiet, too quiet. Keep your

senses sharp.

The TEAM, an array of experts with the precision of surgeons and the
deadliness of vipers, ascend from the underground labyrinth, each

surfacing with fiuid grace.

They coemmunicate in hushed tones, a symphony of whispers painting
their readiness against the canvas of night.

MERCER

Remember, we're not just
recovering stolen tech—We're
stopping a war. Conrad, status on

their comms?

CONRALD
Jamming their signals now. They'll
be blind and deaf within a twe-

mile radius,

Mercer clenches his jaw, acutely aware of what failure could mean. He
nods firmly to his team, a silent testament to the wraiths they've

become.

They move out, a scamless unit gliding over terrain haunted by
violence—a ghost squad seeking redemption and reckoning. Their
shadows are elongated spears, piercing the heart of énemy territory.

MERCER

This ends tonight. For us, for the
pnes we've lost, and for those we

Beats

Action

EXT. DESERTED OUTSKIRTS - ENEMY ENCLAVE - WIGHT

FIGURE 6. The Saga Script editor.

Seript

Storyboards

Character  Dialogue  Parenthotical  Transition

other image models, including Sta-
ble Diffusion XL (Figure 12). We con-
tinually add new models, such as the
cutting-edge FLUX.1, and soon, Sora
from OpenAlL

This provides our users multiple
options in one place, eliminating the
need to personally test each image
generator’s latest model—something
creatives typically want to avoid. We
keep Saga updated with the latest and
most advanced image and video mod-
els (Figures 13 and 14), all fine-tuned for
cinema. It's one subscription, with all

of the best models, in one app. The fol-
lowing link is a video® showing the car
animation from Figure 13 (7 s): https://
bit.ly/sagavideo.

Our helpful prompt engineering
means our users can simply ask for
what they want using industry termi-
nology they are used to, with helpful
teaching guides so anyone can learn
and apply new skills like cinematog-
raphy (Figure 15). Writers enjoy illus-
trating the scenes as imagined in their
head when writing. Saga’s animation
feature will soon expand to longer

X Closa

Rewrita the first scene of the prologue to make it
mone dramatic; give Mercer more diakog, and the
whole thing about B-8 seconds longer.

Include beat

Prologue

IEMY BASE - WAR-TORN VILLAGE - NIGHT

\DE of the outpost stands as a grim testament to
jandstorm WRATHFULLY sculpts the ruins, the ECHO of
in every graim of sand.

‘houette, hard and unyielding, emerges with predatory
torm, his eves a pair of glints in the tempest.

. & statue amidst chaos, then methodically scans the
environment, each sense fine-tuned to detect the whispers of threat.

FIGURE 7. Using natural language instruction prompts to ask Saga to rewrite a scene.

previz animation clips, adding sound
and voice, with music scoring, animat-
ics, and finally photo-realistic comput-
er-generated imagery scenes.

EECch senee rine-tuned to detect the WHAisp
Rewrite

MERCER
All clear? Negative. It's too
quiet. HWo struggle, no resistance.
Hold positions.

= agreement, the shadows regurgitate his
8l ohoet. their nresences almnst sthereal

FIGURE 8. Selecting a line to rewrite.

aved, Hbsﬁ“"y grain of sand.

B 5| Rowrite this to includa a joka, showing Mercer's |» EMEE
dry humar under pressure

ts in

All clear? Negative. It's too
quiet. No struggle, no resistance.
Hold positions.

55 agreement, the shadows regurgitate h
FIGURE 9. Inputting notes from the
director for quick rewrites powered by Al
with the full movie script and context.
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Audio

Our Beta users are already enjoying
voice features like Virtual Table Reads,
wheretheycanhearthe charactersbring
the script to life, helping them feel the
dynamic of exchange and pacing of the

material. Music will be introduced later,
with new models as available from Suno,
Udio, and others, allowing filmmakers
to score their movies with an original
soundtrack that perfectly matches the
emotion and tempo of each scene.

() SceneHeading Action  Character

Revert Accwpt
EXT, WAR-TORN COUNTRY - ENENY CONPOUND - NIGHT

A full moon hangs low in the sky, casting an eerie glow over the enemy
COMPOUND. Surrovnded by sand barricades and watchtowers with rotating
lighta; the cosmpound appears fortified and menacing. The faint hum of
a distant generator fills the night air.

To the south, unnoticed amidst the desolation, a MANHCOLE COVER shifts
slightly.

From the inky dackness below, JOHW MERCER (45, ruggedly hapdsome,
muscular build, scar on his left cheek) emerges, His face is taut with
focus, his eyes sharp as they scan the area.

MERCER
All clear. Let's move.

Cpe by ane, the reat of the TEAM surfaces. CONRAD, the tech expert,
adjusts a small device clipped to his belt, MILLER, the team's scont,
goans the perimeter with a pair of night=vieion binoculars. LANGSTAFF,
the demalitions speclalist, shoulders a small pack of explosives.

COHRRD
Scrambling their comms.

Conrad £llps a switech, and the faint crackling of enemy comrunications
ceages. A red indicator light on hie device blinks steadily.

COWRAD
They're dark. We'we got about 15
minkites tops.

HERCER
More than enough. Stick to the
plan.

The teoam moves forward - silent shadows in Eorfen: syne, eynchronized
by training, trust, and an unspoken bond. Their boote crunch softly in
the dirt; each step deliberate. They stop just shy of an open
courtyard lit faintly by a single floocdlight

MILLER

MERCER
Conrad, jaJl the cameras. Langstuff,
prep the distraction.

Conrad kneels, pulling out a wlender, high-tech gadget. He punches in
a serles of commands. Tiny sparks briefly flicker from the cameras
above aa they ge Limp.

CORRAR
We'rs dark.

FIGURE 10. A Script page generated by Saga which users can accept and edit.

Create Shot

SHOT TYPE (D
Mecium Ciose Lip

SHOT DESCRIPTION

A Franchis rurning o the badch

| Dralete s

CAMERA LEVEL (D STIE S7E

Kree Level fenlistic k]

Jar

l T, Uplead image

Bames animation

Scarw 1 Shai 15

hozes
eainds of wvemn cimting i Sackgnund

FIGURE 11. Sage 3-min demo video on YouTube cover art.
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CUSTOMER TESTIMONIALS

“The app is useful overall and
the Logline component and
Script tab was quite helpful. The
UI was nice to have everything
in a centralized place. Interest-
ing suggestions in the Acts that
sparked ideas.”—Kenny Geiler
(indie filmmaker)

“The storyboarding feature is
amazing. I loved playing around
with it. With a little time spent
on prompt engineering/tweak-
ing it captured my vision with
ease. It almost distracted me
fromthe writing."—Jared Levine
(BS Cinematic Arts at USC)

“First, thanks a lot for Saga, it's
an amazing tool. I love it, really.
Thelanguage, the dialogues, the
actions are more reliable than
ChatGPT."—Vincent T. (writer)

“The script writer works very
well taking Beats and generat-
ing scenes, I definitely feel like
I could spend hours working on
a script now, and if I have writ-
er's block, use to come up with
ideas.”

“I gotta say, I really like the way
it sparks those outside-the-box
ideas. In terms of storylining,
it's really helpful.”

“Saga is next level thank you so
much! Honestly what you guys
are doing is beyond comprehen-
sion. Understanding your back-
ground and how it was all set up
gives more clarity. I managed to
create from idea to concept and
process it into a finished prod-
uct with advanced concepts and
good consistency through the
generations, creative and amaz-
ing outputs. And this was a blitz
test. [ have been testing as much
asIcanwith various platforms...
thisis the most impressive thing

WWW.COMPUTER.ORG/COMPUTER



Create Shot

Shot Type () Style Size

Realistic

Shot Description

Eaic ymera leve 16:9
o ===

Notes

FIGURE 12. Creating a new shot on the Storyboard page.

I have come across FULL STOP. better character development. Mentor feedback

The time and quality of the gen- Also, love hovering over the text

erations along with the ease of to be reminded of certain defini- “Love it. It asks the questions
bringing an idea together are tions is nice.” youneed the answers for."—Stew

seamless... getting access to
Saga Cyber Film AI is a game
changer!! So much going on this
is a beautiful time to be alive.”

“I'love all the different variables
and options that are available to
users, and the UI/UX look fan-
tastic, minimal with a leading
design, helping the users con-
tinue to navigate their story.”

“So far Saga is great. I'm fairly
new to screenwriting so it's been
ahuge help.”

“I love the options and variety
Saga generates that sometimes
other AI generated kinda re-
phrase the words mashed up and
I wanted better action verbs or

FIGURE 13. Creating previz animation for a shot on the storyboard page.
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Lyons (Producer of Breaking Bad,
Better Call Saul, Everybody Loves
Raymond)

“I tested out your amazing
SAGA program and was re-
ally impressed with how it

works—pretty amazing tool for
story development for filmmak-
ers.”—Tim Peternel (American
Psycho, Buffalo '66)

“The app helped me put together
a better story than I could have

Storyboards

Scene1  Shetl Ecenel1  Ghotl

Full Shat + Eye Level Medium Shot - Eye Level

' st iated arrival Gree®

« Seript

SOUNd of o anging Wik “Noining Brings M iy ke beatieg Google

FIGURE 14. Storyboards that come to life with previz panes inline.

Create Shot

Shot Type (D) Camera Level (5)

Full Shot Eye Level

Shot Description

Two men in suits walking into an office building

done alone. It helped me play the
what-if game in ways I couldn't
have imagined.”—Rhys Ryan
(Cocreator of Scenechronize)

“This is really intriguing, be-
causeyouare correct thatalmost
all storytelling (movies, books,
tv commercials, plays, speeches)
uses a similar structure that has
evolved over thousands of years.
I'would love to play with it. [ can't
help it. This is just such a cool use
case for AL”—Marc Randolph
(Cofounder CEO of Netflix)

Discussion

Interpreting the results of our met-
rics, our interviews and usability
studies with filmmakers, and our
inbound feedback, people love what
we're building. They request count-
less new features every week, such as

FIGURE 15. Simple teaching guides to explain the various Shot Types and Camera Levels used in cinema.
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new templates for writing TV series or
commercial advertisements, new lan-
guages, and of course longer and more
consistent video generation.

Unlike competitor apps that launched
soon after Saga resembling our design
and roadmap, we have the advantage
of years of customer interviews, app
Beta tests, and real relationships with
Los Angeles-based A-List creators. Our
roadmap comes from requests by real
filmmakers like them, who want up-
grades such as allowing R-rated content
(which were adding through Mistral
Mixtral and open source LLMs where
we can set our own content filters).

We're launching a custom Chatbot
that users can brainstorm ideas with,
outside the structure of our app pages.
We're adding new styles and formats for
Anime, Manga, and other graphic nov-
els, interactive virtual reality storytell-
ing and game experiences, and are even
discussing our own streaming service
which would take less of a cut from our
creators to deliver them more profit. Al
translation and lip sync will allow any-
one to sell their movie to 8 billion peo-
ple. Virtual performances will save im-
pressionable young actors from filming
scenes of rape and violence, which stud-
ies show impact their mental health.
Stunts will be safer, as Hollywood has
a long history of the untimely demise
of stunt performers on set. Actors can
play younger or older versions of them-
selves, even interacting with their
clones on screen. Older actors who pass
away mid-production can have their fi-
nal work finished on their behalf and
with their permission, and the legacy
of voices like James Earl Jones as Darth
Vader can live on for generations to
come (as he had granted permission be-
fore his passing). The 2023 strikes made
it clear that artists don’t trust—and in
some cases have personal animosity—
toward studio executives. Asartistsand
filmmakers ourselves, we don't want to
see Al abused by executives either, or
any jobs lost. As Gandhi said “be the
change you want to see in the world,”
and we're hoping through our leader-
ship that Sagaand Al canhave a positive

impact on the film industry, with new
movies and forms of entertainment that
set new standards for quality, original-
ity, and diversity—rather than degrade
the art form to bland generic “slop” as
some fear.

Case Study

Our cofounder Andrew is a skilled
writer, having published multiple
original novels on Amazon and au-
thored several screenplays. As a case
study, he transformed a colleague’s
idea for a screenplay premise into a
completed 100-page script in just 10
days—writing only part-time—using
Saga. This demonstrates the remark-
able efficiency and creativity that Saga
enables for writers and filmmakers.

“I put some of the beats in the
Generate tool, and the stuff it
was coming up with was great.
It's much faster and to the point,
plus sometimes it comes up with
uniqueideas. With Alithasa cool
way of growing into an organic
story. The great thing is that usu-
ally I would have to go through
a script a few times before I did

polish pieces, but now I'm kind
of polishing it when I'm writing it
because of the speed with which
I can generate new pieces, so I
find SAGA really efficient with
writing."—Andrew Palmer

Hetypically takes two or more years
to complete a typical 100-page screen-
play for a 90-min feature film. Using
Saga is over 70 times faster, while
achieving the same- or better-quality
writing (Table 5).

You can see a livestream recording
of Andrew writing a dozen pages in
this video,!0 with a selection of pages
included for download in the descrip-
tion: https://bit.ly/sagawriting (You-
Tube—12:16 min) (Figure 16).

You can see more case study videos
from others on our YouTube channel
@writeonsaga.

ETHICAL CONSIDERATIONS

Machine learning is one of the most
transformative inventions of the century.
Like previous groundbreaking technolo-
gies—such as electricity and atomics—it
requires careful attention and regula-
tion. Unlike these past discoveries,

TABLE 5. Using Saga to speed up writing.

Pages Written
Before Saga 100 2years
Using Saga 100 10 days
1t Oh
=a
o]
. |

FIGURE 16. YouTube video showing how to write a feature film in Saga.
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however, Al introduces a new challenge:
the potential for independent goals and
intentions, should it ever achieve the
ability to think autonomously.

While much has been written about
Al ethics, including issues like rep-
resentation in datasets, we highlight
specific challenges within the enter-
tainment industry. For example, when
using datasets such as Academy Award
nominations, how do we address the
underrepresentation and biases evi-
dent in earlier decades of the 1920s and
1930s? These historical biases could in-
fluence Al-generated outcomes if not
critically examined and corrected.

Ethically sourced datasets
The most popular image genera-
tors today often rely on datasets like
LAION-5b, a vast repository of images
sourced from the Internet. While the
World Wide Web is intended for image
sharing, many creators showcase their
work online (such as photography)
with the intent of generating income
through paid downloads. Watermarks
are commonly used to explicitly indi-
cate ownership and a right to copy these
images, yet these datasets can include
watermarked images, typically under
the premise of research—a fair use case.
Fair use is generally accepted for
nonprofit research purposes. However,
the commercial applications of these
training datasets by for-profit compa-
nies raise important legal and ethical
questions. Should copyright laws and
courts reassess their stance on the use
of such content in for-profit Al training?
Copyright laws, many of which were
written long before the advent of mod-
ern technology, may need to be updated
to better balance protecting intellectual
property and encouraging the creation
of new content in the 21st century.

Consent, control, and
compensation

The Hollywood strikes in 2023 high-
lighted three essential demands from
artists: consent, control, and compen-
sation. We addressed this in our blog
post Artists Rights—Getting Paid for
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your Work in an Age of AL and pro-
posed a partial solution.

This solution involves creating an
opt-in, dividend-paying dataset used
to train AI models of for-profit apps—
akin to “ethically sourced coffee beans,”
where contributorsare treated and com-
pensated fairly, with the consumer pay-
ing extra but knowing they are support-
ing the artists or bean farmers. It could
also include works from the public do-
main. By integrating this dataset easily
by building on open source image-gen-
eration reducing further development
costs, artists’ contributions could be
tracked publicly and at mega-scale via
blockchain and compensated perpetu-
ally through smart contracts on Web3
technologies like Solana.

For this system to succeed, opt-in
participation must be respected by all
parties - with potential guild and in-
dustry boycotts for datasets and apps
that break this trust. Another option
we were the first to propose back in
2022 could be used for extra assurance,
a new or re-purposed opt-out mecha-
nism like robots.txt (e.g. notraining.
txt) which has opted websites out of
Search Crawlers like Google for de-
cades, and could be used to opt out of AI
Training Crawlers to keep content out
of their datasets (especially for web-
sites like Getty with watermarked im-
ages). This allows content owners who
need to put their work online to opt out.
Both can simply be ignored, especially
by bad actors, so we're sure to see open
source projects and adversarial coun-
tries develop generative Al that does
not respect these policies, but if a ma-
jority ofthe world getsbehind these new
systems with the power and leverage of
the Hollywood guilds, it could stand a
chance as Starbucks does selling fair-
trade coffee beans at a premium.

Our cofounder, Andrew Palmer, is
aproud member of the Canadian Writ-
ers, Directors, and Producers guilds.
This deep connection to the creative
industries is part of our founder
DNA, driving us to build the kind
of AI company we believe the film
world needs.

Copyright exists to ensure creators
and their estates retain ownership of
their works during their lifetimes and
for a period afterward, with works even-
tually entering the public domain. Gen-
erative Al, predicted by leading analysts
at Goldman and McKinsey to contrib-
ute trillions in gross domestic product
growth over the coming decade, offers
an unprecedented opportunity to di-
rect this value back to the creators and
estates whose work is used to create Al,
preserving artistic legacies for genera-
tions with new revenue streams.

However, if the worst-case scenario
unfolds—where human artists abandon
creating new works due to disruptions
caused by Al, and future training sets
consist mostly of outdated human works
and piles of Al-generated “synthetic
data”—the richness of art and culture
risks becoming stagnant and unappeal-
ing. Supporting creators and ensuring
fair compensation may be the only sus-
tainable path forward for generative Al
to foster enduring artistic innovation.

Deepfakes

The term deepfake has become infamous
due to its association with illicit con-
tent, prompting the industry to adopt
alternatives like “virtual performances.”
Tools like Flawless Al have introduced
remarkable workflows for virtual re-
shoots!? with actor consent and compen-
sation, building innovative features for
dubbing, translation, and lip sync, help-
ing studios save millions of dollars and
countless hours.

In April 2022, we explored this topic
in our series On Actors and Deepfakes,3
examining both the challenges and op-
portunities presented by this technol-
ogy. Our goal is to shed light on the ethi-
cal implications, potential benefits, and
actionable steps creators and audiences
can take to navigate the evolving land-
scape of virtual performances.

New laws and regulations

It's one thing to meet the bare legal
requirements for outdated laws, but
it's another to adopt a proactive, art-
ist-friendly approach in our business
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practices. At Saga, we are committed
to supporting filmmakers, which is
why we encourage our users to explore
and develop their own ideas, not have
Al do all of the work for them. In some
instances, we may choose to block cer-
tain names in user prompts, such as
“Write an Aaron Sorkin-style script,”
out of respectforliving artists—avalue
we share as writers ourselves.

Our company decided when we
were founded to give our users 100%
ownership of their work, as opposed to
artist-unfriendly practices like sneak-
ing ownership clauses in the terms of
service so they own your work or a per-
centage of box-office revenue (as some
of our competitors chose to do). Years
later during the strikes of 2023 this be-
came a clause in the Writers Guild of
America agreement with studios, but
it's something we've followed and be-
lieved in all along.

Our competitors also make claims
on their user’s work to retrain the com-
pany’s AI models and use it to improve
ideas for their other users, which is
another practice we do not and will
not follow at Saga. We believe to be art-
ist-friendly we need to give security and

COMMENTS?

f you have comments about this
Iarticle, or topics or references |
should have cited or you want to
rant back to me on why what | say
isnonsense, | want to hear. Every
time we finish one of these col-
umns, and it goes to print, what
I'm going to dois get it up online
and maybe point to it at my Face-
book (mikezyda) and my LinkedIn
(mikezyda) pages so thatlcanre-
ceive comments from you. Maybe
we'll react to some of those com-
ments in future columns or online
to enlighten you in real time! This
is the “Games” column. You have
awonderful day.

privacy to our users, above and beyond
what the law requires, and will continue
to push for fair practices through our
conference panels, blog writing, and in-
dustry evangelism.

n conclusion, while there are risks

associated with AI that must be man-

aged, Generative Al tools can help
storytellers and filmmakers create more
of their best work faster. Self-distri-
bution on platforms like YouTube will
allow new creators to showcase their
work, build audiences, and possibly
get discovered by Hollywood studios to
work on bigger-budget films next.

Silicon Valley has seemingly lost the
world's trust through a number of recent
scandals, from Theranos to FTX. Crypto
and Web3 never lived up to the promises
evangelized by its proponents in recent
years. Though a completely separate
technology (that already has a track re-
cord of delivering real value), generative
Al seems to be caught up in the anger,
suffering from a lack of trust and fear it
will destroy the film industry as we know
it. Technology companies “move fast
and break things,” and by training their
models on copyrighted content, started
off on the wrong foot with the art com-
munity. Billionaire technology moguls
are no longer admired as they once were
and are becoming despised (especially
as they enter the political sphere). Who
wants to see another billionaire control
Hollywood (simply replacing the old bil-
lionaires), while firing all of the artists
and below-the-line workers to replace
them with robots? Not us.

We started building Saga in 2021 when
all anyone would talk about were non-
fungible tokens (NFTS) and Bitcoin, re-
fusing to get distracted from our mission.
This was long before ChatGPT launched,
before “generative AI” was even a term,
and before the Hollywood strikes. We've
never wavered in our mission to build
tools for aspiring filmmakers like us, not
so the youth don't need to learn skills or
practice writing, but simply to let them
make a movie that looks great—as An-
drew and I always dreamed of.

There used to be limited space on the
shelf at Blockbuster, and a limited num-
ber of movie theaters and screens in
every neighborhood (in the days before
streaming). It made sense for the exec-
utives and tastemakers to decide on a
limited number of pictures to produce,
and make safe bets on proven stars and
built-in franchise audiences. Now with
everything in the cloud, there is no up-
per limit to the number of films that can
be made every year. With Al preference
microtargeting, even with 100 new
movies a day releasing on Netflix, each
and every one can find its own niche
targeted audience—increasing the pie
of movies and people who create them
professionally.

Machine learning will improve
so much in the next few years as
we approach AGI, that they will
not only master the story struc-
tures of today, they will use this
training to create new ones, plot
twistsand characters ofthelikes
we've never seen before, and hu-
mans will use these to produce
some of the highest-quality cin-
ema ever seen.

We believe a multimodal, multimodel
app like Saga will continue to be used by
filmmakers to reduce the cost and time of
producing movies, increase global sales
with dubbing and translation, and grow
the number of jobs in the film industry.

To reach out to the founders for ques-
tions, partnerships, or express interest
in their upcoming Seed Round for in-
vestment, e-mail CEO Russell Palmer
at russellp@cyberfilm.ai or use the
Contact form on our website. We are
building a strong investor and advisory
board,® and partnerships with studios
and other Al companies.

You can also sign up for Saga and
try it for free on our site: https://www.
writeonsaga.com

2Investors: Jason Calacanis (Angel investor; All-In
Podcast); Advisors: Alex Jordan (SVP Production at
Muse; Directors Guild of Canada) and Dr. Mike Zyda
(Emeritus Professor of Engineering at USC; ACM and
IEEE Fellow).
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FUTURE 17. Image of a robot touching a human hand in homage to Michelangelo.2*

Use the following code to test our
Premium version free for one month
(new accounts only), as our gift to you
for reading this far: [IEEEFreeMonthSaga

In closing, we chose the image in
Figure 17 for our founding vision post
nearly four years ago,* and posited
that “Al is a tool” not a replacement.
After millions of views across Sili-
con Valley, Hollywood, and around
the world, this image and statement
both seem to have taken off, and we're
now hearing it all over the world. The
famous image of hands touching in
Michelangelo’s Creation of Adam has
come to represent the discussion of
human creativity meeting Al, a spark
of life given to a creation made in its
own image. This meme has since been
used by dozens if not hundreds of AI
news articles, tech conference logos,
and others in various formats, and
we're hoping our vision for ethical
Al filmmaking can impact the world
as well. You can follow Saga on You-
Tube (https://www.youtube.com/@
writeonsaga), Twitter/X (https://x.
com/writeonsaga), Instagram (https://
www.instagram.com/writeonsaga/),
TikTok (https://www.tiktok.com/@
writeonsaga), and LinkedIn (https://
www.linkedin.com/company/cyberfilm
-ai/products/).

o4 COMPUTER

REFERENCES

1.

The New York Times. 1in 3 Preteens
Want to Be Influencers. Is It the New
American Dream? Op-Docs. (Dec. 15,
2024). Accessed: Jan. 12, 2025. [Online
Video]. Available: https://www.you-
tube.com/watch?v=SDRh840GrCs

F. Zandt. “What do U.S. teens want

to be when they grow up?” Statista.
[Online]. Available: https://
www.statista.com/chart/31014/
most-popular-future-jobs
-with-united-states-teenagers/
“Synapz productions - Home page”
Synapz Productions. Accessed: Jan. 12,
2025. [Online]. Available: https://www.
synapzproductions.com

R.S. A.Palmerand A. M. A. Palmer,
“How AI can benefit Hollywood and
solve its most pressings needs,” Me-
dium, Nov. 23, 2021. [Online]. Avail-
able: https://bit.ly/AlandHollywood
R.S. A. Palmer. How AI will Ben-

efit Hollywood. Accessed: Jan.

26, 2024. [Online Video]. Avail-

able: https://www.youtube.com/
watch?v=B49WjGSnDcM&t=412s)
“Saga GPT in the OpenAI ChatGPT
store.” ChatGPT. Accessed: Jan. 10,
2024. [Online]. Available: https://
chatgpt.com/g/g-0X4q4iYYN-saga
Saga - Tools for Filmmakers. From
Idea to Previz, Animatics to Animation,

10.

11.

12.

13.

14.

Try SAGA and Create for Free Today!
(Jun.1,2024). [Online Video]. Avail-
able: https://www.youtube.com/
watch?v=iQ6JhAqeU-g

R.S. A.Palmer, “The content Turing
test,” Medium, Mar. 24, 2022. [Online]
Available: https://russellsapalmer.
medium.com/the-content-turing-
test-d39e9765del9

R.S. A.Palmer. SAGA Advanced
Video Generation (New). (Oct. 2024).
[Online Video]. Available: https://
bit.ly/sagavideo

A.M. A. Palmer. Writing a Fea-

ture Film Screenplay in Saga. (Oct.
23,2023). [Online Video]. Avail-
able: https://www.youtube.com/
watch?v=n3Dzz-NdKrE

R.S. A.Palmer. “Artists rights

- On getting paid for your work
inanage of AL" Medium, Nov. 3,
2022. [Online]. Available: https://
russellsapalmer.medium.com/
artists-rights-c655b79402bb
Bloomberg Live. Flawless Tech
Demonstration on AI & Filmmak-

ing. (Oct. 12,2024). Accessed: Oct.
12,2023. [Online Video]. Avail-
able: https://www.youtube.com/
watch?v=uPmavUfcMqo

R.S. A. Palmer, “On actors and deep-
fakes,” Medium, Apr. 2022. [Online].
Available: https://medium.com/@
russellsapalmer/on-actors-and
-deepfakes-4df58d0f3089

T. Winstead. “Person reaching

out to arobot (image).” Pexels.
Accessed: Nov. 28, 2021. [Online].
Available: https://www.pexels.
com/photo/person-reaching
-out-to-a-robot-8386434/

RUSSELL S. A. PALMER is the CEO
and a cofounder at CyberFilm, San
Francisco, CA 94123 USA. Contact
him at russellp@cyberfilm.ai.

ANDREW M. A. PALMER is a
cofounder and chief story officer at
CyberFilm, Hamilton, ON L8K 3A1,
Canada. Contact him at andrew@
synapzproductions.com.

WWW.COMPUTER.ORG/COMPUTER


mailto:russellp@cyberfilm.ai
mailto:andrew@synapzproductions.com
mailto:andrew@synapzproductions.com
https://www.youtube.com/@writeonsaga
https://www.youtube.com/@writeonsaga
https://x.com/writeonsaga
https://x.com/writeonsaga
https://www.instagram.com/writeonsaga/
https://www.instagram.com/writeonsaga/
https://www.tiktok.com/@writeonsaga
https://www.tiktok.com/@writeonsaga
https://www.linkedin.com/company/cyberfilm-ai/products/
https://www.linkedin.com/company/cyberfilm-ai/products/
https://www.linkedin.com/company/cyberfilm-ai/products/
https://www.youtube.com/watch?v=SDRh840GrCs
https://www.youtube.com/watch?v=SDRh840GrCs
https://www.statista.com/chart/31014/most-popular-future-jobs-with-united-states-teenagers/
https://www.statista.com/chart/31014/most-popular-future-jobs-with-united-states-teenagers/
https://www.statista.com/chart/31014/most-popular-future-jobs-with-united-states-teenagers/
https://www.statista.com/chart/31014/most-popular-future-jobs-with-united-states-teenagers/
https://www.synapzproductions.com
https://www.synapzproductions.com
https://bit.ly/AIandHollywood
https://www.youtube.com/watch?v=B49WjGSnDcM&t=412s
https://www.youtube.com/watch?v=B49WjGSnDcM&t=412s
https://chatgpt.com/g/g-0X4q4iYYN-saga
https://chatgpt.com/g/g-0X4q4iYYN-saga
https://www.youtube.com/watch?v=iQ6JhAqeU-g
https://www.youtube.com/watch?v=iQ6JhAqeU-g
https://russellsapalmer.medium.com/the-content-turing-test-d39e9765de19
https://russellsapalmer.medium.com/the-content-turing-test-d39e9765de19
https://russellsapalmer.medium.com/the-content-turing-test-d39e9765de19
https://bit.ly/sagavideo
https://bit.ly/sagavideo
https://www.youtube.com/watch?v=n3Dzz-NdKrE
https://www.youtube.com/watch?v=n3Dzz-NdKrE
https://russellsapalmer.medium.com/artists-rights-c655b79402bb
https://russellsapalmer.medium.com/artists-rights-c655b79402bb
https://russellsapalmer.medium.com/artists-rights-c655b79402bb
https://www.youtube.com/watch?v=uPmavUfcMqo
https://www.youtube.com/watch?v=uPmavUfcMqo
https://medium.com/@russellsapalmer/on-actors-and-deepfakes-4df58d0f3089
https://medium.com/@russellsapalmer/on-actors-and-deepfakes-4df58d0f3089
https://medium.com/@russellsapalmer/on-actors-and-deepfakes-4df58d0f3089
https://www.pexels.com/photo/person-reaching-out-to-a-robot-8386434/
https://www.pexels.com/photo/person-reaching-out-to-a-robot-8386434/
https://www.pexels.com/photo/person-reaching-out-to-a-robot-8386434/

EDITOR DOMENICO TALIA

H U M A N ITY A N D CO M P U TI N G University of Calabria; talia@dimes.unical.it

How to Foster
Responsible and

Resilient Data: The
Ethical Data Initiative

range from data protection and
privacy to data access, data sover-
Kim M. Hajek®, Paul Trauttmansdorffl, and Sabina Leonelli'®, eignty, and multiple inequities and
Technical University of Munich

environmental challenges. Several
Stephan Guttinger®, University of Exeter initiatives and movements have
emerged that highlight the need
to shape technologies according
to human values and public inter-

Silvia Milano®, University of Exeter and LMU Munich

[t is more important than ever to advance data est! and to do so in a manner that
. . . . is not only inclusive but that builds
ethics. Informed by science studies, the Ethical in ethical considerations from the
Data Initiative uses open and inclusive discussions very beginning as digital systems
are designed and developed.*

to foster a responsible and resilient approach to From our perspective in the so-
_ o cial studies of science, we advocate

data creation, transmission, and use. for paying more attention to the

various contexts in which data are

created, the choices made by the hu-

he increasing reliance on and importance of mans involved in the process, and the ways data are con-

data for almost every aspect of our everyday figured by material objects, environments, and apparatus.

lives brings with it numerous ethical concerns, Ethicalconsiderationslinked tothese choicesand theirim-

from the individual to the global level. Issues plications should be incorporated into the entire spectrum

of data-intensive fields of education and work, including

Digital Object Identifier 10.1109/MC.2024.3522696 computing, informatics, electrical engineering, data sci-
Date of current version: 27 March 2025 ence, and artificial intelligence (AI) development. Data

0018-9162 ©2025 IEEE. All rights reserved, including rights for text and
COMPUTER datamining, and training of artificial intelligence and similar technologies. PUBLISHED BY THE IEEE COMPUTER SOCIETY APRIL 2025 95


https://orcid.org/0000-0002-8591-8712
https://orcid.org/0000-0002-1826-6750
https://orcid.org/0000-0002-7815-6609
https://orcid.org/0000-0001-9448-973X
https://orcid.org/0000-0001-9643-4222

HUMANITY AND COMPUTING

practices must become more respon-
sive to social settings, more responsi-
ble regarding their consequences, and
more resilient against possible misuse
or misappropriation.

With this in mind, the Ethical
Data Initiative (EDI) (https://ethi
caldatainitiative.org/) was recently
formed as a nonpartisan platform that
1) offers educational tools to increase

of processes and decisions undertaken
in a specific context for specific rea-
sons. Those who create and work with
data will develop and perform a plu-
rality of “standards and criteria of best
practice ... to suit their specific goals
and working conditions.”

Data—and particularly digital
data—tend to move around; they escape
their place of origin and are reused in a

The EDI aims to coordinate and further develop
pedagogical, research, and policy efforts to support
responsible data practices.

data literacy and 2) fosters open dis-
cussions on data ethics, with a focus
on equity and engagement across dif-
ferent domains of data work. Bring-
ing together academic scholarship
from the University of Exeter and the
Technical University of Munich and
building on the remarkable long-term
efforts in this space by partner orga-
nizations such as the Research Data
Alliance (https://www.rd-alliance.
org/), CODATA (https://codata.org/),
and the Research on Research Initia-
tive (https://researchonresearch.org/),
among others, the EDI aims to coordi-
nate and further develop pedagogical,
research, and policy efforts to support
responsible data practices. Our efforts
prioritize education as a means of en-
abling and promoting a proactive ethi-
calapproach to all aspects of data work.
We direct attention to the multiple en-
vironments in which data come to mat-
ter, with particular emphasis on the
distinct choices involved in creating,
collecting, storing, and using data.

WHAT ARE DATA?

Astute readers may have noticed that
in this column, we refer to data in the
plural: data are, not data is. This is a
conscious choice that stems from our
conception of data not as a completed
product, not as isolated or decontextu-
alized pieces ofinformation, but rather
as the continuously mutable outcome
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variety of different ways, which often
affects their format, interpretation,
and the ways in which they are visu-
alized. However we think of such data
journeys> as data “enrichment,” “in-
terpretation,” “analysis,” “clustering,”
or the like—doing something with
data involves intervening on their key
characteristics, making it possible for
data to be used (to become “action-
able”) for new purposes as required.
Data provenance matters; only if we
understand the technical, scientific,
practical, and circumstantial motiva-
tions behind these diverse interven-
tions can we ensure that key infor-

" ou

mation accompanies the data on their
further travels.

Moreover, data are not just digits.
They can take many different forms,
including material objects, symbols,
sounds, observations, text, and im-
ages. All forms are subject to differ-
ent constraints when put to use, par-
ticularly when attempts are made to
cross-analyze and integrate diverse
data types.® Recognizing data as plu-
ral, diverse, and in motion allows us
to understand better how power op-
erates and is contested through data,
how hierarchies and binaries are up-
held, and how pluralism can be pro-
moted.” Viewing data as a neutral,
fixed, and immutable set of objects
doesnotallow us to capture the reality
of data practices.

WHY WORRY?

Calling for an ethical approach to data
work means calling for critical reflec-
tion on the realities of data work and
the significant challenges they entail.
In the following, we outline our most
pressing worries.

Injustice and bias

Current practices for collecting, shar-
ing, and interpreting data frequently
include forms of bias and discrimi-
nation (not always intentionally) that
reinforce existing social and global
hierarchies and power imbalances.?
This constitutes a form of injustice as
it disproportionally impacts already
marginalized groups. A well-known
example is the underrepresentation of
people of color in datasets used to train
facial recognition algorithms. This
leads to increased errors and poten-
tially fatal consequences in contexts
such as law enforcement and security.
People, particularly from marginal-
ized groups, are often misrepresented,
made invisible, or subject to large-
scale surveillance practices.? The con-
texts in which data, algorithms, and
technological systems operate matter
and have wide-ranging discrimina-
tory implications for social, political,
and economic outcomes.

Inequity and access

The push toward “bigger data” and
data-driven innovation does not affect
all regions and populations equally
but instead tends to deepen global
inequalities and the existing digital
divide. Large-scale databases and in-
frastructures are mostly concentrated
in wealthy well-resourced areas and
countries, with data access primarily
limited to well-funded institutions.
Data monopolies mean that closed
companies or organizations collect
and control large amounts of data, of-
ten for commercial purposes, without
being transparent about whose data
are collected or how they are stored
and (reJused. Access to reliable digi-
tal infrastructures is limited in many
parts of the world and segmented
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along class, ethnic, and gender lines.
What is needed is a digital environ-
ment that values regional and local
autonomy and avoids replicating colo-
nial-era power structures.

Privacy and confidentiality

Privacy and confidentiality in data work
are essential for safeguarding individ-
uals’ autonomy and control over their
personal information. Without effec-
tive principles of data privacy, the risks
of misuse, unauthorized tracking and
sharing, data breaches, and manipu-
lation increase, potentially exposing
individuals and creating significant
vulnerabilities. Even when information
is anonymized, machine learning prac-
ticesand Alalgorithms can compromise
confidentiality, revealing personal de-
tails through indirect proxy informa-
tion or patterns in aggregated data.

Transparency and trust

In today’s increasingly automated
data environments, many data prac-
tices lack transparency, with digital
subjects left unaware of what infor-
mation is collected, in what settings it
is collected, or how it will be used—a
concern that affects personal data as
well as environmental and adminis-
trative data, which can also be mis-
used in ways that harm humans, non-
humans, and/or the planet. Trust and
confidence in data suffer as a result.
Regulatory efforts to improve the sit-
uation are difficult to agree upon and
to implement in meaningful terms.
Particularly significant are efforts to
build trustworthy institutions and
infrastructures to steward and safe-
guard data; however, those require
much higher levels of investment and
public engagement than those avail-
able at present.

Openness and ownership

Advocates for greater openness have
long called for increased sharing of
resources, enhanced access to data
pools and infrastructures, and the
reuse of data. Yet unreflective forms
of openness may also have unwanted

effects, such aslimiting epistemic di-
versity and fostering epistemic injus-
tice, for instance, if “open informa-
tion” is harvested without informed
consent or proper attribution. Bigger
datasets and unlimited access do not
necessarily provide better scientific
or societal results. Rather, they are
often less representative and less
reliable than smaller datasets that

data analysis are not accompanied by
proper auditing mechanismsto ensure
data quality. Mistakes and errors are
hard to track, especially in Al systems,
and even when they are identified, cor-
recting them can be challenging and
costly across interconnected systems.
The rise of automation further in-
creases the risk of producing mistakes
atalarge scale,undermining trustand

Viewing data as a neutral, fixed, and immutable set
of objects does not allow us to capture the reality of
data practices.

are carefully curated and produced
under a responsible ethos of data
work. In this way, treating data ethi-
cally overlaps with efforts to improve
the quality and trustworthiness of
datasets for research and other pur-
poses—and again to invest in in-
telligent openness strategized and
mediated by expert data stewards.
The work of creating and maintain-
ing data needs to be recognized and
rewarded adequately—all too often,
this does not happen.

At the same time, we note that a
focus on ownership obscures the ques-
tion of whether data onindividualsand
communities should be treated as trad-
able assets at all rather than as a “com-
mon good.” Concrete measures are
needed to preserve autonomy in data
usage and sharing without databecom-
ing commercialized and dominated by
existing profit-oriented economic and
regulatory regimes. This is particu-
larly urgent given the difficulties in
controlling data flows, especially when
it comes to personal digitalized data—
which are so easily copied, traded, and
mobilized that it is hard, if not impos-
sible, to track their travels and identify
who may be accountable for the use of
those data.

Misuse and error
The rapid expansion of large data-
sets and the growing automation of

harming individuals or communities
affected by such errors, particularly in
highly sensitive areas like health care,
migration, or criminal justice. Even
small error rates can have significant
consequences for thousands of people.
The risk of misuse is amplified when
data are presented or interpreted out
of context and without a proper un-
derstanding of the limitations of data
technologies and systems. There is sig-
nificant diversity in the expertise and
practices used to produce and make
sense of data. Applying one standard
across the board has the potential to
degrade trust in certain areas of re-
search and even hamper scientific and
technological advancement.

Environmental damage

and sustainability

Current data ecosystems are dramat-
ically unsustainable both in terms of
their durability—significant resources
are needed for ongoing maintenance
and repair—and from an environmen-
tal standpoint. Yet these issues have
been largely ignored in public discus-
sion, with digital solutions often pro-
posed as the “clean alternative.” The
increasing volume of data storage and
demand for fast processing require
immense energy and material resources
and depend on technologies (such as
batteries and chips) that are unevenly
produced and distributed across the
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globe. At the same time, electronic
waste piles up in landfills. The rise of
Al only intensifies these demands,
with current machine learning models
using vast amounts of energy and pro-
ducing significant carbon emissions.
Future datafication must balance

concerted efforts, connecting aca-
demia and research, policy, education,
and relevant local actors.

When discussions around ethics
are led by a few select experts, this
risks turning ethics into a standard-
ized set of external principles that

What is needed is a digital environment that values
regional and local autonomy and avoids replicating
colonial-era power structures.

technical imperatives against environ-
mental harms—all while ensuring the
financial and material outlays needed
to keep data infrastructures operating
reliably in the long term.

Al

Almodels tend to rely on huge amounts
of data originating from the Internet
and online platforms, which are har-
vested without clear regulations, at-
tention to boundaries, or ethical guide-
lines, prompting significant worries
around fair use, proprietary content,
and proper attribution.l® Data mined
for Al purposes are furthermore fre-
quently stripped of contextual content
or metadata, which makes it hard to
distinguish reliable data from unreli-
able information. In turn, the uncer-
tain data quality and representative-
nessof Almodelsand applicationshave
ethical consequences, such as when bi-
ased or unrepresentative information
patterns are replicated on a large scale
and produce one-sided insights and po-
tentially harmful outcomes.

PATHS FORWARD: THE EDI

The aforementioned challenges are
not insoluble, nor is the kind of global
coordination required to address them
an insurmountable task. Cooperation
across nations to tackle complex tech-
nological challenges has been success-
fully achieved in other cases, such as
trade and food distribution networks.
Precisely such cross-cutting coopera-
tion is also crucial in the case of ethi-
cal data. The EDI aims to enable these
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have little connection with the real-
ities of data work. We contend that
ethical data practices are not merely
a technical matter for a few experts to
evaluate or oversee. Also, formulating
ethical principles is not sufficient be-
cause they are often too abstract; they
acquire concrete meaning only when
they are interpreted in practice. Ethi-
cal data practices need to be supported
by all sectors of society and engage the
communities most affected by data
policies and practices. In the EDI, we
thus construe data ethics as a living
ethos: a responsible way of approach-
ing the creation, transmission, stor-
age, and (re-)use of data.

This ethos is necessarily dynamic;
it needs to be continuously informed
by local settings and framed by con-
text-dependent methods and prac-
tices. It entails paying attention to
the processes of decision making and
the particularities that make up every
step along a data journey—the steps
data travel from the initial moment
of creation in a lab, field, or digital en-
counter through inscription in, for in-
stance,an opensource repositorytoin-
terpretation and reuse by a third-party
actor. When assessed in terms of spe-
cific contextual steps in that journey,
ethical principles and guiding values
become meaningful and actionable.

Without attention to choices, con-
text, and consequences, the data and
knowledge we produce “threatens
to blindly privilege specific ways of
knowing,™ often to the benefit of pow-
erful groups in society. The contexts

in which data are handled are hugely
diverse, and the implications of data
practices should be assessed in light of
that diversity with the recognition that
each domain has its specific forms of
expertise. However, recognizing diver-
sity does not mean that anything goes.
Rather, it means ensuring that the cri-
teria used to evaluate data work are rel-
evant and appropriate to the research
in question in light of its goals, situa-
tion, and methods. In other words, to
approach data work ethically is also to
consider what characteristics of data
allow for producing more reliable and
trustworthy scientific knowledge.

Attending carefully to the conse-
quences and contingencies of each step
on a data journey requires targeted
ways of integrating data ethics within
a given situation, and particularly, of
dealing with the conflicts that often
arise between different values. Exam-
ples of such conflicts include the need
to preserve privacy while still fostering
openness in research on medical data
as well as efforts to share data fairly
among researchers while also recog-
nizing the ownership claims of those
who may have invested the most in
creating and disseminating the data.
In trying to address such diverging
expectations in concrete cases of data
work, it is crucial to be alert to what
choices are made and why, who bene-
fits from those choices, and how they
may affect the relevant public. Such
analysis helps to unearth data-related
discrimination and bias and makes
data practices more accountable to
scrutiny and critique.

pproaching data ethically

is about prioritizing human

judgment over what may be
technologically feasible or best adapted
to computational analysis. As the use
of data evolves constantly, so must our
awareness of how they are created and
processed, what constraints that en-
tails, and who is benefited or disadvan-
taged. We advocate making datawork a
reflective process, which engages with
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relevant stakeholders and environ-
mental concerns, rather than rushing
toward technological convenience or
the appearance of innovation. Ethical
paths to data must address how tech-
nologies and practices can contribute
to more democratic data environments,
equitable collaborations, and forms of
solidarity that envision and build more
inclusive data ecosystems.

For the EDI, responsible data work
ultimately aims to improve the living
conditions of all creatures on Earth,
which involves being attuned to the
plurality of human experience and
the preservation of our environment.
This means valuing the diversity of
the humans who take part at every
stage of data work and building mech-
anisms to address persistent injustices
and inequities in their visibility and
ability to access resources. Harms
affecting nonhuman organisms and
the environment as a whole will also
be effectively reduced and prevented
only when they are given attention
throughout data practices. The EDI
sees its mission as providing a politi-
cally neutral yet intellectually potent
platform where these perspectives can
be shared, can be integrated into ac-
tual data practices, and can seed part-
nerships for a future of sustainable
and ethical data work.
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Artificial intelligence (Al) is transforming cloud
services, and specifically, software as a service
(Saas). Business models will evolve, driven by
Al-native products, adaptive cloud fabrics, and
tracking and observability. The article evaluates
technologies and business of Al for Saas.

layers. Figure 1 shows a typical
layout. This architecture allows for
scalability, modularity, and secure
data management.

THE EVOLVING SAAS
LANDSCAPE

Cloud-based SaaS platforms pro-
vide benefits such as easy remote
accessibility, streamlined updates,
and high availability. By leveraging
cloud elasticity, these platforms can
scale resources dynamically based
on demand, making them ideal for
businesses of all sizes. SaaS sim-
plifies software distribution, elim-
inating on-premises installations,
and offers easy update and integra-

oftware as a service (SaaS) platforms are struc- tion capabilities, thus reducing operational burdens and
tured on the cloud infrastructure, typically us- mitigating cybersecurity risks.

ing a multitier architecture consisting of front-

Artificial intelligence (AI) will reshape cloud ser-

end interfaces, application logic, and database vices with intelligent automation, predictive capa-
bilities, and adaptive resource management. Al will
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enable more efficient decision making and proactive
system optimization, which are critical for handling
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FROM THE EDITOR

Cloud computing and software as a service (SaaS) are the basis of practical-
ly all IT infrastructures, empowering businesses with scalable resources and
services. With artificial intelligence (Al) deeply integrating into cloud ecosys-
tems, enterprise technologies and business models are heavily impacted.
This article explores major Al trends and recent innovations, the challenges
faced in adopting and provisioning, and the calls to action for technology
leaders and professionals. —Christof Ebert

dynamic workloads and personal-
ized user needs.

AI-NATIVE SAAS: INTELLIGENT
FEATURES FOR SELF-
OPTIMIZING SYSTEMS
Traditional SaaS products have long
used Al for smarter features, such as
heuristics for load balancing, recom-
mendation engines, and automated in-
sights. With Al-native SaaS, Al doesn't
merely enhance functionality but de-
fines the entire product. The shift is to-
ward a model where Al capabilities, like
natural language processing or predic-
tive analytics, are embedded deeply
into the core architecture.! Products
can now continuously learn from usage
data, autonomously adapt their work-
flows, and even predict customer needs
before they articulate them. This is
changing the nature of what SaaS solu-
tions can provide—going from static
configurable tools to dynamic self-op-
timizing systems. For example, Al can
transform patient management sys-
tems by predicting patient inflow, op-
timizing resource allocation, and pro-
actively suggesting staffing schedules
to meet demand. This makes health-
care management more dynamic, con-
tinuously adding value by improving
patient care and reducing wait times
while optimizing resource utilization.?

Challenges and mitigations
The adoption of Al-native SaaS comes
with challenges such as integrating Al

into existing architectures, ensuring
data privacy, and addressing concerns
about overreliance on Al systems. The
risk of “model drift,” where the AI
model's performance degrades over
time, is also a significant concern.?
It's crucial to invest in training toward
Al integration and implement robust
governance frameworks. Profession-
als should focus on building skills in
Al model evaluation and understand-
ing how to collaborate effectively with
Al-driven systems.*

AI-DRIVEN CLOUD FABRICS
Cloud infrastructure must evolve with
the rise of AI workloads. AI models
demand more computational power,
lower latency, and greater parallel pro-
cessing, leading to the development
of cloud fabrics that are inherently AI
optimized. AI will dissolve the tradi-
tional boundaries between compute,
storage, and networks, giving rise to
distributed fabrics where Al can dy-
namically optimize workloads across
different hardware and regions. Imag-
ine a cloud infrastructure that actively
learns which components should be
used and scales autonomously in re-
sponse to evolving workload needs—
that's the power of Al-driven cloud
fabrics. Itis changing the economics of
cloud computing as well, allowing cost
models that are far more predictable
and efficient.”

Al-driven cloud fabrics can be used
to manage peak traffic during major

sales events like Black Friday. By dy-
namically analyzing customer behav-
ior and historical sales data, Al can
predict spikes in demand and auto-
matically scale resources accordingly.
Unlike traditional cloud scaling that
relies on predefined thresholds, Al can
optimize the use of compute and stor-
age in real time, ensuring seamless
performance during peak loads while
avoiding unnecessary costs during
off-peak times. This helps e-commerce
platforms maintain fast and reliable
user experiences without the need for
constant manual intervention.

Challenges and mitigations
Adopting Al-driven cloud fabrics re-
quires significant investment in new
infrastructure. The complexity of
managing distributed dynamic envi-
ronments can lead to operational chal-
lenges, and there is a risk of vendor
lock-in due to proprietary Al optimiza-
tions. Al-based cloud business models
must weigh the costs of transitioning
against the benefits of improved scal-
ability and efficiency. Professionals
should become adept at understand-
ing how Al-driven optimization works
toboth leverage it effectively and trou-
bleshoot when things go wrong.”

AI-ENHANCED
OBSERVABILITY AND
SELF-HEALING SYSTEMS
Observability in the cloud has always
been crucial, but Al is making it rev-
olutionary. Instead of merely collect-
ing metrics and events, Al can help
correlate thousands of data points
across services, identify anomalies,
and suggest or even perform remedi-
ation autonomously. This means not
only the faster detection of issues but
also the possibility of preventing in-
cidents before they occur. This trend
toward Al-powered observability is
pushing ustoward a future of true self-
healing cloud services. Al-enhanced
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observability could involve monitor-
ing machinery performance and de-
tecting anomalies like unexpected
temperature spikes or unusual vibra-
tion patterns. The system could auton-
omously resolve minor issues, such as
adjusting cooling parameters, or alert
maintenance teams when significant
threats are detected, ensuring unin-
terrupted production and improved
operational reliability.8

Challenges and mitigations

Al-enhanced observability brings a
learning curve involved in trusting
Al recommendations. There is also
the risk of false positives or negatives,
which could lead to unnecessary ac-
tions or missed issues. Training im-
plies, for instance, understanding how

Al detects anomalies in user activities
and how to use these insights to en-
hance security and reliability. IT pro-
fessionals should focusonlearningthe
intricacies of these tools, such as how
the Al algorithms identify patterns or
correlations and understanding how
Al recommendations are generated to
effectively validate or override them
when needed.

DEMOCRATIZATION OF

Al WITH NO-CODE AND

Al AS A SERVICE

Al has recently become more acces-
sible, uplifting cloud and SaaS capa-
bilities by providing businesses of all
sizes with advanced tools. No-code Al
platforms and Al as a service (AlaaS)
will significantly reduce the barriers

to using machine learning, allow-
ing even nonexperts to harness Al
for their operations, like what we ob-
served with GenAl copilots.3? This
empowers small business owners to
leverage Al-driven analytics with-
out needing a dedicated data science
team, transforming SaaS from a sim-
ple software provider into a critical
enabler of smarter business decisions.
Al-driven no-code platforms can, for
instance, allow utility companies to
forecast energy demand and automate
grid management using intuitive
drag-and-drop interfaces. Instead of
just providing basic monitoring, these
platforms leverage Al to continuously
learn from consumption data, predict
peakusagetimes, and optimize energy
distribution.

Customer
2
Customer
3

Load Balancer

Vertical Business Models, Personalization

A Control Interface

A Control Interface

Performance Optimizing

Al Enhancements to Traditional SaaS Product Offerings

~

Tenant 2
App Data
Servers Layers

~
Tenant 3

][ App ] Data
Servers Layers

Security, Verification,

API| and Vulnerability
Monitoring

Dynamic Resource
Allocation

Tailored Business and
Pricing Models

Scaling Optimizations, Workload
Prediction, Data Tuning, Reports,
Monitoring, etc.

Usage Insights, Behavior
Analysis, Optimization

Anomaly Detection, Auto
Remediation, RCA

FIGURE 1. The reference SaaS product architecture with multiple tenants and Al enhancements (blue boxes). VM: virtual machine;
DevEx: developer experience; API/LB: application programming interface/load balancing; IAM: identity and access management;

RCA: root cause analysis.

102 COMPUTER

WWW.COMPUTER.ORG/COMPUTER



Challenges and mitigations
Without adequate understanding,
businesses may misuse Al, leading
to flawed decision making.? Checks
should establish approval workflows
for automated decisions and imple-
menting audits of Al outputs. Pro-
fessionals should seek to understand
Al-driven analytics, such as how it
classifies transactions or predicts
trends, to use these tools effectively
and responsibly.

HUMAN-AI PARTNERSHIP—

COPILOT FOR EVERYTHING

The rise of AI copilots within SaaS$
platforms might be the most visible
shift. With AI taking on a collabora-
tive role, cloud and SaaS applications
are moving from being passive tools to
being active partners in productivity.
SaaS products are now evolving into
platforms where human creativity and
machine intelligence work together
seamlessly. AI copilots can assist
technicians by providing step-by-step

repair guides, suggesting the right
tools for specific tasks, and reminding
them of maintenance schedules. Such
copiloting saves time, reduces man-
ual errors, and focuses technicians on
solving complex problems rather than
routine procedures.

Challenges and mitigations

There are concerns about the over-
dependence on Al copilots as well as
the risk of users losing creativity and
decision-making skills by relying too
heavily on automated suggestions.*
Additionally, data privacy and bias in
Al-generated content pose significant
risks. Professionals should develop
a mindset of collaboration with AI,
enhancing their own skills by under-
standing when to trust and when to
question Al suggestions,34?

BUSINESS AND
TECHNOLOGY TRENDS

Al is reshaping technology offerings,
service adjustments, and the business

models of the cloud and SaaS. Leading
SaaSprovidersadjust their offersto Al
Table1provides an overview of some of
the leading SaaS providers on a global
scale. Al can analyze usage patterns
and predict future needs, providing a
more personalized pricing model. This
shift not only changes how businesses
consume cloud resources but also how
SaaSproducts generate value. Imagine
a Saa$ product that adjusts its pricing
dynamically based on the specific re-
turn oninvestmentit delivers to a busi-
ness.® For instance, in the travel and
mobility industries, Al-driven pricing
models will dynamically adjust ticket
prices based on real-time factors, such
as demand, weather conditions, and
customer booking behavior.

Challenges and mitigations

Al-driven pricing models can lead to
concerns about fairness, transpar-
ency, and potential customer push-
back. Ways to mitigate this include
ensuring transparency in pricing

TABLE 1. Leading Saa$ providers adjust their offers to Al.

Company | SaaS Services

Google Offers Al-powered tools

GCP like Google Workspace and
industry-specific solutions.

Amazon |Provides Al-driven services

AWS such as Amazon Connect
and AWS SaaS Factory.

Microsoft | Includes Al-enhanced

Azure offerings like Dynamics
365 and Office 365.

Alibaba Offers Al-infused services
tailored for e-commerce
and retail sectors.

Tencent Provides Al solutions

Cloud focused on gaming, social
media, and entertainment.

SAP Delivers Al-integrated
enterprise solutionslike
SAP S/4HANA.

Leadership

Strongin AlaaS with
platforms like Vertex Al.

Leading in Al-driven
cloud fabrics with
services like SageMaker

Excelsin Al-native

SaaS and copilot
functionalities,
integrating Al deeply into
productivity tools.

Growing presence in
Al-driven cloud fabrics
within the Asia-Pacific
region.

Emergingin AlaaS,
particularly within
China’s digital ecosystem.

Innovatesin new business
models, incorporating
Altotransform business
processes.

Al Strengths

Integrates Al across services,
enhancing data analytics and
machine learning capabilities.

Offers abroad range of
Alservices, enabling
scalable machinelearning
deployments.

Pioneersin embedding Al
across enterprise solutions,
enhancing user productivity.

Leverages Al to optimize supply
chain and retail operations,
enhancing efficiency.

Utilizes Alto enhance user
engagementin gamingand
social platforms.

Focuses on Al to drive
intelligent enterprise resource
planning and management.

Al Trendsetter

Al-powered analytics,
ML platforms, and
enterprise-ready Al tools.

Scalable, elastic,
developer-centric Al
services with SageMaker
and cloud efficiency.

Al copilots, productivity
integration, and full-stack
Alacross enterprise SaaS.

Leading Al adoptionin
e-commerce optimization,
supply chain forecasting,
and retail intelligence.

Trendsetterin
entertainment Al, gaming
optimizations, and social
engagement algorithms.

Pioneering Al-driven ERP
solutions, intelligent process
automation, and enterprise-
level businessinnovation.
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models and communicating clearly
how pricing adjustments actually ben-
efit the customer. We highly recom-
mend, based on our own experiences
with GenAlI, that companies build
trust with customers by explaining
Al-driven decisions and demonstrat-
ing value.

WHERE DO WE GO

FROM HERE?

Al is fundamentally transforming
cloud and SaaS by facilitating innova-
tive business models. It enhances seg-
ment focus, automation, predictive

GUIDE TO GROW

capabilities, and dynamic scalability.
Al-driven automation accelerates
workflows in enterprise systems, like
enterprise resource planning (ERP)
and customer relationship manage-
ment (CRM), while generative Al en-
hances creative tasks such as content
production and software coding. Ver-
tical SaaS will allow industry-specific
Al, such as diagnostics in health care
and demand forecasting in retail,
travel, and transport. Predictive and
data-driveninnovations,likedataasa
service (DaaS), make curated datasets
widely accessible, while developer

TAKE-AWAYS FOR Al IMPACT ON SaaS

» Alwill fundamentally reshape SaaS technology and business models.
Examples include generative Al for content creation and Al-driven personal-
ization; tailored customer experiences in e-commerce, CRM, and marketing;
predictive analytics, such as forecasting sales, demand, and customer be-
havior in retail, finance, and health care; and Al-powered data automation in
ERP, CRM, and robotic process automation tools.

» Vertical Al solutions will change traditional industries. Examples include Al
for health care (diagnostics), logistics (route optimization), and law (contract

review).

104

Novel business models allow freemium services with advanced Al tools at a
premium; subscription models based on Al resource usage, such as OpenAl
application programming interface (API); outcome-based pricing with fees
tied to measurable results like cost savings or growth, such as fraud de-
tection and client base growth; and Daa$, such as selling access to tailored
datasets and pretrained models.

TRANSFER QUESTIONS

»

How can you enhance your technology offerings and products with gen-
erative Al to create a competitive advantage along content-driven SaaS
platforms?

How might Al-driven personalization conflict with data privacy regulations,
and what solutions could a SaaS company implement?

What vertical Al solutions could you deploy to create deeper customer
loyalty compared to general-purpose Al tools?

What freemium models can you imagine with the need to monetize ad-
vanced Al features?

What outcome-based pricing models could you introduce, such as leverag-
ing Daas to build an ecosystem of partners and increase recurring revenue?
Which subscription-based usage model for Al tools would give value to your
company, such as customer retention?

COMPUTER

productivity tools powered by Al are
streamlining software development.
Cloud AI services provide scalable
machine learning tools with reduced
in-house expertise. Multicloud Al de-
ploymentswill offer flexible solutions
forbusinesses needing scalability and
redundancy in hybrid environments.

ith AI being integrated

with cloud infrastructures

and SaaS, IT departments
and companies across industries must
challenge their existing business
models. Master detective Sherlock
Holmes observed that “it is a capital
mistake to theorize before one has
data.” Today, we have the data, and Al
helps us to better capitalize data. Go
ahead, challenge your business mod-
els, and deliver innovative services.
See “Guide to Grow” for additional
take-aways and questions, to transfer
some insights to your own business
and technologies.
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as ambient temperature and relative
humidity, which directly impact their
health and productivity.?

For instance, excessively high tem-
peratures can reduce feed intake by
increasing thirst and decreasing appe-
tite, ultimately lowering weight gain.3
High relative humidity, on the other
hand, weakens poultry and increases
the risk of disease.* These challenges
are particularly pronounced in trop-
ical countries with consistently high
temperatures as well as in northern
countries that experience extreme
cold for part of the year, complicat-
ing the environmental management
within poultry houses.

While advanced technologies for
monitoring and controlling these
environmental factors have been de-
veloped, their high cost makes them
inaccessible for many small- and
medium-sized producers.> This fi-
nancial barrier creates a significant

Monitoring
Device

gap between large-scale producers
and smaller operators in terms of effi-
ciency and productivity.

In this article, we present the results
of a study evaluating a low-cost Inter-
net of Things (IoT)-based information
system for poultry management. Our
goal is to determine how this system
could automate the regulation of key
environmental variables, reduce the ef-
fort required from producers, and ulti-
mately improve weight gain in poultry.
The system’s architecture and techno-
logical configuration were carefully
designed to address these challenges
while maintaining affordability for
small- and medium-scale producers.

THE IoT-BASED LOW-COST
SYSTEM FOR POULTRY
RAISING

The proposed low-cost, IoT-based
system is designed to effectively im-
prove poultry farming by integrating

Gateway
LoRA/Wi-Fi

monitoring, automation, and data an-
alytics into a unified, scalable architec-
ture. This system comprises four core
components (Figure 1): the Monitoring
Device, the LoRa/Wi-Fi Gateway, the
ThingSpeak Cloud, and a custom-built
Web Platform. Each component has
been meticulously selected and opti-
mized to address the unique challenges
of poultry farming, particularly in ru-
ral areas with limited connectivity and
a critical need for real-time environ-
mental monitoring.

System components
The system components are as follows:

» Monitoring Device: At the core
of this architecture lies the
Monitoring Device, which is
responsible for capturing and
transmitting key environmental
parameters, such as light in-
tensity, temperature, humidity,

j“— ThingSpeak (HTTP)

< LoRa
-1
w Platform
L J
§d
Cloud/Platform Web
| |- - Luminosity
Temperature
Relay ((@)) Humidity
Module
Battery
| Sensors
“ * ¢
—
Fan Lamp

FIGURE 1. Design of the loT-based system architecture; adapted from Lopes et al. 2021.°
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and device battery levels. Built
around the JARM ESP32 micro-
controller—a cost-efficient plat-
form equipped with integrated
Wi-Fi and Bluetooth capabilities—
the device includes a suite of
sensors and communication
modules. Specifically, the SHT20
sensor ensures accurate tem-

Wi-Fi access points, while main-
taining the real-time availability
of environmental data crucial
for decision making.

ThingSpeak Cloud Platform: The
ThingSpeak Cloud serves as the
system’s data repository and
analytics engine. As an open
source IoT platform, it facili-

The platform supports historical data visualization
through graphs, which aid in trend analysis and
informed decision making for long-term
operational improvements.

perature and humidity readings,
while a LoRa module (explained
in the next paragraph) facilitates
long-range data transmission.
An SD card provides local data
storage, ensuring redundancy
in case of connectivity issues. To
guarantee continuous operation,
the device is designed with dual
power sources: adc pluganda
battery holder, safeguarding
functionality during power out-
ages. The firmware, developed
using Arduino IDE and C++4, is
compatible with a wide range

of sensors and communication
protocols and benefits from
extensive community support,
which simplifies both develop-
ment and future expansion.

» LoRa/Wi-Fi Gateway: Given the
frequent limitations in Wi-Fi
coverage in farm environments,
a LoRa/Wi-Fi Gateway bridges
the Monitoring Device to the
cloud. Also built on the JARM
ESP32 platform, the gateway
integrates both LoRa and Wi-Fi
communication technologies. It
receives data over long distances
via LoRa from the Monitoring
Device and transmits it via Wi-Fi
to the ThingSpeak Cloud for
further processing. This setup
ensures reliable data transmis-
sion, even in areas distant from
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tates the collection, process-
ing, and visualization of data
transmitted from the farm. The
platform supports standard
communication protocols, such
as HTTP and MQTT, making
integration with various IoT
devices straightforward. Re-
al-time visualization of sensor
data enables immediate insight
into environmental conditions
within the poultry house,
allowing for rapid interventions
when necessary to maintain
optimal conditions for poultry
health and productivity.

Custom Web Platform: User in-
teraction and data visualization
are further enhanced through
the development of a custom
Web Platform. Constructed us-
ing JavaScript, HTML, Cascad-
ing Style Sheets, and WordPress
plug-ins, the platform delivers a
user-friendly interface display-
ing real-time sensor readings
alongside control mechanisms
for critical systems, such as
fans and lighting. Users can set
environmental thresholds (for
example, temperature limits)
and receive automated alerts
when these thresholds are
breached, enabling proactive
environmental management.
Additionally, the platform

supports historical data vi-
sualization through graphs,
which aid in trend analysis
and informed decision mak-
ing for long-term operational
improvements.

Automation and control

The system implements automation
via a 5-V, four-channel relay module,
currently utilizing two channels to
control a fan and a lamp. The relay
module operatesinresponse to signals
from the Monitoring Device, based on
real-time environmental data. This
automated control ensures optimal
environmental conditions within the
poultry house, reducing manual inter-
vention and enhancing both animal
welfare and operational efficiency.

Design philosophy: modular

and independent operation

Akey strength of the system is its mod-
ularity and independent operation,
ensuring resilience against individual
component failures. For example, the
Monitoring Device continues to collect
and store data locally even if the LoRa/
Wi-Fi Gateway or Internet connection
fails. This autonomy is critical for
maintaining uninterrupted monitor-
ing and control functions, particularly
in remote or underresourced farming
environments. By preventing cascad-
ing system failures, the design en-
hances reliability, a key requirement
for agricultural applications.

Technological choices

and scalability

The system’s architecture is built
around principles of cost-efficiency,
reliability, and scalability. The use of
the ESP32 board within the Arduino
ecosystem ensures affordability with-
out sacrificing flexibility or perfor-
mance, supporting awide array of sen-
sors and communication protocols.
LoRa technology is chosen for its low-
power consumption and long-range
capabilities, which are particularly
beneficial in the context of geograph-
ically dispersed farm environments.
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The integration of open source plat-
forms, like ThingSpeak, combined
with widely used web technologies for
platform development, reduces both
initial costs and the barriers to fu-
ture scalability.

Study conduction and key results
The present study sought to evalu-
ate the efficacy of a cost-effective IoT
application specifically designed to
optimize poultry farming through
the automation of environmental
monitoring and control. The experi-
mental research was conducted at a
poultry farm located in Iaciara, Goias,
Brazil, utilizing 20 one-day-old, prop-
erly vaccinated chicks. These chicks
were evenly divided into two distinct
groups: one group of 10 chicks housed
in an IoT-assisted environment (the
monitored group) and a control group
of 10 chicks without the benefit of such
automation. The region’s tropical sa-
vanna climate, characterized by tem-
peratures fluctuating between 18 °C
and 34 °C, served as a suitable setting
for assessing the IoT system's capabil-
ity to sustain optimal environmental
conditions for poultry rearing.

The experimental infrastructure
comprised stalls situated within the
farm'’s poultry house, each measuring
1.9 m by 1.65 m. These stalls were en-
closed with a 1-in-thick mesh, shielded
by tarpaulinto offer protection against
excessive wind and cold. All stalls
were uniformly outfitted with heating
lamps, consistently operating to main-
tain an average ambient temperature
of 31 °C, which is crucial for ensuring
thermal comfort in the early stages of
chick development (Figure 2).

In the monitored stall, supple-
mentary equipment was integrated
with the IoT system, including an ad-
ditional heating lamp and a fan. The
secondary heating lamp was triggered
automatically when the temperature
dropped below the desired range,
while the fan was activated upon ex-
ceeding the thermal threshold. This
IoT-driven apparatus provided real-
time environmental data and made

necessary adjustments autonomously,
thus minimizing the need for manual
interventions and the constant physi-
cal presence of farm personnel.

The experimentran from 23 August
to 20 September 2022, during which
time both groups of chicks were fed
and watered twice daily for 28 consec-
utive days, in the early morning and

which provided automated environ-
mental adjustments without the need
for direct human intervention.

Upon conclusion of the experiment,
the chickens were weighed to mea-
sure growth performance. The results
were statistically significant: the IoT-
monitored group achieved an average
weight increase 25% greater than that

The use of the ESP32 board within the
Arduino ecosystem ensures affordability
without sacrificing flexibility or performance.

late afternoon, ensuring nutritional
parity. Oak wood bedding was utilized
uniformly across all stalls to absorb
moisture, manure, and feathers, and
it was replaced on a weekly basis. The
used bedding material was collected in
labeled plastic bags, and we carefully
documented the collection dates and
corresponding stall information for
future reference.

Notably, the monitoring proce-
dures differed significantly between
the groups. The control group was
subjected to routine physical checks
approximately four to six times daily
to identify signs of thermal or environ-
mental stress. Conversely, the moni-
tored group benefited from continu-
ous oversight through the IoT system,

FIGURE 2. A photograph of the real environment with the system deployed.

of the control group. A p value of 0.045
affirmed the statistical significance
of the difference, suggesting that the
IoT-based system had a demonstrably
positive effect on weight gain.

The results of this study indicate
that the IoI-based environmental
monitoring system was successful in
maintaining optimal conditions, lead-
ing to enhanced growth rates in the
monitored group. Automated environ-
mental adjustments contributed to a
healthier, less stressful environment,
which in turn facilitated better feed
conversion efficiency. Furthermore,
the system’s automation significantly
reduced the need for manual monitor-
ing, offering substantial labor savings
and operational efficiency, which is

o
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especially advantageous for small-
scale poultry producers.

he integration of automated en-

vironmental control systems,

when combined with the use of
poultry breeds possessing high pro-
ductivity potential, appears to generate
synergistic benefits for overall pro-
duction. In this study, the monitored
chickensnot only exhibited accelerated
growth but also likely enjoyed superior
health outcomes because of the stable
environmental conditions maintained
by the IoT system. Although the magni-
tude of improvement may vary across
different growth phases and poultry
species, the observed positive trend un-
derscores the potential for enhancing
poultry production through IoT-driven
automation.

However, while the study demon-
strates promising results, several ave-
nues for future research emerge. First,
further experimentation with larger
sample sizes and extended monitor-
ing periods would provide more ro-
bust data to generalize these findings
across different poultry breeds and
growth stages. Additionally, future
studies could explore the adaptability
of the IoT system to diverse climatic
conditions as well as its effectiveness
in managing other critical environ-
mental factors, such as humidity, air
quality, and lighting, which also im-
pact poultry health and productivity.

Moreover, the integration of machine
learning algorithms into the IoT system
could enable predictive adjustments
based on historical data, further im-
proving environmental management
by anticipating climate fluctuations or
animal behavior. Research could also
investigate the cost-benefit analysis of
IoT implementation on various scales of
poultry farming, offering insights into
the economic viability for both small-
scale and large-scale producers.
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CYBERTRUST

The Origins of

Software Errors:

Where Do They

Come From? Where

Do They Go?

John McHugh'®, Assurance Labs

This article explores the need to further

investigate the origins and nature of software
errors so that we can be adequately prepared

to eliminate them.

oftware errors enable many security exploits
and are instrumental in many program failures.
Inspite of this, relatively little attention has been
paid to their origins and nature. This article ex-
plores the surface of the problem, abstracting errors into
two nondisjoint classes: blunders and communications
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failures. It looks at two develop-
mental methods, N-version pro-
gramming and Cleanroom, that
might shed light on the problem,
and it concludes with a discussion
of an additional confounding issue,
the increasing use of artificial in-
telligence (AI) to help generate soft-
ware, and a plea for the community
to raise the importance of under-
standing errors.

HOW LITTLE WE KNOW

Henry Petroski's classic book, To En-
gineer Is Human,! focuses on the role
of errors in advancing engineering,
noting that, through the analysis of failures, we advance
our capabilities. Software engineering has yet to adopt a
culture of error analysis and learning from failure, which
may (at least partially) explain why, despite more than 50
years of large-scale programming, we are still unable to
prevent errors from appearing in released code. One ex-
planation may be that we do not understand how or why
they occur. I have been interested in this problem for some
decades and have made little progress. Recently, I revisited
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the problem and discussed it with a
number of colleagues. In this article,
I review several approaches that at-
tempted to reduce software errors and
suggest that the community revisit one
ofthem, adding detailed analyses of the
residual errors as they are discovered.

I have been writing programs and
doing research in computer security
and software engineering for govern-
ment, industry, and academia since the

for this article. I gave updated versions
of the talk for 15 years (including the
one in 2003%), and I am currently res-
urrecting it. The talk notes that there
is little or no evidence that most of the
frameworks, methodologies, and even
standards put forward as solutions
to make programming easier, faster,
more secure, and/or less error prone
actually help. There was no evidence
that applying the standards of the day

Despite its name, the field of software engineering
lacks the corpus of proven practices that
characterize most engineering disciplines.

1970s. This includes building data ac-
quisition, data analysis, and program
analysis and verification tools. I have
written production code in Rust, C, For-
tran, PL-I, Lisp, and various assembly
languages. I have made my share of er-
rors, but I believe that I have produced
a few significant error-free programs.

Based on personal experience and
the work discussed next, I divide soft-
into two overlapping
classes: programming blunders and com-
munication failures. (A possible third
class is due to broken language defi-
nitions—material for another article.)
Programming blunders include ty-
pos, initialization errors, iterator mis-
matches (off by one), and so on. Many of
the blunders are prevented or detected
bybetterlanguage designs, staticanaly-
sistools,and modern compilers. The lat-
ter class includes failures to understand
or honor requirements, specifications,
etc. It also includes cases where the pro-
gram’s client does not realize the limits
of the programmer’s expertise. Despite
its name, the field of software engineer-
ing lacks the corpus of proven practices
that characterize most engineering dis-
ciplines, although one might argue that
the corpus exists, encoded in languages
and tools in ways that render it gener-
ally inaccessible, per se.

In 1994, I gave a talk titled “Faith
and Hope: Methodologies for Building
Trusted Systems,” which is one basis

ware errors
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actually produced software with fewer
errors or better security than software
built without them. This holds true to
the present. Current standards, such
as the IEEE 1012-2016 standard,3 are
unsupported by evidence that fol-
lowing them results in more secure
or reliable software. Knowledge com-
pendiums, such as the Software En-
gineering Body of Knowledge (SWE-
BOK),* are, effectively, catalogs of
ways to do things, but they provide no
advice that would allow one to choose
the best way to meet a specific reliabil-
ity or security goal. (It is interesting to
note that the uniform resource locator
referenced in the citation seems to ex-
plicitly disclaim any prescriptive role
for the SWEBOK, deferring to the deci-
sions of the management team for any
given project.) We have some evidence
to support the view that reducing er-
rors improves security in the multi-
tude of Common Vulnerabilities and
Exposures entries that attribute spe-
cific vulnerabilities to software errors.

EXPERIMENTS WITH TWO
PARADIGMS

Little proper experimentation is done
in software engineering. Small-scale
experiments seldom produce relevant
results. Significant software systems
are expensive and time consuming to
build, and we cannot justify the cost of
building a system several ways to see

which is better. Even if we could, con-
trolling for all of the relevant factors
is likely to be impossible. Some exper-
imental work, essentially case studies,
has been done with two paradigms,
N-version programming and the Clean-
room. Both provide some insights into
the origins of software errors, but, as
we will see, they are not very satisfying.

N-version programming

N-version programming was inspired
by the success of redundant hardware
in surviving component failures, but
it requires that replica failures be ran-
domly distributed in the input space
rather than in time. This means that
failures of multiple replicas on the
same input, coincident failures, must
be very rare.” Two experiments, the
Knight-Leveson experiment (KL)® and
the subsequent Four University exper-
iment (4U),” showed that coincident
failures negated the potential benefits
of N-version software. They also pro-
vided some limited insights into soft-
ware error origins.

KL developed 27 versions of a bal-
listic missile interceptor launch pro-
gram. The article gives a reasonable
accounting of the faults that resulted
in coincident failures but does not
discuss the remaining faults. 4U de-
veloped 20 versions of a sensor man-
agement program for an inertial nav-
igation platform similar to those used
in commercial aircraft of the time.
There were seven faults that mani-
fested a total of 16 times. Only one ver-
sion exhibited a software blunder, the
use of an uninitialized variable.

The development methodologies
in the two experiments differed, but
both isolated the replica developers in
the hope of avoiding common errors.
In both cases, the coincident failures
were examined and reported, but the
remaining failures were not. Most
of the coincident failures in both
experiments seem to be due to either
misunderstanding of the provided
specification or failure to follow ex-
plicit instructions in the specifica-
tion. In both experiments, most of the
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programs produced were of very high
quality (six KL and 10 4U replicas had
no failures during testing), but the po-
tential reliability gain was limited by
coincident failures.

Cleanroom software engineering
Most programming paradigms test at
the unit, subsystem, and system levels,
consuming much of the development
effort. The objective of Cleanroom de-
velopment is to approach zero defects
prior to code execution by using light-
weight formal methods and struc-
tured team reviews. Initial execution
and testing occur after (sub)system
integration. The Cleanroom method-
ology,® developed by Harlan Mills and
others at IBM in the 1980s, depends on
developing formal specifications for
the system to be constructed, creating
atop-level design from them and refin-
ing the design, top down, until the fi-
nal system code is produced. Each step
of the refinement is accompanied by a
proofthat the refinement is correct.

This development hierarchy is the
heart of Cleanroom. However, there
is another key aspect: system testing
driven by arealistic simulated workload
and guided by statistical measures, for
instance, reaching an acceptable failure
rate. Faults discovered during testing
are repaired using rerefinement and re-
proofand repeated testing until the reli-
ability goal is reached. Faults found this
way seem to be easier to remediate than
those missed in low-level tests. Case
studies showed that software devel-
oped with Cleanroom techniques had
comparable costs and schedules and up
to an order-of-magnitude fewer faults at
release than conventionally developed
software. In spite of this, Cleanroom did
not achieve widespread adoption. Pro-
grammer pushback may be one reason?
and it seems to be unused today. The re-
ductionin faults is impressive, but there
are no data on the causes of those
that remain.

WAYS FORWARD
Both N-version results indicate that
the programmers did not understand

crucial aspects of the application do-
main (trigonometry, nonorthogonal
coordinate systems, and floating-point
comparisons). This is a communica-
tions problem. The specifier(s) overes-
timated the knowledge of the imple-
menters. It also indicates a weakness in
programmer education. The details of
computations that are critical to many
applications areas are not covered in
the required courses of many computer

force this thought up front. Reviving
it and collecting detailed error data
might help. In general, collecting good
data would require a shift in program-
ming culture. Programmers seem to
enjoy the cycle of code, test run, de-
bug, code. Both the open/crowd source
programming paradigms and the Git
release paradigm appear to value code
production over design and analysis.
Most tests are exploratory, that is,

The core lesson from the N-version experiments
is that programmers who do not understand the
application domain will make errors.

science curricula. I have long thought
that programmer education concen-
trates too much on “computer sciency”
things and not enough on solving prob-
lems that appear in the real world. A
strong computer science minor that
concentrated on giving people from ap-
plicationsdisciplinesthe programming
abilities needed to solve their own prob-
lems (or at least to communicate them
better to professional programmers)
would be useful. The core lesson from
the N-version experiments is that pro-
grammers who do not understand the
application domain will make errors.

Why does Cleanroom reduce errors?
Doesthe proof process find and remove
errors in the code? Does the discipline
and thought required to develop prov-
able code make the programmer less
error prone? My experiences with ma-
chine and manual verification indicate
the latter is more likely, though the
answer could lie elsewhere. There are
no relevant data. I contacted Victor
Basilil® in 2022, and he replied: “.. I
would tend to agree with your assump-
tion that thinking about correctness
while programming is more import-
ant than proving the code correct af-
terward.” In 2024 May, David Parnas!!
agreed that the thought that goes into
creating a provable program likely re-
sultsin error reduction.

Cleanroom and other specification-
and design-intensive methodologies

directed toward discovering behavior,
rather than validatory, confirming
expected behavior. Cleanroom limited
programmer activities to design, re-
fine, prove, review cycles with proofs
replacing unit testing. No fun there.
Most programmers are not good at
introspection, but we might be able to
train them to be more aware of what
they are doing so that they can report
it—a substantial departure from the
usual developer culture and contrary
to many current methodologies and
practices. Given the opportunity, the
rewards could be substantial.

BUT WHAT ABOUT AI?

Programming and also engineering
are largely human activities that rely
on unambiguous communications.
Discovering the causes of program-
ming errors requires observing and
working with programmers. The use
of AI to perform or support program-
ming may change this. The use of Al
in this way is evolving so rapidly that
any observations made today (mid-De-
cember 2024) may be irrelevant when
this article is published in April 2025.
In addition, results obtained using
an Al specifically trained to aid pro-
grammers, such as GitHub Copilot,
are likely to be different from those
from an Al trained on a general large
language model (LLM), for example,
one of the many ChatGPT versions. In
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early 2024, a student I worked with
discovered that, if an example match-
ing the prompt was at the training, it
was returned verbatim. Some samples
would not even compile. If there was
no obvious answer, the answer was
synthesized and often had fairly obvi-
ous errors. Recently, I have seen fairly
complex programs synthesized from
carefully designed prompts. They ap-
pear to compile and run successfully.
There is a growing body of informa-
tion on the successful “engineering” of
prompts. GitHub has alarge amount of
tutorial and other material; no specific
citations are given because the mate-
rial appearstobe changing rapidly. Re-
cent work involving chain-of-thought
prompting appears promising in this
area.!? Kevin E. Valakuzhy!? of Geor-
gia Tech recently built a simple server
using ChatGPT ol-mini (see https://
platform.openai.com/docs/guides/
reasoning/advice-on-prompting?
reasoning-prompt-examples=coding
-planning). Since ol-mini appears not
to work well with previous prompt-
ing techniques, he did not give much
thought to prompt engineering but
started with basic functionality and
thenrequested added features. Several
errors resulted when the Al made what
may havebeen avalid interpretation of
the promptbut not one that he had con-
sidered. A more serious flaw occurred
when the AI implemented a request
for an “asynchronous” solution using
threads in an environment in which
threads cannot run in parallel. More
disturbing is the fact that as the com-
plexity of the application increased
with the addition of new features, the
effort of developing prompts to gen-
erate the required code exceeded the
effort required to code the solution di-
rectly. This, in turn, caused additional
problems as the code, as modified by a
human programmer, was out of sync
with the LLM, and subsequent modi-
fications by the Al required starting a
new conversation supplying only the
portions of the code thought relevant
to the feature request. While these
are “communications errors,” careful
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studies and effort will be required to
understand and avoid them.

n a comic strip published on Earth

Day in 1970, the fictional charac-

ter Pogo observed: “We have met
the enemy and he is us."* We will not
eliminate software errors until we
truly understand where they come
from. An effort to do this will require
careful examination of the causes of
software errors. Only when we under-
stand them can we begin to eliminate
them. Until that time, we are stuck in
a cycle of debug, patch, and debug
some more.
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Cybersecurity threats and software supply chain

attacks are at an all-time high. Customers and
agencies keep tightening the requirements

for their software. An important recent

development is the practical use of software

bills of materials.

bill of materials (BOM) is a list of components
(“materials”) that make up some artifact. A
software BOM (SBOM) is a BOM where all the
components are software components. It is im-
portant to have an SBOM for a software project or product that
isas complete and correct as possible, for two main reasons.

) Critical data structure: Complete and correct SBOM
data are critical for a host of engineering functions.
The three most important functions that require an
SBOM are

e Open source governance: To decide which compo-
nents are acceptable to a project or product, you
first need to know whether they are included
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COMPUTER datamining, and training of artificial intelligence and similar technologies.

and then what licenses and
other conditions they come
with.

e License compliance: To deliver
your project to clients or
your product to customers,
you need to comply with the
licenses of any open source
code included in the soft-
ware. The SBOM tells you
what those are.

e Security and vulnerability management: To manage
operational risk, you need to understand what
components are doing their job in the given
software, whether there are known vulnerabili-
ties, and whether new vulnerabilities have been
discovered.

) Non-functional requirement: A complete and correct
SBOM has become a purchasing requirement of
many customers.

Originally, large customers in a software supply chain
would require from their suppliers that they provide
SBOM:s together with any software they were supplying.
In the case of custom software projects, large customers
would even request to receive signoff authority on the use
of open source components before they were incorporated
into the software being built.

PUBLISHED BY THE IEEE COMPUTER SOCIETY APRIL 2025 115


https://orcid.org/0000-0002-8139-5600

OPEN SOURCE

FROM THE EDITOR

Welcome back! This month’s “Open Source” column continues discussing open
source useinand by organizations. We turn to afundamental data structure that
anyone developing or using project or products built from open source needs:
the software bill of materials, that is, an inventory of components in software.
This data structure has become so important that governments have made it a
requirement of professional software.—Dirk Riehle

In 2020, the European Union (EU)
announced the Cyber Resilience Act
(CRA).2 This regulation complements
the previous NIS-2 legislation to im-
prove product security across the EU.
The CRA entered into force in 2024.
Vendors of products that include
software are required to provide an
SBOM to customers as well as to pro-
actively track and respond to any vul-
nerabilities that become known about
their products.

In 2021, the U.S. American govern-
ment issued an executive order requir-
ing, among other things, that any U.S.
federal purchaser of software be pro-
vided an SBOM for the software being
purchased.®? While previous motiva-
tions for an SBOM were mostly about
license compliance, the U.S. govern-
ment cares more about cybersecurity
and the risks from vulnerabilities in
software. Itis safe to assume that other
governments will follow suit.

For any given software, the SBOM
needs to list the original code of the
supplier, presumably with their pro-
prietary license, as well as any third-
party components. A third-party com-
ponent is any code, including open
source code, not owned by you. Such
third-party components come in two
main forms.

1. Standalone components
are the traditional libraries
and components you are
including in your project or
product.

ahttps://digital-strategy.ec.europa.eu/en/policies/
cyber-resilience-act.
bhttps://www.nistgc:v/itl/executive-orcler-14028
-improving-nations-cybersecurity
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2. Code snippets are chunks
of source code that have been
copied and pasted into your
code or into the third-party
code you are using.

Thetwo prominent (and competing)
specifications for representing SBOMs
are the SPDX and the CycloneDX spec-
ifications. These specifications allow
the presentation of an SBOM in a lin-
ear format (list) of records with each
record representing a component and
some of its metadata.

There are different types of SBOM,
created for different purposes. The
most common SBOM is the one given
to customers as a part of selling a prod-
uct. Other types of SBOMs add tool-
ing information to document how the
software is being built or include ver-
ification information to comply with
regulatory requirements.

To create an SBOM, you need to
identify and gather all third-party
components your code is using,
whether a standalone component or a
code snippet. For any such component,
you need to gather the necessary meta-
data for each component.

It is impossible to create a complete
and correct SBOM for a nontrivial
piece of software. Too much copy and
paste without tracking lineage in both
open and closed source software has
ruined this opportunity.

THE DEPENDENCY GRAPH
The process of creating an SBOM is
called software composition analysis
(SCA). An SCA first creates the so-called
dependency graph of your software and
then derives the SBOM from it.

A dependency is a software com-
ponent that some other component
depends on. A component depends on
another component if the component
can't perform its function without the
depended-on component. In the com-
mon case, this is a code dependency,
like being able to call the functions of
the depended-on component.

A dependency graph is a graph of
software components as the nodes
connected by depends-on (depen-
dency) relationships as the edges
(links). In any modern software, most
of these components will be third-
party components, including open
source components, which are com-
ponents owned and licensed to you by
someone else.

There are many different types of
components that can become nodes
in a dependency graph, depending on
how broadly or narrowly the depen-
dency graph is to be used.

) Inthe original narrow sense, the
components in a dependency
graph are all code compo-
nents. There are two types of
components.

e Traditional standalone com-
ponents or libraries: These are
components that have a clear
boundary with their context
(they come as their own pack-
age, ideally with a well-de-
fined interface).

e Code snippets: Code snippets
are pieces of code that have
been copied and pasted into
your code by your developers
or into open source depen-
dencies by the open source
developers. Legally speak-
ing, such code snippets are
components separate from
the embedding component
because they usually have a
different copyright holder
and a different license.

) Inamorerecent broader sense,
with the goal of completely
documenting everything
that goes into the building of
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software, components can also
be tools that build the software,
resources that provide the neces-
sary information, etc.

A dependency graph is a directed
graph; incoming links to a component
originate from other components that
depend on this component, and outgo-
ing links from a component go to the
other components that this compo-
nent depends on. As a matter of good
software architecture, the graphiside-
ally also an acyclic graph.

Dependencies have levels. The level
number is the number of steps re-
moved from the root of the graph. This
leads to the following definitions:

) The root component of a depen-
dency graph has the level zero
and is usually your own original
code. There may be one or more
root components.

) The first-level dependencies are
the immediate dependencies of
the root component. They are
noteworthy because they are
present in the minds of your de-
velopers and they are explicitly
specified in your build system
instructions. They are also often
called the direct dependencies.

) Second- and higher-level depen-
dencies are the dependencies of

Root Components

your first-level dependencies.
They are also called indirect
dependencies. They are notewor-
thy because they are not present
in the minds of your developers
and they are not very visible in
their day-to-day work. Yet they
constitute the largest part of the
code that your project or product
is built from.

same. Figure 1 shows a dependency
graph, including our term definitions.

SCA

SCA is the analysis of your project or
product’s source code to identify the
component structure of the software,
also known as its dependency graph.
As discussed, components may be
standalone components, or they may

The two prominent (and competing) specifications
for representing SBOMs are the SPDX and the
CycloneDX specifications.

As a rule of thumb, the size rela-
tionship between your original code,
your direct dependencies, and your
indirect dependencies is one to nine
to 90 in parts. In other words, 90% of
your vulnerabilities stem from code
you are not thinking much about. The
indirect dependencies are the prover-
bial iceberg under the waterline.

SBOMs are created from a depen-
dency graph. The nodes of a depen-
dency graph correspond to the com-
ponent entries in the SBOM. While the
dependency graph remains a graph
structure, the SBOM drops the rela-
tionships and is (mostly) a flat list of
components. For this reason, the de-
pendency graph and SBOM are not the

be code snippets. The code of a compo-
nent may be owned by you or by a third
party, then called third-party code.
Open source code is the most promi-
nent example of third-party code.

The main motivation for SCA, orig-
inally, was to ensure license compli-
ance. Any third-party code is legally
separate code that comes with its own
licenses. You need to comply with
these licenses when you are delivering
your projects to clients and delivering
your products to customers.

Legally separate does not necessar-
ily mean technically separate. Most
notably, source code snippets that
have been copied into your source
code or into your dependencies are

(Your Original Code) T
First-Level Dependencies ‘ l j'
(Also Called Direct Dependencies) ' '
Second-Level Dependencies # 'l 'l l '1 'l
(Also Called Indirect Dependencies) = =i =i — == -
I ] o ———

Nth-Level Dependencies

The dependency -" . =7 Copied code and pasted

Graph is (ideally) a = l code are their own code

directed acyclic graph. n = l components.

= [ Code Components

Static Code Relationships (Sometimes Also,

Embedded (Copied and Pasted) Code

Confusingly, Called Dependency Relationships) = (Legally, They are Their Own Components)

FIGURE 1. lllustration of a dependency graph.
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legally separate code components even
though they are embedded in your
code or third-party code. You still need
to identify these snippets, even in your
dependencies, if you want to deliver li-
cense-compliant software.

SCA is typically performed using
specialized tools. These tools read
through the whole source code base
of the software and try to identify any
third-party code. An SCA tool needs
access to the full source code, so in ad-

) Component identification: For a
given software component, an
SCA tool will suggest a specific
origin component, ideally using
aunique component identifier
like a package URL (PURL).

For a given code snippet, an SCA
tool will also suggest the origin compo-
nent and to this add the location of the
source code within the component that
the snippet may have been copied from.

An SCA first creates the so-called dependency
graph of your software and then derives the
SBOM from it.

dition to providing your original code,
you also have to either download the
dependencies yourself or direct the
tool on how to do so.

Examples of open source SCA proj-
ects are FOSSology,© a complete solu-
tion, and ScanCode,d a scanning tool
to be embedded into a larger custom
toolchain. An example of a free but
comprehensive service is SCA Tool.¢ In
addition, there are many commercial
tools on the market.

For an SCA tool, the software con-
sists of a hierarchical folder struc-
ture with files and code snippets in
files. Source code outside this folder
structure is not considered. An SCA
tool does not and should not make as-
sumptions about the folder structure
mapping to the dependency graphina
particular way. As theresult of an SCA,
you will be presented with the folder,
file, and snippet structure rather than
the dependency graph. An export of
this information in SBOM form will
provide a flat list (rather than a graph).

SCA is not a fully automatic pro-
cess. Existing SCA tools will analyze
the source code and present their find-
ings to their users for signoff. The key
findings presented to users are

https://github.com/fossology/fossology.
dhttps://github.com/;:\boutcode-org/scancode-toolkit.
ehttps://scatool.com.
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) Legalinformation: Originally
designed for license compliance,
SCA tools will try to determine
the component’s legal infor-
mation: which licenses, which
copyright holders, and any other
notices that a user needs to
know about.

) Vulnerabilities: More recently,
SCA tools started adding known
information on vulnerabilities,
though this is often considered a
follow-on step in a toolchain and
not part of SCA.

In addition to source code analysis,
binary analysis tools let you analyze
the software composition of binary
files. Binary files can be found any-
where; they mightbe hidinginasource
code folder or be part of a container
image. Like source code, they need to
be found, identified, and analyzed.

WORKING WITH SCA TOOLS
SCA is a tool-based process that can-
not be fully automated. An SCA tool
expects or downloads a hierarchical
structure of all relevant artifacts. Typi-
cally, thisisafolder hierarchy of source
code files pulled from version control,
but it can also be container images
with nondescript binary files included.
Different SCA tools naturally pro-
vide different functionalities. At its

core, however, there are three differ-
ent types of source code analysis re-
sults that an SCA tool might provide to
its users (not all tools do).

) The dependency graph: A core
output is the actual dependency
graph (not just the SBOM). This
includes correctly identifying
both components and their link-
age (forming the components
into a graph).

Modern package managers have
made it easy to determine a software’s
dependency graph, but many older
software systems written inlanguages
without established package manag-
ers resist any automation of creating
the dependency graph. Package man-
agers help SCA tools identify a com-
ponent. The metadata provided by
package managers, for example, com-
ponent licenses and owners, is more
often incorrect than not.

) Meta-data from source code analysis:
Another core output ofan SCA
tool is the analysis of the source
code. Most commonly, SCA tools
look for legal information to help
users ensure license compliance.

Identifying legal information is
commonly performed in a simple and
straightforward way by using regular
expression matching against defined
terms and databases like license text
databases. Code quality analysis and
identifying unknown vulnerabili-
ties are also useful analysis functions
available in some tools.

) Snippet matching of your and third-
party source code. The final core
output of some SCA tools is the
identification of code snippets
that may have been copied from
the web into your code or any
third-party code, including open
source components.

Free-to-use open source SCA tools
usually don't offer a snippet matching
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feature because to perform this func-
tion, the tool needs to compare any code
snippet against the whole wide world
of third-party code. This requires the
creation and continuous updating of a
large database of such third-party code,
which can become rather expensive.

A tool like SCA Tool works through
the artifact hierarchy and collects its
findings for review and signoff by its
users. It is not advisable for users to just
accept what an SCA tool is suggesting.
More often than not, the findings will
be wrong. To this end, SCA tools provide
users with a workflow in which they can
review each finding for correctness.

There are many challenges to a hu-
manreview.

) Erroneous data: An SCA tool may
pullin erroneous data, for ex-
ample, from package managers.
Users need to review and correct
these data.

) Laborious process: The devel-
opers of an SCA tool typically
don't want to be on the hook for
overlooked third-party code.
Hence an SCA tool is set to be
highly sensitive, often suggest-
ing third-party code, in particu-
lar copied and pasted snippets,
where there is none. This leads
the tool to declare a large num-
ber of findings, many of which,
if not most of them, will be false
positives. Working through all
these findings is a significant
time sink for SCA tool users.

) Error-prone process: The review
process is highly error prone
because it is mind-numbingly
boring. Reviewers have to work
through alarge set of findings,
many of which are similar and
repetitive yet may vary in minor
butimportant details. As hu-
mans work, attention may wane,
and a desire to move forward
will get its way, leading to sloppy
work and, ultimately, errors in
the analysis and review process.

) Expensive review: The review is
often delegated to the original

developers, who would rather be
writing new code and shipping
features than reviewing old
code and cleaning up legal debt.
Using your developers to review
SCA tool findings is rather ex-
pensive labor and often better to
be delegated to third parties.

Creating a dependency graph and
deriving the SBOM for the first time,
therefore, is often a laborious, ex-
pensive, and error-fraught process.
Ideally, changes to your project and
product lead only to an incremental
adjustment of the dependency graph
and SBOM data.

BASIC SBOM
REQUIREMENTS

An SBOM captures which code com-
ponents are included in the software.
There are two original uses.

) The first use of the SBOM
information is to ensure that
only code components that both
the developer and any recipient
would find acceptable were in-
cluded; most notably, developers
generally prefer to keep copyl-
eft-licensed components out of
their products.

) The second use of this information
isto create proper legal notices for
the third-party code in the soft-
ware. A developer, when distrib-
uting the software, has to provide
these legal notices about the
included open source components
to comply with their licenses.

Customers in a supply chain often
make the provision of an SBOM a pur-
chasing requirement, as discussed be-
fore. Governments have followed suit,
mostly driven by the need to make
software more secure.

A report by the U.S. Department of
Commerce details the basic require-
ments for an SBOM.f Any SBOM should

fhttps://www.ntia.doc.gov/report/2021/minimum
-elements-software-bill-materials-sbom.

name its author and the time it was cre-
ated. Each component (material) in an
SBOM should provide the component’s
name, its version number, and the sup-
plier of the component. Interestingly,
the report also states that the compo-
nent should list its relationship to other
components, which I would have con-
sidered helpful but not critical.

Thereport sees SBOMs as hierarchi-
cal structures. At the root is the SBOM
for the software being described. The
components in the SBOM can then
have their own SBOM, potentially
creating a hierarchical structure. You
cannot, however, map the dependency
graph into a hierarchy, at least not
without creating significant redun-
dancy. I argue that the components in
an SBOM should simply be captured
as a flat list; if preserving the depen-
dency graph is important, each com-
ponent can reference the components
it depends on.

Also, an SBOM should be machine
readable for automated processing.
The report lists SPDX, CycloneDX, and
SWID tags as established format speci-
fications for capturing SBOM informa-
tion. Thereport notes that theindustry
so far has failed at providing unique
identifiers for components and that
the supplier and component names
should therefore be human readable,
for human interpretation, but not nec-
essarily machine interpretable.

The grassroots PURL effort is offer-
ing help to uniquely identify compo-
nents.8 The supplier of the component
and its name (and version number,
etc.) are encoded into one heteroge-
neous name value, the PURL. It con-
sists of seven components structured
using the following syntax:

scheme: type/namespace/name@
version?qualifiers#subpath

While not directly a traditional
URL, a PURL uniquely nevertheless
identifies a location. The location then
becomes the supplier of the component.

ghttps://github.com/package-url/purl-spec.

APRIL 2025 19


https://www.ntia.doc.gov/report/2021/minimum-elements-software-bill-materials-sbom
https://www.ntia.doc.gov/report/2021/minimum-elements-software-bill-materials-sbom
https://github.com/package-url/purl-spec

OPEN SOURCE

Therefore, identical copies of the same
code base in different locations are
treated as different components.

An SBOM that fulfills these basic
requirements can already be delivered
with the software to its users to fulfill
a purchasing requirement. That said,
there are many more types and uses of
SBOMs.

TYPES AND USES OF SBOMs
The original and still primary use of
an SBOM is to list what components
are included in the software when
provided to a customer. As explained,
there are two main uses.

1. Governance and compliance: Large
companies in a supply chain
wanted and still want to know
what components they have to
deal with, often in advance ofa
delivery. The primary reasons are
open source governance (en-
suring that only desired compo-
nents are included) and license
compliance (making sure that the
licenses can be complied with).

2. Security: More recently, fueled
by worries about cybersecurity,
governments, including the
United States and the EU, have
put forth requirements that
any product is to come with an
SBOM. This way, users can iden-
tify any security issues with the
product as vulnerabilities of the
included components become
known. SBOMs have become a
purchasing requirement.

This is not the only type of SBOM;
there are several more. The most prom-
inent classification of SBOM types is
provided in a 2023 white paper by the
U.S. Cybersecurity & Infrastructure
Security Agency (CISA).: CISA identi-
fies six different types of SBOM, which
can be broken down into two sets of
three depending on how the SBOM
is created.

hhttps://www.cisa.gov/sites/default/files/2023-04/
sbom-types-document-508c.pdf.
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) The first set is SBOMs created

from the supplier's development

process.

1. Design: A Design SBOM s cre-
ated from planning documents
like prospective product archi-
tectures. Asa consequence, a
Design SBOM may not be an
accurate reflection of what will
be shipped eventually. It may
be helpful to buyers in a supply
chain to prepare for what's to
come their way.

2. Source: A Source SBOM pro-

vides a static picture of the
supplier’s source code and its
dependencies, as found in the
repositories. It can be helpful
to identify vulnerabilities but
does not provide a complete
picture as it omits any build
or runtime dependencies.

3. Build: ABuild SBOM is created
from the build process of the
supplier as it compiles source
code and assembles the final
package for delivery to cus-
tomers. Aimed at operations, it
does not include components
needed for building and test-
ing. It may still miss dynamic
dependencies, though.

) The second set is SBOMs created

by the buyer (or others) through

analysis.

1. Analyzed: An Analyzed SBOM
is created from SCA of the
static delivered software. This
isalmost always a binary anal-
ysis of the artifact. As such,
an Analyzed SBOM will miss
much, but it may discover
components that the suppliers
may have overlooked.

2. Deployed: A Deployed SBOM

is created by analyzing the
deployed software. After
deployment, additional
components may have been
loaded or may have become
visible that were not identi-
fiable before. Like Analyzed,
Deployed SBOMs comple-
ment the supplier's SBOMs.

3. Runtime: A Runtime SBOM is
created from observing the
running software (often re-
quiring instrumentation). Of
the SBOMs created through
analysis, a Runtime SBOM
provides the most compre-
hensive picture, but it will
miss components that have
not been activated and are
not visible yet.

The original type of SBOM men-
tioned in the beginning corresponds
to the Build SBOM created by the sup-
plier. Other SBOM types have other
uses; for example, the developer may
want to track and document details of
testing and staging their products for
various reasons—for example, debug-
ging, auditability, or certification.

There is a logic of progression in
the two classes of SBOMs. A Build
SBOM is by and large more compre-
hensive and more accurate than a
Source SBOM than a Design SBOM,
and a Runtime SBOM is by and large
more comprehensive and more accu-
rate than a Deployed SBOM than an
Analyzed SBOM.

Both classes complement each
other; SBOMs created by the supplier
may miss some dynamically loaded
components, knowingly or unknow-
ingly, and SBOMs created by user anal-
ysis may miss some or many of the com-
ponents that the system has not yetrun
into or that were obscured otherwise.

aken together, a Build SBOM

and a Runtime SBOM can pro-

vide a comprehensive picture,
one that is needed for safe and secure
operations. of software by organiza-
tions of any size.
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This article explores how marketing is being redefined
by agentic artificial intelligence (Al), discussing the
integration of agentic Al across marketing research,
strategy, and actions, emphasizing its potential to
enhance efficiency, personalization, and decision
making within organizations.
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with smarter, cognitively superior
Al agents, surpassing the capabil-
ities of current Al bots.! As of the
second half of 2024, a Capgemini
survey of 1,100 executives revealed
that 10% of large enterprises had al-
ready implemented AI agents. More
than 50% planned to adopt them
within the following year, and 82%
anticipated integrating them within
three years.?

Unlike AI assistants, which fol-
low user commands, autonomous
agents initiate actions based on
events, handling processes like
customer e-mail responses and in-
ventory checks independently.
Vendors like Microsoft, SAP, Sales-
force, Slack, and Meta are increas-
ingly focusing on the value of Al
agents rather than AI assistants,
highlighting their potential to au-
tonomously manage complex tasks
and enhance business efficiency.? In
October 2024, Microsoft introduced
10 new autonomous agents in Dy-
namics 365 to support sales, service,
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finance, and supply chain teams.
The company plans to release more
agents in the future.” In December
2024, Salesforce reported closing 200
deals for its agentic AI (AAI) platform
Agentforce within a single week, with
thousands more deals in progress,
highlighting strong market interest
in its AAI platform.® Agentforce has
been implemented by Accenture, IBM,
and Indeed, showcasing its utility
in streamlining workflows through
AAI7 These trends point to the fact
that AAl is evolving into digital labor,
allowing companies to automate and
streamline complex workflows across
multiple departments.8

Among organizational functions,
marketing stands out as a striking
example of transformation through
AAI This article thus explores the
transformative impact of AAI on mar-
keting strategies, highlighting its abil-
ity to automate tasks, enhance person-
alization, and improve decision making.
It compares the roles of predictive, gen-
erative, and agentic Al in optimizing
marketing functions, offering insights
into the evolving role of AAI in driving
efficiency and customer engagement.

In 2022, marketing spending in the
United States reached US$481 billion.?
Specifically, this article is expected
to improve our understanding of the
powerful economic impact AAI is
likely to have on the marketing indus-
try and market.

EMERGENCE OF TURNKEY,
NO-CODE Al AGENTS

A notable trend is the emergence
of turnkey, no-code Al agents that

of simplifying the process of creat-
ing and training AI for sales inter-
actions. These agents, designed for
complex conversations, automate the
lead-to-opportunity journey, allow-
ing marketers to focus on customer
engagement rather than setup. With
ready-to-use features, these AI solu-
tions are increasingly efficient, re-
ducing the time and effort required to
implement effective sales strategies.!0
Table 1 highlights examples of Al
agents for marketing launched by Mi-
crosoft, Salesforce, and Accenture.
These include tools like Dynamics 365
for lead qualification, Agentforce for
sales coaching, and Accenture’s AI Re-
finery for automating workflows and
improving campaign outcomes.

Microsoft

Key agents in Microsoft’'s Dynamics
365 include sales qualification,
supplier communications, and cus-
tomer intent/knowledge management
agents. These agents help prioritize
sales opportunities, optimize supply
chains, and resolve customer issues
by autonomously managing tasks and
learning from interactions. The sales
qualification agent automates lead re-
search and prioritizes opportunities,
while the supplier communications
agent tracks supplier performance and
mitigates disruptions. The customer
intent and knowledge management
agents help customer service teams
by resolving issues and scaling best
practices.” As of November 2024, Toy-
ota Motor Corporation was leveraging
AAItechnology with Microsoft, imple-
menting a system of around nine AI

agents to enhance knowledge storage
and sharing. These agents streamline
organizational processes.*

Salesforce

Salesforce’s Agentforce was launched
at the Dreamforce conference in Sep-
tember 2024 (https://www.salesforce.
com/agentforce/), which integrates
large language models (LLMs) with
business data, enabling teams to build
agents that drive predictions, scale op-
erations, reduce errors, and improve
consistency while cutting costs. This
integration enhances decision making
and boosts operational efficiency.!!

In December 2024, Salesforce
launched Agentforce 2.0, an enhanced
version of its digital labor platform de-
signed to augment teams with autono-
mous Al agents, seamlessly integrated
into workflows. Agentforce 2.0 has
introduced new agent skills like Sales
Development and Sales Coaching for
sales, broadening its utility in sales
operations, alongside existing skills,
such as lead development and personal
shopper.!? The Sales Coach Agent, for
instance, uses Al and customer rela-
tionship management data to analyze
sales pitches and role-play sessions,
providing tailored feedback to help
sales representatives close deals more
effectively.!® Other Al agents help with
marketing campaign, commerce mer-
chant, and service-related scheduling
skills. These additions enable enter-
prises to nurture leads, join prospect
calls, provide feedback, and tailor skills
to various use cases, including field ser-
vice work. Skills can be customized to
meet specific business needs.!?

TABLE 1. Some turnkey, no-code Al agents.

Platform Example of Al agent for marketing

Microsoft Dynamics 365
Salesforce Agentforce/Agentforce 2.0
Accenture Al Refinery for Industry

opportunities.

campaign outcomes.

Sales Qualification Agent: Automates lead research and prioritizes
Sales Coach Agent: Analyzes sales pitches and role-play sessions, providing
tailored feedback to help sales representatives close deals more effectively.

B2B Marketing Agent: Automates workflows, integrates data insights, and uses
preconfigured agents to boost efficiency, accelerate deployment, and enhance
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Agentforce 2.0 enables enterprises
to build and deploy Al agents more
efficiently across systems and work-
flows. Salesforce’s new Agentforce
update enables enterprises to create
Al agents using natural language. The
Agent Builder tool autogenerates rel-
evant topics and instructions, while
also pulling from a library of existing
skills and actions to streamline the de-
velopment process.!?

Accenture

In January 2025, Accenture launched
the AI Refinery for Industry, introduc-
ing 12 agent solutions to help organi-
zations rapidly deploy Al agents that
enhance workforce capabilities, tackle
industry challenges, and accelerate
business value creation. These industry
agents integrate business workflows
and industry expertise, enabling rapid
deployment of customizable multiagent
networks tailored to an organization's
data.* For instance, the B2B Market-
ing Agent solution simplifies campaign
management by automating workflows
and integrating data insights. With pre-
configured agents, it reduces manual
effort, accelerates deployment, and im-
proves campaign efficiency, supporting
better outcomes and growth.1

AAI IN RELATION TO
PREVIOUS Al GENERATIONS
AALI can be viewed as the third wave
of AI, which evolves from the foun-
dations of PAI (first wave) and GAI
(second wave). PAI analyzes data to
make informed forecasts about future
events based on patterns in past data
and trends and using analyses to pre-
dict the most likely outcome.!®

PAI automates routine tasks, such
as remote sensing and machine trans-
lation, processing unstructured data
to uncover patterns through methods
like text mining and speech recogni-
tion. Additionally, it analyzes human
emotions and facilitates interactions
using technologies, such as sentiment
analysis, natural language processing
(NLP), chatbots, and emotional ro-
bots.” These capabilities enhance user

engagement and decision making by
interpreting and responding to human
behavior and language.

GAlleverages data to produce novel
outputs, such as text, images, or other
creative content. Its outputs are limited
to the data it has trained on, meaning
it can't create entirely new or original
content.!8 GAI boosts efficiency, al-
lowing marketing teams to complete
tasks more quickly.

AAI uses independent AI agents
that collaborate, reason, and solve
complex problems, with LLMs guiding
decision making.!® Agentic work-
flows enhance organizations by au-
tonomously processing and analyzing
data in real time, learning from past
customer interactions, and recom-
mending goal-aligned marketing de-
cisions.?0 The key differences between
AAI and earlier Al systems are dis-
cussed in the following sections.

Autonomy
Whereas GAI's autonomy is limited,
requiring external prompts to produce
responses and cannot function with-
out human guidance, AAl operates in-
dependently. AAI tools autonomously
process and analyze datainreal time20
and handle complex tasks, like data
analysis and decision making, with
minimal or no human oversight.!
Agents can be scheduled to run at
fixed intervals or programmed to trig-
ger actions in response to events from
other applications or tools.22

In the agentic economy, a market-
ing agent can autonomously manage
a campaign, create specialized agents
for specific tasks (like social media or
e-mail marketing), and even gener-
ate new agents for roles, such as data
analysis or copywriting. This structure
allows for continuous scaling and opti-
mization, where each agent enhances
the capabilities of others, leading to
highly efficient and dynamic opera-
tions.?3 Optimizing tasks becomes more
effective with multiagent systems, as
each agent is fine-tuned for its purpose.
This approach avoids the compromises
seen in single LLMs, where focusing on

one task can reduce overall versatility.?

Goal-directed and

proactive behavior

Whereas GAI is task-oriented and re-
active (that is, it responds to prompts
to generate content like text or im-
ages, but it lacks long-term goals and
doesn't pursue overarching objectives,
completing each task based solely on
immediate input). AAI operates with a
specific goal in mind, actively working
toward it by taking purposeful actions,
suchasaself-driving car that makesde-
cisions like steering and braking to en-
sure safe arrival at its destination. AAI
evaluates variables, balances tradeoffs,
and aligns decisions with business
goals, surpassing rule-based systems
by analyzing trends and behaviors.!
Agentic workflows enhance organi-
zations, learning from past customer
interactions and recommending goal-
aligned marketing decisions.?? In an
e-commerce scenario, an AAI chatbot
streamlines returns by instantly check-
ing the customer’s purchase history
and return eligibility. It then offers per-
sonalized responses and may even sug-
gest the optimal time for returns or ex-
tend discounts on future purchases.24

Complex decision making

Whereas GAI makes decisions by se-
lecting outputs based on learned pat-
terns, it does not evaluate multiple
alternatives or consider long-term
consequences. AAI evaluates multiple
options and outcomes before making
decisions, such as in stock-trading al-
gorithms, where it analyzes data, pre-
dicts trends, and determines whether
to buy or sell based on that informa-
tion. For instance, Al agents can assist
sales teams by combining input like
target audience and outreach chan-
nels with historical data to generate
and test multiple lead-generation
strategies. This real-time adaptation
increases efficiency, allowing teams
to focus on high-conversion channels
and optimize their efforts, ultimately
improving deal closure rates.?3
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Adaptation and learning

AAI learns from its experiences,
adapting and improving over time.
Spotter learns from users and organi-
zations to improve context, delivering
personalized responses based on its

development). The cycle culminates
in marketing actions (marketing ac-
tion execution), which feed back into
research, creating a continuous loop
of data that refines strategies and ac-
tions. AI plays pivotal roles in each

These trends point to the fact that AAl is evolving

into digital labor, allowing companies to automate

and streamline complex workflows across multiple
departments.

growing understanding. This capabil-
ity allows it to provide more relevant
insights tailored to specific needs.2”
For instance, it can learn from past
customer interactions.?! Leveraging
agents’ adaptive learning and collec-
tive intelligence, businesses can refine
operations continuously. Thus, while
GAI has primarily focused on saving
time and money, AAI adds value by
adapting its thinking to continuously
improve and refine its processes.!

STRATEGIC PLANNING
FRAMEWORK IN MARKETING
AND THE ROLES OF AAI

Figure 1 present a three-stage mar-
keting strategic planning framework
that follows a circular process. It starts
with understanding the market, com-
petitors, and customers (marketing
research), followed by strategy devel-
opment for segmentation, targeting,
and positioning (marketing strategy

Marketing Research
¢ Posting and Monitoring Agent
Such as Hootsuite

stage.l”

Table 2 compares predictive, gener-
ative, and agentic Al across marketing
stages. PAI focuses on improving data
analysis and decision making, GAI
enhances creative tasks like content
generation and insights, while AAl au-
tonomously identifies trends, adapts
strategies in real time, and delivers
personalized experiences without hu-
man intervention.

Marketing research

Marketing research is a systematic,
objective process for generating infor-
mation to support marketing decision
making.26 At this stage, PAI analyzes
large datasets to uncover consumer in-
sights.l” PAI can identify competitors
and uncover competitive advantages
using supervised learning in stable
markets or unsupervised learning
in new, uncertain markets. This ap-
proach helps marketers understand

Marketing Strategy and Development
* Segmentation Agents Like

* Performance Analysis Agent Like
Google Ads’ Al
* Reporting Agent

A4

Salesforce Einstein
* Budget Allocation Agent

Jasper Al

DALL-E

Marketing Action Execution
 Content Drafting Agent Such as

* Image Generation Agent Such as

FIGURE 1. Marketing strategic planning framework and the roles of AAI.
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market structures and trends to better
meet customer demands.!”

GAI tools, such as LLM, assist in
data generation, analysis, and con-
ducting interviews, and perform
repetitive tasks like summarizing
reviews, producing richer, more in-
sightful data than humans alone. For
instance, by analyzing company pro-
files, news, past purchases, and con-
sumer research, Salesforce’s Einstein
Assistant aids in crafting tailored
recommendations for customers. GAI
also plays a key role in marketing re-
search by generating synthetic data to
support analysis.

The ability to autonomously per-
form marketing research is a signif-
icant advantage of AAI compared to
previous Al generations. For example,
Mountain View, CA-based Thought-
Spot’s Spotter has autonomous ca-
pability to find trends and generate
insights, streamlining the process
without needing prompts. Spotter and
similar agents enhance marketing re-
search by understanding context and
incorporating reasoning capabilities,
enabling more accurate analysis and
insights that inform strategy.4

Marketing strategy

A marketing strategy outlines an orga-
nization's key decisions on target mar-
kets, marketing activities, resource
allocation, and the delivery of value to
customers, enabling the achievement
of specific objectives.?” At this stage,
marketers can use PAI for segmenta-
tion, targeting, and positioning. This
type of Al processes data for decision
making, such as segmenting markets
by gender or price, and excels in iden-
tifying patterns through mining and
grouping techniques.!”

Once trained on large unstructured
data, GAI can efficiently summarize
inputs and generate novel insights
that contribute to marketing research.
By processing vast amounts of infor-
mation, it uncovers patterns, trends,
and opportunities, offering valuable
support for decision making, strategic
planning, and competitive analysis.
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For instance, as noted above, under-
standing competitorsand theiractions
is a cornerstone of effective marketing
research. GAI systems play a pivotal
role in this by analyzing competitor
reports, detecting shifts in strategies,
and identifying trends. These insights
not only signal market changes but
also uncover emerging opportunities.
Compared to previous generations of
digital technologies, GAI tools provide
higher-quality customer and compet-
itor insights, enhancing behavioral
targeting.?8 For example, Microsoft’s
Dynamics 365 Customer Insights, in-
tegrated with GPT-4 in Office prod-
ucts, helps companies identify new
customer groups to target.2?

AAI outperforms PAI and GAI
in forming marketing strategies by
providing strategic insights* and
integrating automation, continuous
learning, and innovation to dynami-
cally enhance engagement and opti-
mize processes.30 Unlike PAI, which
forecaststrends, or GAI, which creates
content, AAI leverages orchestrated

Al agents to autonomously analyze
market data, adapt to changes, and
make real-time, informed decisions.
For example, Accenture uses AAI
to streamline promotional decision
making, optimizing revenue growth

decisions regarding the marketing
mix a company uses to influence and
meet the needs of its target customers.
The 4Ps and 4Cs frameworks are used
to analyze strategies and understand
consumer behavior. The 4Ps focus on

These capabilities enhance user engagement and
decision making by interpreting and responding to
human behavior and language.

across product lines and markets,
driving more strategic and adap-
tive top-line outcomes.'* AI agents
centralize data on culture, clients,
competitors, and companies to de-
sign targeted marketing strategies
while offering actionable insights on
campaign performance, sales growth
opportunities, and optimization for
future planning.*

Marketing actions

Marketing actions refer to the

the marketer's perspective: product
(what is being sold), price (its cost),
place (where it's sold), and promotion
(how it's advertised). The 4Cs take
the consumer’s viewpoint: consumer
(their needs and wants), cost (what
they pay beyond price), convenience
(ease of purchase), and communica-
tion (two-way interaction instead of
one-way promotion). Together,
these frameworks guide -effective
marketing strategies. The focus is on
ensuring that the actions taken within

TABLE 2. Comparison of Al Types in marketing research, strategy, and actions: PAI, GAI, and AAI.

Stage PAI

Marketing research

GAI

AAI

Marketing strategy

Marketing actions

Enhancing data collection,
market analysis, and customer
understanding.

Identifying competitors

and uncovering competitive
advantages.

Making improved decisions related
to segmentation, targeting, and
positioning.

Processing data for decision
making, such as segmenting
markets by gender or price.
Identifying patterns through
mining and grouping techniques.

Enhancing productand branding
efforts by creating conversational
Alwith brand personalities.
Recommending content based on
user moods.

Monitoring brand reputation
through sentiment analysis.
Using chatbots to mimic customer
communication styles for
emotional support.

Facilitating consumer research
to generate customer insights.
Providing company overviews,
summarizing news articles,

and analyzing past product
purchases (for example, Einstein
Assistant).

Identifying strategic shifts from
competitors’ reports.
Performing repetitive taskslike
summarizing reviews.

Generating text-based marketing
content. Creating realistic
visuals and artwork.

Generating innovative product
ideas and solutions.

Helping create personalized
recommendations.

Identifying trendsand
generating insights
autonomously using (for
example, Spotter).

Developing dynamic
marketing strategy by
integrating automation,
learning, innovation and
adapting to real-time data.

Delivering adaptive
personalization at scale
autonomously: Enabling
systems to dynamically
adjust user experiences
based onreal-time dataand
interactions without human
intervention.
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the 4Ps deliver meaningful consumer
benefits, aligning with the broader
goal of satisfying customer needs and
creating value.3!

PAI optimizes product innovation,
pricing, distribution, and promo-
tional strategies, ensuring precision
and customer-centricity throughout
the process.!” For instance, text-based
chatbots handle routine customer ser-
vice, while NLP chatbots address more

systems to dynamically tailor user ex-
periences based on real-time data and
interactions without requiring human
intervention. LuxStyle, a high-end
fashion retailer, implemented AAI to
enhance personalized marketing. The
Al created detailed customer profiles,
identifying trends, like seasonal de-
mand for “statement jackets,” and tai-
lored recommendations accordingly.
It dynamically adjusted campaigns

Agentic workflows enhance organizations by
autonomously processing and analyzing data in real
time, learning from past customer interactions, and

recommending goal-alighed marketing decisions.

complex issues, including those from
diverse customers. Al systems, like
Cogito's emotional Al, analyze conver-
sation dynamics, providing real-time
guidance to agents for more natural
and engaging interactions.” PAI can
enhance product and branding efforts
by creating conversational AI with
brand personalities, recommending
content based on user moods, moni-
toring brand reputation through sen-
timent analysis, and using chatbots
to mimic customer communication
styles for emotional support.1”
Regarding GAI systems’ roles in
marketing actions, tools like Copy.ai,
Jasper.ai, and Peppertype.ai gener-
ate text-based content, while DALL-E
2 creates realistic visuals from text
prompts. These systems contribute to
ideation by helping develop innova-
tive product ideas and solutions, en-
hancing marketing strategies.?”
Traditional personalization meth-
ods, constrained by limited data and
static rules, often lack depth. In con-
trast, AAI leverages vast datasets to
craft highly personalized experiences,
analyzing real-time customer behav-
ior like browsing history, purchase
patterns, and prior engagement, such
as past interactions and behavior.20
AAI enables adaptive personalization
to operate autonomously, allowing
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based on engagement metrics, such
as replacing stylized images with re-
latable visuals. Real-time personaliza-
tion was reported to boost sales, with
tailored suggestions increasing aver-
age order value by 25%. Additionally,
efficient resource allocation reduced
ad spend by 20% (https://tinyurl.com/
yafc73ht).

One major advantage of AAI is its
capacity to improve customer service
and overall satisfaction by delivering
faster and more accurate responses to
inquiries. In the aforementioned Cap-
gemini survey, 64% of respondents
anticipated improved customer ser-
vice and satisfaction.? McKinsey high-
lights successful use cases of Al agents
in customer service, such as providing
real-time assistance to customer ser-
vice agents during calls. These agents
suggest the best knowledge articles
and recommend next steps, enhanc-
ing the support experience.3%2 AAI
also ensures a smooth transition be-
tween human agents by providing all
relevant context, including customer
profiles, past interactions, and steps
already taken. This minimizes repe-
tition for the customer and enhances
efficiency.33 In addition, these agents
can serve as analysts, allowing cus-
tomer support teams to query data in
natural language for instant answers,

streamlining the process and improv-
ing customer satisfaction.?3

Multiagent systems to handle

all stages of marketing

strategic planning

Companies can integrate multiple
agents to handle complex tasks that
usually require coordination across
various functions.! Multiagent systems
can thus revolutionize marketing strat-
egies by automating processes, person-
alizing interactions in real time, and
enabling data-driven decisions. These
systems optimize customer engage-
ment and deliver superior outcomes by
adapting dynamically to market trends
and preferences.3* Each agent auton-
omously handles specific tasks and
integrates into larger workflows, draw-
ing data from LLMs, internal business
systems, and external sources. This
seamless integration ensures real-time
insights and maintains operational ef-
ficiency across systems.3>

In a multiagent system, different
Al agents could assist marketers in ex-
ploring new markets and mode of en-
gagement (such as social media cam-
paigns), tailoring campaign content
and channels to customer microseg-
ments while adapting based on gained
insights to drive growth opportuni-
ties.! According to the aforementioned
Capgemini survey, 71% of respondents
believed Al agents will enhance work-
flow automation.?

By utilizing specialized agents and
automating workflows, marketing
tasks, such as e-mail campaigns and
advertisements, become more effi-
cient, leading to improved engage-
ment and higher conversion rates.
These agents work in unison to ensure
consistent messaging across chan-
nels, optimizing return on investment
(ROI) and refining future strategies.
This collaboration results in more tar-
geted, effective campaigns, ultimately
driving higher performance and con-
tinuous improvement. The roles of
different Al agents at each stage of
marketing strategic planning are ex-
plained in the following33:
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» Marketing strategy development:
Segmentation agents, like
Salesforce Einstein, leverage
customer data to create pre-
cise audience segments based
on behavior, preferences, and
demographics. For instance,
they can identify eco-conscious
customers for tailored market-
ing campaigns.33 The Budget
Allocation Agent uses Al-driven
tools to adjust bids and reallo-
cate marketing budgets in real
time based on performance data.

» Marketing action execution:
Content Drafting Agent, using
Jasper Al, generates social media
posts that resonate with the
audience based on trending top-
ics. DALL-E’'s Image Generation
Agent creates visuals that match
the content.

» Marketing research: Hootsuite’s
Posting and Monitoring Agent
schedules and tracks posts,
analyzing engagement, such as
likes, shares, and comments.
Hootsuite schedules posts
during peak engagement times
and tracks audience responses to
optimize marketing strategies.
Performance Analysis Agent,
like Google Ads’ Al, continu-
ously tracks key ad performance
metrics, such as click-through
rates and conversion rates.

In addition, the Reporting
Agent uses Al tools to generate
detailed performance reports,
offering valuable insights into
campaign effectiveness. These
reports help businesses identify
trends, strengths, and areas for
improvement. By compiling
data on key metrics, such as
conversions, click-through rates,
and ROI, the agent enables more
informed decision making.

CHALLENGES AND

WAYS FORWARD

Despite the potential of AAI in trans-
forming marketing, however,anumber

of major challenges need to be over-
come. Deploying AAI involves over-
coming challenges, like ensuring data
compliance, maintaining data quality,
and managing errors.3 The lack of ma-
ture security and governance in AAI
systems raises significant concerns, es-
pecially as Al adoption grows.” Gartner
forecasts that by 2028, one-quarter of
all enterprise security breaches will be
linked to Al agent misuse, originating

enhancing automation, they cannot
yet fully handle complex tasks inde-
pendently.3® Many current technolo-
gies still depend on a blend of human
input and machine-driven actions.?!
Despite the challenges mentioned,
the advantages of Al agents are clear.
In the aforementioned Capgemini
survey, 57% of respondents felt the
productivity benefits of AI agents
outweigh the associated risks.? Over-

AAIl evaluates variables, balances tradeoffs, and
aligns decisions with business goals, surpassing
rule-based systems by analyzing trends and
behaviors.

from both external and internal mali-
cious sources.3”

Because AI agents operate autono-
mously and make rapid decisions, er-
rors can cascade, especially when mul-
tiple agents make sequential decisions.
To mitigate such risks, organizations
should anticipate potential issues by
incorporating time delays, adding hu-
man checkpoints, and ensuring sensi-
tive data remains secure. While AAI
may automate certain tasks, human
oversight is essential to build trust and
prevent errors. Leaders should educate
teams about AAI's benefits and poten-
tial disruptions, emphasizing its value
to employees and customers.!

While many organizations ac-
knowledge the transformative po-
tential of autonomous agents, their
adoptionisstillinitsinfancy. Mostim-
plementations are limited to demon-
strations and have not yet achieved
full production readiness.38

Cultural resistance poses signifi-
cant challenges to adopting AAI, as
organizations may hesitate to embrace
new systems. Additionally, difficulties
inmeasuring ROI further complicate its
implementation.3®

Furthermore, while some systems
demonstrate agent-like capabilities, de-
fining genuinely “agentic” AI remains
a challenge. While AI agents excel at

coming adoption challenges for AAI
requires companies to establish ro-
bust data frameworks and implement
real-time monitoring systems. Trans-
parent communication about capabili-
ties and the creation of frameworks for
performance evaluation are essential
to address these limitations. By build-
ing trust and providing clear bench-
marks, organizations can mitigate
concerns and pave the way for broader
acceptance and effective deployment
of AAIsolutions.3>

Al is revolutionizing indus-

tries by turning concepts into

practical implementations.
The rapid growth of AAI is reshaping
marketing, driving innovations in
automation, personalization, and de-
cision making. This transformation
offers businesses new opportunities to
enhance strategies, streamline op-
erations, and foster deeper customer
engagement. For instance, AAI en-
hances customer service by enabling
real-time, personalized interactions
tailored to customer behavior and
preferences, boosting
and fostering brand loyalty through
24/7 tailored support and recommen-
dations. As organizations increas-
ingly adopt these Al agents, they are

satisfaction
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transforming strategic planning and
execution across functions.

The integration of turnkey, no-code
solutions has democratized access to
these technologies, enabling faster
implementation and streamlining pro-
cesses. By leveraging AAI, businesses
can achieve greater operational effi-
ciency, improved customer service, and
dynamic, data-driven marketing strate-
gies. Its adaptive learning and collective
intelligence can help businesses refine
operations continuously. This shift sig-
nals a future where AI agents are cen-
tral to driving innovation and success
in the marketing domain. By experi-
menting with various use cases, orga-
nizations can uncover how Al agents
provide maximum value.
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We present cross-entropy search for multiple-
aircraft facing inter- and intra-aircraft constraints,
a problem that cannot be solved by traditional
Dynamic Programming algorithms such as A*.

ath-finding algorithms can assist aviators

in generating flight routes that balance effi-

ciency and surface-to-air threat avoidance.

Traditional dynamic programming (DP) algo-

rithms, such as A*, are appropriate for a single aircraft but
fall short in multiagent cooperative environments.

Path-finding is an example of a quintessential com-

binatorial optimization problem. Many algorithms have
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been developed and applied to var-
ious basic path-finding problems.
While vanilla versions of these
puzzles can be solved quickly using
algorithms, such as Dijkstra’s or A*,
they struggle when the complex-
ity is increased. Additionally, they
are forms of DP, which function by
breaking a problem into smaller
subproblems from the bottom up.
Since DP algorithms are guaran-
teed to achieve optimality, every
subproblem is also optimal. This
property of DP algorithms is known
as the optimal substructure property (OSP), meaning the
optimal solution to a problem is the aggregate of optimal
solutions to its subproblems. There are benefits and re-
strictions to the OSP, which will be discussed in detail in
Single-Agent Search Algorithms.
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Multiagent path-finding problems
require that multiple agents must co-
ordinate paths (i.e., satisfy inter-agent
constraints), while optimizing their
own objectives (i.e., satisfy intra-agent
constraints and goals). However, these
problems are not OSP-compliant. As a
result, traditional DP methods cannot
guarantee optimality in these settings,
necessitating alternative approaches.
We offer one solution through the
primary contribution of this article:
cross-entropy (CE) search to efficiently
explore the expanded solution space.

In addition to the challenges posed
by multiagent coordination, most
path-finding algorithms have tra-
ditionally been applied to 2D space.
These include GPS-based navigation
systems, video game nonplayer char-
acter navigation, robotic and autono-
mous vehicles, and network routing.
While research and applications into
3D space are present and ongoing, itisa
newer domain and less well developed.
The addition of the third axis increases
the search space and, perhaps more
importantly, the branching factor for
DP-based algorithms. While still in-
credibly fast and optimal in reasonably
sized search spaces, Dijkstra and A¥,
along with similar algorithms, cannot
guarantee optimality when applied to
scenarios that do notadhere to the OSP.

Flight planning is fundamentally
a path-finding problem. Both military
and civilian air forces develop flight
plansforeverysortie, usually executed
manually. This is a time-intensive and
frustrating task, and depending on
the complexity of the airspace, there
are no guarantees of optimality. Addi-
tionally, the tools available to planners
paint an incomplete picture or make
it difficult to obtain more compre-
hensive knowledge. Individual flight
planners often leverage their personal
knowledge and experience, which may
lead less experienced individuals to
develop inferior routes. An automated
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route-generating aid could shorten
planning time, level the playing field
for different experience levels, and
possibly lead to the development of
better, unique routes.

In this article, we model a 3D search
space representing contested airspace
with line-of-sight (LOS) weapons en-
gagement zone (WEZs) and explore var-
ious path-finding approaches for flight
route planning. We then apply these
algorithms to single-agent scenarios in
3D environments with threats. While
this is an interesting problem in its own
right, we go on to use the optimality of A*
to validate the quality of solutions gen-
erated by the potentially suboptimal CE
search method, which we then apply to
the more complex multiagent problem
where routes are interdependent.

We distinguish between the opera-
tional problem domain and the broader
research problem addressed in this
study. The operational problem requires
the development of automated routing
strategies in a complex, 3D, threat-con-
tested environment. This includes the
task of modeling real-world 3D hostile
airspace as a search space suitable for
the application of various pathfinding
algorithms. The research problem fo-
cuses on solving multiagent non-OSP
pathfinding problems in general.

This article is structured as follows.
Operational Context and Problem
Domain introduces the operational
challenges and developing the search
domain. Single-Agent Search Al-
gorithms provides an overview of
single-agent search algorithms. Sin-
gle-Agent 3D Path-Finding for Threat
Avoidance extends these algorithms to
3D and includes comparative results.
Multiagent Search Algorithms focuses
on the multiagent application of CE
search to address the research problem
of optimizing paths for multiple agents
in non-OSP environments. Finally, we
conclude with insights and suggestions
for future research.

OPERATIONAL CONTEXT
AND PROBLEM DOMAIN

In military aviation, pilots and mis-
sion planners currently use a software
called the Joint Mission Planning System
(JMPS) to model the operational land-
scape and design aerial solutions to
achieve specific objectives. Every end
product is a flight route that optimizes
mutual support, threat avoidance, ter-
rain avoidance, airspace utilization, and
time-to-completion. JMPS, while a pow-
erful tool, requires manual construction
ofroutes based on human interpretation
of visual plots of integrated air defense
systems (IADS) and other relevant data.
While JMPS employs some automa-
tion to validate routes against platform
flight limitations, it does not generate
routes automatically.

For simplicity, we focus solely on
JMPS’s threat modeling capability to
create threat coverage maps, disregard-
ing other functionalities. Our task is
to automate flight route generation to
avoid IADS and still arrive ata given tar-
get point. To achieve this, our software
replicates the threat output produced by
JMPS. In JMPS, planners can lay down
specific surface-to-air threat systems
with unique WEZ distances. Each threat
includes up to three user-specified alti-
tudes in either height above ground
level (AGL) or mean sea level (MSL).
JMPS then plots LOS detection zones
for these altitudes, referred to as bug-
splats or threat masks (Figure 1). Altering
these bugsplats is time-intensive and
error-prone, as the user must edit each
threat individually. Additionally, it is
impossible to view complete coverage
across altitude layers simultaneously.

Building the threat coverage map
There is no easy way to export the base
function that JMPS uses to create its bug-
splats. We needed to replicate the logic
that could plot LOS coverage from a spe-
cific point, given the terrain, curvature
of Earth, and a defined threat WEZ.
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FIGURE 1. JMPS-produced IADS bugsplats using notional surface-to-air threat sys-
tems. The colors represent user-selected altitudes of 1,000 feet AGL (red), 5,000 feet

AGL (blue), and 10,000 feet AGL (green).

To model the terrain, we need ac-
curate ground elevation data. Global
surface elevation above MSL is avail-
able for government purposes via dig-
ital terrain elevation data (DTED) on
various levels through the National
Geospatial-Intelligence Agency. For
our purposes, we used DTED level O
(DTED-0), which represents surface
elevation in meters above MSL at spe-
cific latitude/longitude points spaced
approximately 900 m apart.

Pilots navigate using nautical miles
(NMs) as a distance measurement. Since
DTED-O0 is a database containing eleva-
tions at specific geospatial coordinates,
we need to be able to quickly calculate
distances in terms of NMs between these
coordinates to model threat maps with
known coverage distances. We do so us-
ing the Haversine formula [shown in (1)
at the bottom of the page] to determine
the great circle between two points on a

sphere (Earth), with the average radius of
Earthbeing R = 20,902,231 ft.!

To model a single threat mask over
the terrain, we use an iterative process
thatbroadcastsarayinasingle horizon-
tal direction from the threat origin out-
ward in discrete steps at a vertical “view
angle” from the threat until it hits the
threat’s maximum viewing distance.
At each step, the ray’s height above the
ground (pulled from the coordinate’s
DTED elevation) is stored in an array. If
the height is less than or equal to zero
(the ray intersects with the ground), a
value of zero is stored in the array, and
the view angle is updated to account
for ground obstruction. The ray is then
shifted horizontally by a set amount
andthe processbeginsagain. The threat
mask is complete when the ray has com-
pleted 360° of horizontal coverage. See
Figures 2 and 3 for a visual depiction of
this process.

Alat
2

distance =2R- arcsin( \/ sin? (

) +cos(lat1) cos(lat2) sin%%) ) (1)
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Each threat in the coverage map has
defined geospatial coordinates given
in latitude and longitude, and a corre-
sponding surface elevation above MSL
at that location, which we define as
threat height (h.). Additionally, we as-
sume each threat’s broadcasting and
receiving antenna has a height above
the surface, which we call the antenna
height (h.). Therefore, the total distance
from Earth's center to the top of the
threat can be written as T=R+h, +h,,
where R is the radius of Earth.

The threat’s view angle (¥), or vec-
tor ray along one horizontal radial, is
defined as the angle between a line
from the threat to Earth's center and its
current lowest visible area. To identify
undetectable areas between the ground
and the view angle, we progressively
step the ray outward a discrete distance
0 alongavector away from the threat to
a coordinate point p. If the ray collides
with the surface, the view angle is up-
dated sothattherayistangenttothesur-
face at the point. At each new p, we pull
the elevation above MSL of the ground at
that point from DTED, which we call the
height of the ground (h,). The height can
also be defined as the distance from the
Earth's center,or G =R +h,.

Each element of the threat mask ar-
ray will be populated with a “safe” al-
titude (s), which is the highest altitude
above the ground at a specific coordi-
nate location where the threat does
not have visual coverage. This is done
by calculating the safe altitude above
MSL (hma) and subtracting the ground
elevation at that point, or s = hun—h,.

The process of populating a threat’s
bugsplat given the terrain can be exe-
cuted using Algorithm 1.

Threat coverage maps are created
for all threats in the environment, hav-
ing the arrays superimposed to build a
complete IADS picture. When coverage
of two or more threats overlaps, the
lowest safe altitude is chosen. Finally,
start and target points, specified in lat-
itude/longitude format, are converted
to grid locations within the array.

To obtain accurate LOS cover-
age, the threat maps have to be high
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fidelity, leading to a total coverage map
of approximately 500 x 500 grid squares
(Figure 4), depending on the start point,
target point, and threat locations. This
presents a large but manageable search
space for some of the faster algorithms,
but adding the third dimension in-
creasesitatleast 10-fold. To reduce com-
putation time and enable methods like
CE to operate efficiently, we discretize
the z-axis by sampling specific altitudes
to generate binary detection masks.
These masks are then compressed into
smaller 2D arrays based on a user-speci-
fied NMs per grid-square resolution. At
each selected altitude, the search space
is divided into a coarse grid, where each
grid square represents a level of threat
coverage between 0% and 100%. This
coverage value is transferred to the cor-
responding location in the compressed
array. The resulting smaller arrays con-
tain detection probabilities ranging
from O to 1 (Figures 5 and 6). Together,
these arrays form a 3D data structure
of size iXjxz (where z is the number
of discrete altitudes), referred to as
comp_grids.

Start and target points are repre-
sented by 2D locations, as we want
to have the freedom to specify the
start altitude, and we are treating
the aircraft’s altitude at the target as
arbitrary.

With our search domain comp_
grids, we can use any single- or multi-
agent search algorithm to develop and
compare generated flight routes. For
verification and validation purposes,
we will compare the single-agent (air-
craft) CE search method to a known
optimal search method: A* search with
a single agent (aircraft) and single tar-
get. Then we extend our methods to
show that the CE method can perform
integrated searches with multiple
agents and multiple target points.

SINGLE-AGENT SEARCH
ALGORITHMS

Dijkstra/A*
Dijkstra's algorithm3 is a classic shortest
path discovery method. It is a DP-based

single-source shortest path algorithm
guaranteed to find the shortest dis-
tance between a given source vertex
on a graph and all other vertices on

that graph.3 As any map or navigation
space can be reproduced as a graph,
this process can prove to be advanta-
geous. However, Dijkstra’s algorithm is
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FIGURE 2. Visual representation of how a threat mask is determined, based on terrain

elevation.
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FIGURE 3. Slice of the Earth showing single ray from a threat, with geometry to

calculate threat coverage given the terrain.
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time- and compute-intensive compared
to contemporary path-finding algo-
rithms because it visits all, or a large
portion of the entire graph even when
the intended use is to find the short-
est path between two points. Dijkstra’s
algorithm operates as a single source,
multiple (the entire graph) destination
algorithm. However, most physical
route-generating problems involve a
single start point and a single end point,
which suggests that the shortest path
can often be found without necessarily
having to explore the entire graph.

In 1968, an extension of Dijks-
tra’s algorithm was published that

guarantees optimality and is at least
as fast as Dijkstra’s, and regularly
significantly more so.* A* combines
Dijkstra’s DP approach with a “look-
ahead” heuristic function during
each iteration of the DP’s bottom-up
path construction process, thereby
quickly discovering the shortest path
between two points on a graph.* Both
A* and Dijkstra algorithms use a pri-
ority queue (implemented as a min-
heap34) to select the best vertex to
extend a subpath from one vertex n’
to the next vertex n during every it-
eration of the algorithm. However,
the plain Dijkstra algorithm uses

ALGORITHM 1: Algorithm for populating an individual threat mask.

ilg Determine T<—R-+h.th, at the threat’s coordinates
2: Define threat’s maximum effective range D
3: Initialize horizontal radial rad <O, signifying North
4: Define maximum horizontal radial radm. <27
5: Define horizontal radial step size step.a
6:
7: while rad < radm.:
8: Set threat view angle to maximum visibility, ¥ <o
9: Initialize horizontal distance &0
10: Define horizontal step distance stepa
11:
12: while §<D:
13: 6 —0 + stepy
14: Determine point p using (1)
15: Determine ground height h,
16: G—R+h,
17: Calculate radial distance 9<—%
18: % Calculate h_ . using equation A.6 from Appendix A in Daniel?:
19: Tsiny
20: hmgn=m—R
21:
22: Calculate S < humm—h,
23:
24: if s<o:
25: s—0
26: % Update ¥ using equation A.9 from Appendix A in Daniel?:
27: )
28: 1//=arctan(%)
29:
30: Store s in mask array at pointp
31: end while
32: rad —rad +step:.
33: end while
34: return Final mask array
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g(n), the “backward” cost of the path
from the source to vertex n, as the
priority queue’s key, whereas A* uses
f(n)=g(n)+h(n) as that key, where
h(n) is a “forward” cost for extending
the path from n to the goal vertex, a
cost that is estimated using a heuris-
tic. See Algorithm 2 for the pseudo-
code of the A* search algorithm.

To ensure optimality, A* must use
a forward-looking heuristic h(n) that
is admissible and consistent at every
point. Admissibility means that the
heuristic must never overestimate the
true cost to reach the goal. If the heu-
ristic is not admissible, then A* might
not consider a path that should have
been considered, hence resulting in a
suboptimal path. For the heuristic to
be consistent, every node n and its suc-
cessor n’, the estimated cost h(n) must
satisfy the inequality:

h(n) <c(n,n")+h(n’)

where c(n,n’) is the step cost between
n and n’. The simplest method to en-
sure h(n) is admissible is to use the
Euclidean distance between n and
the target point. However, other heu-
ristics may save time by expanding
fewer nodes. The A* search algorithm
is used extensively in many path-find-
ing applications, from transportation
to robotics to the video game indus-
try.> Traditionally, the cost of a path
can be defined as purely the 2D dis-
tance or total time to reach the desti-
nation. By introducing other factors
to the cost function, we can tailor the
algorithm to more accurately describe
our problem space, albeit at the cost of
added complexity. Both Dijkstra and
A* are examples of DP and therefore
must follow the OSP.

Variations of A* have been devel-
oped and implemented for both offline
and online flight path planning prob-
lems. Li et al.® improved upon the clas-
sic A* algorithm by replacing the open
and closed tables with a value table to
speed up computation time when cal-
culating optimal obstacle-avoidance
routes for fixed-wing aircraft. Wang
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etal.” developed the enhanced bidirec-
tional search A*, which uses bidirec-
tional search to speed up search time,
obstacle expansion distance to allow
for a buffer or safety zone around ob-
stacles, and smoothing to allow for
realistic paths. While Wang et al. only

addresses the 2D path planning prob-
lem, the methods introduced can be
logically expanded to a 3D realm. Xue
et al.® blend discrete and continuous
search methods to detect valleys in a
3D terrain space with their Hybrid-A*
algorithm. This method is directly
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applicable to military flight missions,
as valleys offer concealment from ra-
dar and visual acquisition threats.

CE search algorithm

The incentive for using the CE search
method is that our underlying 3D path

(b)

FIGURE 4. High-fidelity threat coverage generation for one threat and start and target points given the terrain. (a) Two-dimensional

coverage shows lower detection altitudes in blue and higher detection altitudes in brown-white. (b) Three-dimensional coverage of
the same coverage overlayed on the same terrain.
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FIGURE 5. (a) AGL sample (500 feet) from high-fidelity threat coverage and (b) the same coverage compressed to a 10 NM/grid
square (GS) scale. The blue-white scale indicates probability of detection according to the scale in the middle.
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finding problem involves multiple An optimal path in a large search to simulate rare events by leverag-
agents (aircraft), a non-OSP problem spacewith many possible pathscanbe ing a change in probability measure

that cannot be solved with A* when viewedasarareevent.In1997 Reuven to reduce the variance of estimators,

there are interaircraft constraints. Rubinstein® developed a technique making rare events more frequent in
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FIGURE 6. (a) AGL sample (10,000 feet) from high fidelity threat coverage and (b) the same coverage compressed to a 10 NM/GS

scale.

The blue-white scale indicates probability of detection according to the scale in the middle.

ALGORITHM 2: A* search algorithm.
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Initialize the open setOpenSet —{s} containing only the start nodes.
Initialize the closed set ClosedSet —{}as an empty set.
Calculate f(s)—g(s)+h(s), where g(s)—0 andh(s)is a heuristic estimate of the cost to the goal.
while OpenSet is not empty:
Select the node n€ OpenSet with the smallestf(n).Resolve ties arbitrarily, but prefer goal nodes when possible.
if n is a goal node:
Terminate
return the path to n.
Remove n from OpenSet and add it to ClosedSet.
for each successor n’ of n:
if n’e ClosedSet:
continue % Skip already processed nodes.
Calculate g(n') —g(n)+c(n,n’),where c(n,n’) is the cost of the edge fromn to n’.
if n'¢& OpenSet or g(n') is better than the previously recorded cost:
Update f(n') —g(n’)+h(n’), where h(n’) is the heuristic estimate to the goal.
Recordn as the predecessor of n'.
if n’& OpenSet:
Add n’ to OpenSet.
end for
end while
if no path is found:
return failure
COMPUTER WWW.COMPUTER.ORG/COMPUTER



simulations and thus easier to ana-
lyze and optimize. Two years later, he
published an optimization approach
that modified his simulator by intro-
ducing a CEmeasure, leading to the CE
method. Itis a sampling-based optimi-
zation method used for solving combi-
natorial and continuous optimization
problems that estimates probabilities
of rare events and guides the search
for constraint-satisfying solutions. It
does so by defining a score function,
iteratively sampling and updating a
probability distribution toward areas
of higher score, while minimizing the
CE between the current distribution
and the optimal one.l® While similar
to other random search algorithms,
such as simulated annealing, tabu
search, and genetic algorithms—in
that it adjusts the initial probability
distribution so that rare events are
more likely to occur in regions where
the global optimum of the problem is
expected to be—the CE method uses a
fundamentally different idea. Other
techniques employ local search heu-
ristics, whereas CE focuses on a global
search of the space.!?

The CE method finds an optimal
solution to a given problem by iter-
atively solving secondary optimiza-
tion problems using Kullback-Leiber
(KL) CE and importance sampling.l9
The procedure is summarized in Al-
gorithm 3. In our case, there are two
random variables whose distributions
(denoted Pin Algorithm 3) are learned:
one for the choice of a move from a

grid cell to one of its eight neighbors,
and one for the choice of an elevation.
Samples in our case are 3D paths.

CE has been used in a variety of
applications, including buffer alloca-
tion, DNA sequence alignment, vehi-
cle routing, network reliability, and
navigation problems.!! These all share
the same characteristic in that they
are combinatorial optimization prob-
lems. Path-finding can be formulated
as an optimization problem that uses
a weighted graph, where each possi-
ble location is a node connected to its
neighbor nodes by weighted edges.
In standard path-finding problems,
the weights and connections between
nodes are known and fixed, making
the problem deterministic. By using
the CE method, this deterministic opti-
mization problem can be transformed
into a stochastic one by introducing
randomness into the edges, allowing
for more robust exploration and esti-
mation of rare events (optimal paths)
in the network.!!

Helvik and Wittner'? and Chepuri
and Homem-de Mello!3 have suc-
cessfully applied CE to approximate
optimal solutions to the traveling sales-
man problem (TSP), which is a hard
(NP-Complete) path-finding combinato-
rial optimization problem. Helvik and
Wittner!? extended the TSP for multi-
agent path-finding and CE shows com-
parable results to the ant colony system
method. Chepuri and Homem-de
Mello'3 additionally used CE to solve the
vehicle routing problem with stochastic

ALGORITHM 3: Pseudocode for the CE method.

demands, a much harder problem than
a traditional TSP due to the presence of
random demands and penalties. They
achieved promising results and note
that the method remains general in
terms of implementation to specific
problem formulations.

Drusinskyand Michael'*also solved
a vehicle routing problem using CE
to discover a set of optimal routes for
multiple agents in a complex environ-
ment. They applied the technique to a
multiagent setting with uncertainty
constraints modeled as Bayesian net-
works. To employ CE in their environ-
ment, Drusinsky and Michael created a
transition matrix Mat, which contains
initially equal probabilities of moving
from every grid point (or node) to each
ofits neighbors. The CE algorithm then
runs an inner loop, creating N random
paths, scoring each path, and updating
Mat according to a specified percentage
of the highest-scoring paths (the elite
set). The process iterates until appro-
priate stopping criteria are met. Indi-
vidual paths are created by sampling
from Mat for each generated point in
the path until a goal is encountered or
the path is stuck.

The core of their algorithm, as with
any CE algorithm, lies in the score
function. Each path is scored per a
set of rigid, optimization, and uncer-
tainty constraints. If a path does not
pass all rigid constraints, it is given
a proportionally bad score such that
it is deemed an unacceptable path.
It is important to note that some

1 Initialize random distributions P for the problem variables, Set iteration count t«O.
2 while convergence criteria are not met:

3 Generate a sample S, of random data points using the current distributionsP.

4 Evaluate each sample inS using the scoring function f(x).

53 Select the top-performing samples Si* based on a predefined threshold p%.

6 Update the parameters of Pusing Si® by minimizing the KL divergence.

7 Increment t—t+1.

8 end while

9 return the parameters and solution corresponding to the best sample in Si”.
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ALGORITHM 4: A* for single-agent (aircraft) 3D threat-avoiding search.
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% Initialization of constants and parameters

Initialize constants a,7,0,€.

Define start, target, alts, comp_grids, start_alt, NM_per_grid_square.

Calculate alt_diff and max_climb_descent.

Initialize min-heapfuture —[(f =0, (pos=(start,start_alt),g=0),parent = —1)].

Initialize alt_nodes — {start:0}.

Initialize visited — [], parent_pos — [].

% Main loop: Expand nodes from the min-heap

while future is not empty:

Pop n from future.

Append (n.pos,n.g.) to visited.

Append n.parent to parent_pos.

if n.pos = target:

% Process each neighbor of the current node

break while loop % If target is found, stop search.

for neighbor € n.neighbors:

mc — Euclidean_distance(n, neighbor).
a

= nalt+1-

ec — €- comp_grids[neighbor].

if neighbor.alt > n.alt:

cdc — - (neighbor.alt — n.alt).
else:

cdc — 8- (n.alt —neighbor.alt).

neighbor.g — mc +ac +ec + cdc.

neighbor.h — Euclidean_distance (neighbor, target).

neighbor.f — neighbor.g + neighbor.h.

if neighbor.g < all_nodes [neighbor]:

Push (neighbor.f,(neighbor,neighbor.g), visited. index (n)) to

future.
all_nodes [neighbor] — neighbor.g.

end for

end while

% Backtracking to reconstruct the optimal path

last pt — visited [-1].
parent_pos — last_pt.parent.
Initialize route — [last pt.pos].

while parent pos # —1:
point — visited [parent pos].
Append point.pos to route.
parent_pos — point.parent.
end while

returnroute.

COMPUTER

unacceptable paths are worse than
others, and the score function must
be flexible enough to distinguish
between “bad” and “worse” so that
it can progress toward better out-
comes. Once acceptable paths are
generated, the optimization con-
straints should refine the results
to achieve improved routes until
the process converges on a single
“best” path. Since their environ-
ment also contains a measure of
inherent stochasticity, the uncer-
tainty constraints use a simple
Bayesian network to model that
uncertainty.l4

SINGLE-AGENT 3D PATH-
FINDING FOR THREAT
AVOIDANCE

A* algorithm implementation
Our A* algorithm (see Algorithm 4)
fundamentally works the same
as traditional A*, using a priority
queue (future) to track the open
set of possible future points in the
path and storing the closed set in a
list (visited). Additionally, we use
a list to track parent nodes (par-
ent_pos) and a dictionary to track
the lowest accumulated weight (g)
for each node in the open set (all_
nodes). Although our backwards
distance (g) uses a 3D Euclidean dis-
tance, as discussed subsequently,
the heuristic (h) is a simple 2D Eu-
clidean distance from a node (n) to
the target point (target), where the
target’s altitude is set to equal the
node’s altitude. As arguments, the
function uses comp_grids, the start
point altitude (start_alt) (default
is start_alt=o0), the start (start)
and target point (target) locations,
the searchable altitudes (alts) in
feet, and the specified NMs per grid
square (NM_per_grid_square).

When a node n with the lowest
g+h is popped from future, all
possible neighbor nodes are popu-
lated and stored in future if their
g value is less than any precom-
puted g, as referenced in all_nodes.

WWW.COMPUTER.ORG/COMPUTER



ALGORITHM 5: CE search for single-agent 3D pathfinding.

1:
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29:
30:
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34:
35:
36:
37:
38:
39:
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42:
43:
44:
45:
46:
47:

% Initialization of parameters and data structures

Define grid size W X L X H; let the sample set size be N=W XL, and the elite set size be E=N=*0.01.

% Mat is an N dimensional array that encapsulates two arrays, prob_ij and prob_z, for lateral and vertical

movement, respectively

For each position d within grid: initialize the probabilities of the two sub-arrays of Mat[d].

Define start and target, the two ends of the desired path. start is always at elevation step @ (ground level);
target is only defined laterally.

Define alts, max_climb_descent, and NM_per_grid_square,

Calculate lower_bound and upper_bound to determine allowable altitude transitions.

Set initial iteration count t < O.

while convergence criterion is not met:
% Outer loop: Generate and refine paths
for k=1 to N:
Set current lateral node d - start.
Initialize path p.«d.
% Inner loop: Construct random paths
while d # target and path length < L.
Let (i,j) be the lateral cell coordinates of d, and z the elevation step component of d.
Sample next lateral move from i to i, using Mat[d].prob_ij[i]
Compute available_z, a list of probabilities for the elevation steps within the elevation step
margins lower_bound and upper_bound of the current elevation step z.
Normalize available_z to obtain valid probability measures.
Sample next elevation step z' from Mat[d].prob_z[i]
Update d: new lateral position (i’,j’) and elevation z’
Extend p. by appending d to it.
end while
Add p. to paths.
end for

% Score the N sampled paths, where smaller path score means better path, and negative scores mean
admissible(good) paths
for p. € paths:
if target & p.:
scores [pk] <+ (very large number) % Penalize paths that do not reach the target.
else:
Calculate g(p:) using Ax cost function.
% Smaller score is better, hence we use the negated inverse of the A* cost function.

scores [pi] — — -
g (Pk)

end for

% Select elite paths
Sort paths by scores (ascending order).
Select top E paths into elite_set.

% Update transition matrix
for p €elite_set:
for each transition (d,d’) € ps :
Let i and i’ be the lateral component of d and d’, respectively.
Let z be the elevation step component of d and d’, respectively.
Update Mat[d]. prob_ij[j]= Matl[d].prob_ij[j]+ 1 if i’ is i's neighbor on side j.

APRIL 2025
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48: Update Mat[d].prob_z[z] = Mat[d].prob_z[z] +1 if z is the elevation step taken when in lateral position i.
49: end for

50: end for

51: Normalize Mat to maintain valid probability distributions.

52: Increment iteration count t—t+1.

53: end while
54:
55: % Return final path

56: return Elite path with the best score.

A neighbor node is any of the eight
lateral positions around n and any al-
titude determined by + max_climb_de-
scent, whichisafunction of max climb/
descent rate (climb_rate).

max_climb_descent =

climb_rate X NM_per_grid_square
alt_diff )

The variable alt_diff is calculated
as the difference between two adjacent
discrete altitudes (e.g., alts = [0, 1,000,
2,000], where alt_diff = 2,000-1,000 =
1,000).

A node’s g value is equal to its
parent’s g value (denoted g') plus the
weighted distance from its parent. The
weighted distance is comprised of a
movement cost (mc), altitude cost (ac),
exposed cost (ec), and climb/descent
cost (cdc). Constants « (altitude), 7
(climb), & (descent), and € (exposed)
are set and can be adjusted to pro-
mote varying aspects of a target path.
Therefore, the g value is computed as:

g=g +mc+ac+ec+cdc

With each variable defined as follows,
where n isthe node and n’ is its parent
node:

mc = Euclidean_distance (n’,n)

_ a
n'.alt+1

ec = e comp_grids|n]
if n.alt > n'.alt:
cdc =y - (n.alt —n'alt)

ac

else:
cdc =6 - (n".alt — n.alt)

Since h is a 2D Euclidean distance
and all weight factors are nonnega-
tive, any accumulated weighted dis-
tance from a node n to the target point
is guaranteed to be greater than h,
making h admissible. Therefore, this
implementation of A* is guaranteed
to return the least-cost path from the
start to the target point, as specified by
the given weights.

Our version of A* is unique in that
it operates in 3D space, using alti-
tude-specific weights to promote
some elevations over others, while

TABLE 1. Comparison of search algorithms.

Optimality Optimal
Speed Fast
Grid size Medium
OSP-reliant Yes
Multiagent capable No

Optimal Approaches optimal
Fastest Slow

Large Small

Yes No

No Yes

140 COMPUTER

discouraging deviations by penalizing
climbs and descents.

CE method implementation
For our implementation of the CE
search method, we adapted the algo-
rithm used in Drusinsky and Michael
to work in 3D space (Algorithm 5). The
search domain is 3D with no hard ob-
structions, and contains at least one
start point and one target point. Simi-
lar to the algorithm used in Drusinsky
and Michael,!* a transition matrix Mat
is used to steer the creation of random
paths in an inner loop, and the transi-
tion probabilities are updated in the
outer loop.

In our algorithm, Mat integrates
a third-dimension z with dedicated
transition probabilities. For each en-
try d, Mat[d] contains a transition ar-
ray of size 8, named prob_ij, which
holds probabilities of moving later-
ally to any of the eight neighbor cells.
In addition, Mat[d] contains an array
of size num_altitudes, called prob_z,
which holds the probabilities of tran-
sitioning to a discrete altitude block
in the next cell. With this, lines 16 to
24 of Algorithm 5 sample a path by
extending it probabilistically from
node d at location (i, j, z) to node d". The
new lateral position is one of locations
(i—=1j-1),@j—1),(+1j-1), (i-1j)
(i+1,j),(i—1,j+1),(i,j+1), and (i +1,
i+1), whileits new vertical position z’
changes z to one of the altitudes speci-
fied in the alts array. To be true to the
real-life the capabilities of an aircraft,
we restrict the available altitude moves
based on the current z of node d.
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Asdiscussedinthe "Operation Con-
text and Problem Domain” section,
the environment is built with each
grid square equaling some defined
NMs in width. This allows us to es-
tablish a max_climb_descent using the
same logic as in the A* algorithm (Al-
gorithm 4). Therefore, when the last
node d in the current path has a verti-
cal value z, it can only select altitude
blocks within the range [lower_bound,
upper_bound], where

lower_bound = max (1,
z—max_climb_descent)

upper_bound = min (length(alts),
z+max_climb_descent).

This ensures that no altitude below
the second-lowest altitude is selected
(the lowest is always O feet, and air-
craft cannot fly on the ground), and no
altitude above the highest available
altitude is selected. Since prob_z con-
tains probabilities of transitioning

w
=
g &

Eleation £ Thieat Debection AEuda

to every altitude, and these values
sum to 1, we normalize the values
in the available range (available_z).
For every z_tran in available_z,
we compute

z_tran
sum (available_z) -

z_tran' =

Thisnormalization allows the path-
builder to construct realistic paths in
the inner loop without spoiling the in-
tegrity of the overall prob_z.
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FIGURE 7. Single-agent, single-target paths generated by A* (black) and the CE method (green). (a) Almost identical pathsin a
zero-threat environment, (b) similar paths in a three-threat environment, and (c) similar paths in a five-threat environment. (d) An
interesting case where vastly different paths with similar quality scores are produced by the two search methods.
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In the outer loop of Algorithm 5
(lines 12 to 26), the algorithm creates N
paths, with the defaultsetto n xm x z,
where n is the 2D size of the grid space,
misthe number of possible movements
at a given point in a path (for our pur-
poses, m=8), and z is the number of
altitude blocks. After one iteration,
each path p is given a score via our
scoring function.

We follow the approach taken by
Drusinsky and Michael,”* which use
rigid and optimization constraints to

CE method, a path’s score is the negated
inverse of its g cost,i.e. —(1/g).

This ensures that lower-cost paths
are rewarded with better CE scores.
Additionally, we can directly test
CE-generated routes against A*-gener-
ated ones.

After N paths are scored, they are
sorted from best to worst scores, and
an elite set is selected. Using the elite
set, we smoothly update the transi-
tion probabilities in Mat based on the
transitions made in each path of the

Our version of A" is unique in that it operates
in 3D space, using altitude-specific weights
to promote some elevations over others,
while discouraging deviations by penalizing
climbs and descents.

rate the quality of a given path. Paths
that do not satisfy the rigid constraints
receive large positive values, with
larger scores equating to worse paths.
Once “acceptable” paths are produced,
the scores are negative, with values
further from zero representing better
paths. Our score function has only one
rigid constraint: The path must reach
the target. Similarly, we impose only
one optimization constraint. We score
each path according to its g value (path
cost) from our A* algorithm. To fit the

elite set. Doing so moves the proba-
bility distribution closer to the target
distribution in terms of its KL di-
vergence. Eventually, the algorithm
converges, and the elite sets of every
outer loop return the same path and
associated score.

Comparative results

We ran all search algorithms through
various domains and aggregated the
results. Table 1 highlights the rela-
tive benefits of each method. For our

ALGORITHM 6: Pseudocode for running multiple CE pathfinders.

purposes, Dijkstra’s algorithm was ap-
plied by using A* without incorporat-
ing a heuristic.

For the A* and CE methods, we de-
signed 46 unique domains comprised
of different start and target points and
contained between zero and five threat
systems. The start and target points
were separated by distances ranging
from 220 to 390 NMs, with the grid size
setat10 NM/grid square. Vertically, we
used 14 elevation levels ranging from O
to 24,000 feet AGL.

Since our (single agent, sin-
gle target) problem adheres to the OSP,
we determined that our A* search
method returned the optimal flight
path, given our specified require-
ments and constraints. Therefore, the
A*-generated paths served as baselines
against which to compare the CE-
generated paths.

As predicted, the CE method ap-
proached optimality in terms of path-
quality scores for the paths generated,
validating its functionality for use in
non-OSP problems. Figure 8 illustrates
therelationship between CE-discovered
quality scores compared to the base-
line optimal A* search for single-agent,
single-target. The near-linear trend
between CE and A* quality scores sug-
gest a systematic bias, with a near-
fixed difference between all CE quality
scores against those produced by A*.
Additionally, the high coefficient of

1: Initialize A CE pathfinders CEj, one corresponding to each agent i€(1,Al].

2: Set bestPath; —NIL to eachi.

3:

4: while convergence criteria are not met:

5: for each CE;:

6: Perform one iteration of the generic CE algorithm (Algorithm 3) lines 3-7, where the scoring function
takes into account the scores of all other bestPath; € bestPath.

75 Update bestPath; with the best admissible path found by CE;.

8 end for

9: Construct bestPath — [bestPath;, bestPathy,..., bestPathal.

10: end while

11:

12: return bestPath containing the best paths across all agents.
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determination, R?, indicates that the
relationship between the two relative
quality scores is highly predictable, en-
forcing the notion that fixed margin ex-
ists between the two search methods. A
paired t-test further confirms this, with
t(45) = —11.29 and p=107", indicating
a highly statistically significant differ-
ence between the scores.

Visually, we observe that paths gen-
eratedbythe CEmethod typicallyalign
closely with their A*produced coun-
terparts, as shown in Figure 7(a)-(c).
However, in some cases, significantly
different paths yielded similar qual-
ity scores, as illustrated in Figure
7(d). This is likely a result of the score
function, which may need further
refinement in future applications of
this research.

The tight correlation between the
routes and relative scores produced by
the two methods allows us to conclude
that while the CE method may not re-
turn strictly optimal paths, they are
predictably suboptimal with only a
slight margin of difference. The CE
method therefore generates adequate
flight routes for any single aircraft
and target. This enables us to feel
confident that each route for multiple
aircraft in a multiagent domain will
be satisfactory.

MULTIAGENT SEARCH
ALGORITHM

In our multiagent path finding prob-
lem the goal is to discover the best
paths for all agents subject to the fol-
lowing inter-agent constraint: All
agents must stay as close as possible
to their leader (agent 1) during the first
half of their respective flight paths.

Background

As mentioned in the “CE Search Al-
gorithm” section, Drusinsky and
Michael'® used the CE method to con-
duct a multiagent search to optimize
all paths and avoid collisions within
a 2D search space. The general CE al-
gorithm (Algorithm 3) and our imple-
mentation of CE for a single agent in
a 3D search space (Algorithm 5) both

depend on scoring based purely on
the environment and a set of rigid and
optimization constraints. However,
we use the multiagent CE approach
taken by Drusinsky and Michael,
where an individual agent’s score de-
pends not only on that agent’s path,
but also on the paths produced by
the other agents in the domain. See
Algorithm 6 for a general construct of
a multiagent implementation of the
CE search method.

-0.0014 -0.0012 -0.001 —0.0008
y=1.0641x+ 1E-04
R2 =0.9883
.
_.,_._g_
o

—-0.0006

The dependence of one agent’s
path on all other agents’ paths al-
lows us to produce solutions that ap-
proach Nash's bargaining solution
or a Nash equilibrium, depending on
whether the agents are cooperative
or competitive, respectfully. For fur-
ther explanation of Nash bargaining
solution and equilibrium, see Chapter
2 in Daniel.? It is important to note
that algorithms such as Dijkstra’s
and A* discussed in the “Dijkstra/A*”
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—-0.0004
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FIGURE 8. Path-quality scores of CE-generated single agent paths (blue) compared to
the baseline optimal A* paths (red). Lower (more negative) values indicate better per-
formance, demonstrating that CE consistently produces slightly suboptimal paths with a
stable deviation from A*, even as search space complexity increases.

ALGORITHM 7: Scoring paths for multiagent (aircraft) CE method

1: for each path p'€ paths:

2: Compute g(p') as per Algorithms 4 and 5.

3: .

4: if length(p) < len%h(p):

5: Assign a large (bad) score to p':score — + large number.
6: continue to the next path.

¥

8: Initialize distance_score — O.

O: for each node d' in the first half of p':
10: Let d° be the corresponding node in p°.
11: distance_score — distance_score +Euclidean_distance(d',d°).
12: end for
13:
14: Update the score of p':score — g (p') +distance_score.
15: score — 7ﬁ .
16: end for
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section in Single-Agent Search Algo-
rithms, cannot produce these types
of solutions for a multiagent search
environment.

Drusinsky and Michael® used a
vehicle routing/ground shipping ex-
ample to showcase the multiagent CE
method, coordinating routes of four
shipping trucks to maximize deliv-
eries to multiple drop-off locations,
given certain rigid, optimization,
and uncertainty constraints. Ma and

Elevatiol

Lebacque!® also modeled a version of

a vehicle routing problem to decon-

flict travelers in a congested traffic
environment, minimizing travel time
and maximizing activity accomplish-
ment. The work by Drusinsky and
Michael!® can be seen as a coopera-
tion problem, whereas Ma and Leb-
acque's'® research falls under a more
competitive category.

Our work seeks to build upon these

ideas by implementing multiple target
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locations with associated aircraft into
the 3D threat-avoidance search area
discussed in “Operational Context and
Problem Domain” section. We reward
cooperation between all aircraft as well as
successful individual flight routes via the
score function in the CE search method.

CE multiagent 3D path finding
for threat avoidance

In the multiagent (multi-aircraft) prob-
lem, all aircraft have the same start

(b)
FIGURE 9. Three agents (aircraft) and their routes to three targets with no threats. (a) Paths generated by running A* for each aircraft
individually and (b) paths generated using the multiagent CE method.
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FIGURE 10. Three agents (aircraft) and their routes to three targets with two threats. (a) Paths generated by running A* for each
aircraft individually and (b) paths generated using the multiagent CE method.
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FIGURE 11. Three agents (aircraft) and their routes to three targets with five threats. (a) Paths generated by running A* for each
aircraft individually and (b) paths generated using the multiagent CE method (b).

location, and each aircraft is assigned
its own target. For our implementation
of the multiagent CE search method,
we chose to test cooperation between
aircraft routes by imposing a constraint
that rewards close proximity of routes
for the first half of each path. This ap-
proach loosely mirrors the desire for
mutual support between aircraft for a
reasonable amount of time in a flight.
To do so, we altered Algorithm 5, specifi-
cally in the scoring of paths: lines 33-35.
An overview of the updated score func-
tion is detailed below and in Algorithm 7.

Each path p' in a generated set
paths gets its initial score value using
the same the A* g function detailed in
Algorithms 4 and 5. However, in addi-
tion to that score value, which reflects
the quality of an aircraft’s path indepen-
dent of the others, we need to account
for the above-mentioned interaircraft
constraint. To that end, one agent is as-
signed the role of a “leader,” with its path
denoted as p®. The additional compo-
nent of p''s cost function is its distance
from the pO during the first half of pl.
More specifically, it is the Euclidean dis-
tance between each node d! in the first
half of p! and the corresponding d° in p©.

This cooperation between agents’
paths to receive the best score for

the set of paths results in a Nash bar-
gaining solution. While each individ-
ual path may not be optimal for that
specific agent, the combination of all
pathsis best for all agents as a whole.
Figures 9-11 show the comparisonsin
different threat scenarios between
three optimal paths for each aircraft,
generated by A* (i.e., paths that ig-
nore inter-agent constraints), com-
pared to the sets of paths that are best
for the group. It is obvious that the
paths generated by the CE method do
much better at prioritizing proximity
between them at the beginning of the
routes than those generated by A*
This shows that the CE method pro-
duces a resultant set of paths that is
best for the group.

ur research has shown that

the CE search method can

effectively discover both sin-
gle- and multiagent flight routes in
a threat-populated 3D environment.
Additionally, it provides a baseline
for generating realistic LOS threat de-
tection areas given accurate terrain
data. This work integrates advanced
path-finding algorithms with detailed
threat modeling to automate route

planningin complex scenarios. The CE
method has shown a promising abil-
ity to facilitate cooperative planning
across multiple unique platforms for
the seamless integration of diverse op-
erational goals.

Both A* and CE search algorithms
demonstrate potential for further re-
finement and development, offering
the capability to address increasingly
complex and dynamic flight planning
challenges. With enhancements, these
methods could provide even greater
accuracy, efficiency, and adaptability,
further solidifying their role in mis-
sion-critical applications in contested
airspaces.
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Genomic Gold Rush
or Ethical Minefield?

enetics is not just about
the genes we inherit but
how we use them.” This

profound statement by
Richard Dawkins! highlights the
transformative potential of genetic
information in reshaping human
health and disease management.
At the heart of this transformation
lies genomic data, a comprehen-
sive blueprint housed within every
cell of the human body. This data,
composed of approximately six bil-
lion DNA letters,? contains unique
variations that can reveal critical
insights into an individual’s health,
ancestry, and predisposition to
disease.3 Advances in technology
such as artificial intelligence (AI)
have turned this wealth of infor-
mation into a valuable asset, pow-
ering breakthroughs in personal-
ized medicine and precision health
care.* Yet, the increasing com-
modification of genomic data by
health-care systems and tech giants
has brought ethical concerns to
the forefront, particularly around
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privacy, ownership, and the equitable
use of this sensitive information.”
The rapid growth of direct-to-
consumer (DTC) genomic testing has
made this once-exclusive knowledge
broadly accessible, fostering what some
describe as the “democratization” of
genetic information. Companies like
23andMe, Ancestry.com, and Nebula
Genomics have enabled millions of in-
dividuals to explore their genetic pro-
files, uncovering health risks, ancestry
details, and personal traits from the
comfort of their homes.> However, this
ease of access comes with significant
ethical challenges. As genomic data
becomes increasingly commodified,
it is often treated as a lucrative asset
by corporations, raising concerns over
privacy, data security, and informed
consent.® Many consumers remain un-
aware of the risks associated with shar-
ing their DNA, including data breaches,
unauthorized usage, and the potential
for genetic discrimination. Addressing
these challenges requires robust ethical
frameworks that prioritize transpar-
ency, protect user autonomy, and ensure
equitable use of genomic resources.

PRIVACY AND OWNERSHIP
OF GENOMIC DATA

Genomic data are deeply personal, of-
fering insights into health, ancestry,
and familial connections. However,
when individuals submit their genetic
information to DTC testing compa-
nies, they often unknowingly surren-
der control over this data. Companies
like 23andMe have faced criticism for
sharing anonymized genetic data with

pharmaceutical firms without explicit
consumer consent. This raises signif-
icant questions about who truly owns
and controls genomic data.”

The issue of ownership lies at the
heart of ongoing ethical debates.
Should genomic data be considered
personal property, or do companies
have the right to commercialize it once
submitted? The legal landscape sur-
rounding this question is fragmented
and inconsistent. Table 1 shows a com-
parative analysis of key data protec-
tionlaws thathighlightsthisdisparity.

Asillustrated in Table 1, gaps remain
even in regions with robust data protec-
tion frameworks, such as the European
Union’s GDPR. For instance, genomic
data are not explicitly categorized as
unique personal information, leaving
its interpretation to varying legal ju-
risdictions.® In the United States, GINA
provides protections against genetic dis-
crimination in employment and health
insurance, yet it excludes critical areas
like life and disability insurance, expos-
ing individuals to potential misuse.’

These regulatory gaps have allowed
companies to prioritize their commer-
cial interests. For example, 23andMe’s
partnerships with GlaxoSmithKline
raised concerns about transparency,
as many users were unaware that their
anonymized data could be sold to phar-
maceutical companies for drug devel-
opment.” This lack of informed consent
underscores the need for stronger regu-
lations and clearer definitions of own-
ership and control over genetic data.

Ethical concerns are particularly
pressing for marginalized populations,

such as lower-income or minority
groups. These communities may have
their genomic data disproportionately
used for profit without fair representa-
tion or benefits. To address these con-
cerns, experts have suggested treating
genomic data as personal property,
akin to intellectual property, allowing
individuals to retain control over how
their data are used, shared, or mon-
etized.> This approach aligns with
privacy laws like GDPR, which give in-
dividuals greater control over their per-
sonal data.

INFORMED CONSENT

AND TRANSPARENCY
Informed consent is a cornerstone of
ethical medical and research practices,
yet it remains a significant challenge
in the DTC genomic testing industry.
Many companies employ complex, jar-
gon-filled consent forms that obscure
how genetic data will be collected,
used, and shared. As a result, con-
sumers often sign agreements with-
out fully understanding the potential
implications, including data sharing
with third parties or the monetization
of their information.!!

To better understand this process
and its challenges, it is helpful to visu-
alize the lifecycle of genomic data in
DTC testing. Figure 1 outlines the key
stages, showing critical points where
transparency and consent mecha-
nisms are essential:

» Data collection: Genetic samples
are collected and processed,
often with minimal consumer

TABLE 1. Comparative overview of genomic data protections across major regions.

Region Applicable Laws

European General Data Protection

Union Regulation (GDPR)

United States | Genetic Information Non-
Discrimination Act (GINA)

Global Various national and regional
frameworks

Protections Offered

Comprehensive data privacy for
personal information, but genomic-
specific gaps remain.

Protects against genetic
discrimination in employment and
healthinsurance.

Patchy protections; often lacks
specificity for genomic data.

Gaps/Challenges

Does not explicitly address genomic data
asunique; interpretation varies across
jurisdictions.

Excludeslife insurance, disability
insurance, and other nonhealth-related
uses.

Inconsistent enforcement; no universal
standard for genomic data handling.
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awareness of how their informa-
tion may be used.

» Data storage: Information is
stored in databases, which
may lack adequate security
measures.

» Datausage: Companies analyze
data for health insights, ances-
try reports, or other consum-
er-facing services.

» Data sharing: Genetic data may
be shared with third parties,
such as pharmaceutical compa-
nies, often without explicit user
consent.

» Data monetization: Companies
may profit from selling ano-
nymized data, raising ethical
concerns about ownership and
autonomy.

» Potential risks: Risks include
data breaches, re-identifica-
tion of anonymized data, and
misuse leading to genetic
discrimination.

This lifecycle highlights the im-
portance of robust informed-consent
mechanisms at every stage. True in-
formed consent should empower con-
sumers to make decisions based on
clear, accessible information about
how their genetic data will be han-
dled.!! Companies should adopt prac-
tices that prioritize simplicity and
transparency,'? such as simplifying
legal jargon to ensure consumers can
easily understand what they are agree-
ing to, using diagrams or infographics
to illustrate data flows and potential
uses, allowing users to modify their
consent preferences over time, such as
opting in or out of specific uses or re-
search projects, and keeping consum-
ers informed of new developments,
such as changes to how their data are
stored or shared.

Blockchain technology offers prom-
ising solutions for enhancing transpar-
ency and data security. For example,
companies like Nebula Genomics
use blockchain protocols to give us-
ers more control over data access and
sharing. This technology enables an

auditable record of who accesses data
and for what purpose. However, crit-
ics argue that blockchain alone cannot
address challenges like ensuring users
fully comprehend their rights or the ir-
reversible nature of some data-sharing
agreements.!0

Transparency is also crucial for fos-
tering trust in the DTC genomic test-

breaches, such as the 2018 MyHeritage
incident that exposed information on
over 92 million users, show the vulner-
abilities in current genomic data stor-
age practices.!* Even anonymized data
are not immune to reidentification, as
advanced algorithms can cross-refer-
ence datasets to deduce personal iden-
tities. Breaches like these erode con-

This lack of informed consent underscores the need
for stronger regulations and clearer definitions of
ownership and control over genetic data.

ing industry. Consumers must have
confidence that their data are being
handled ethically and securely. With-
out clear and accessible consent mech-
anisms, public trust in these services
could erode, limiting participation
and undermining the potential bene-
fits of genomic innovation.

MISUSE AND POTENTIAL
HARM
The DTC genomic testing industry
presents a range of ethical challenges,
particularly concerning the misuse
of data and its potential harm to indi-
viduals. Genetic data are profoundly
personal, revealing sensitive informa-
tion about not only the individual but
also their family members.!3 These in-
sights, while invaluable for advancing
personalized medicine, can also lead
to significant risks if misused.

One of the most pressing concerns is
the potential for privacy breaches. Data

Data Collection —) Data Storage —)

Data Monetization

sumer trust and expose individuals to
unexpected risks.

The commercialization of genomic
data raises complex ethical questions.
Many DTC companies share or sell
anonymized genetic data to pharma-
ceutical companies and other third
parties without obtaining explicit user
consent. While this practice supports
drug development and other research,
it often occurs without adequate trans-
parency, leaving consumers unaware
of how their data are monetized.! This
commodification of genetic informa-
tion shifts control away from the in-
dividual, creating imbalances in data
ownership and benefit distribution.

Another significant risk is genetic
discrimination. Employers, insurers,
or government entities could misuse
genetic data to make decisions that
disadvantage individuals. For exam-
ple, an insurer might adjust premiums
or deny coverage based onacustomer’s

Data Usage

Potential Risks

FIGURE 1. Lifecycle of genomic data in DTC testing.
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genetic predisposition to certain dis-
eases.!> While laws like the GINA offer
some protections, they are often lim-
ited in scope, excluding areas like life
and disability insurance. This regula-
tory gap leaves individuals vulnerable
to exploitation.?

forms and providing ongoing updates
about data usage. Finally, both govern-
ments and companies should engage
marginalized communities in discus-
sions about genomic testing and its im-
plications in order to ensure trust and
equitable participation.

By aligning technological advancements with these
standards, the DTC genomic testing industry can
safeguard consumer rights while achieving its
potential.

The psychological effects of ge-
nomic testing can also be profound.
Learning about a predisposition to
severe or incurable conditions may
cause anxiety, depression, or feel-
ings of helplessness. Without proper
counseling and clear communica-
tion of results, individuals may mis-
interpret their risk levels, leading
to unnecessary health interventions
or distress.l® This issue is especially
evident in cases where DTC compa-
nies fail to provide adequate support
resources for interpreting results.
Marginalized populations, including
low-income or minority groups, are
particularly at risk of exploitation in
the genomic testing industry. These
communities may lack the resources
or education to fully understand the
implications of submitting their
genetic data.!® Consequently, they
may be disproportionately targeted
for data collection without receiv-
ing equitable benefits from the re-
sulting advancements.

There are several measures that can
be adopted to address these challenges.
For example, governments should con-
sider expanding existing legal frame-
works to include genomic data protec-
tions, ensuring equitable treatment
and reducing the risk of misuse. Com-
panies must also clearly communicate
how genetic data will be used, stored,
and shared, empowering consumers
to make informed decisions. Addition-
ally, they should also simplify consent
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IMPLICATIONS FOR
PUBLIC TRUST
The rapid expansion of the DTC ge-
nomic testing industry has brought
ethical concerns into sharp focus,
particularly regarding its impact on
public trust. Trust is essential for the
continued success and growth of the
industry, as it ensures consumer par-
ticipation and the responsible use of
genomic data. However, the lack of
transparency in data usage, insuffi-
cient informed consent mechanisms,
and frequent privacy breaches have
eroded consumer confidence.!” When
companies fail to clearly disclose how
they collect, store, and share genetic
data, they increase the risk of misuse
and discrimination. Forinstance, fears
about data being sold to third parties
or used for purposes beyond what was
initially agreed upon are common
among consumers.!! Addressing these
concerns requires companies to adopt
robust transparency measures, such
as detailed consent processes, regular
updates on data usage, and clear com-
munication about security protocols.
The relationship between informed
consent and trust is equally critical.
Consumers need to fully understand
the implications of sharing their ge-
netic data, including potential emo-
tionaland psychological risks. Without
accessible and user-friendly consent
mechanisms, consumers may feel
coerced into agreements they do not
fully comprehend. This lack of clarity

can lead to harmful consequences and
further diminish trust in the indus-
try. Furthermore, public trust hinges
on the industry’s ability to protect the
privacy and security of genetic data.
High-profile data breaches, such as the
MyHeritage incident, have highlighted
vulnerabilities in existing security
frameworks.!* Companies must prior-
itize strong data protection measures
and communicate their efforts trans-
parently to reassure consumers that
their information is secure.

Corporate accountability and ad-
herenceto ethical standards also play a
keyrolein fostering trust. Exaggerated
claims or unsupported predictions in
genetictesting can mislead consumers,
damaging the industry's credibility.
Regulatory oversight can help ensure
that companies meet established sci-
entific standards and avoid practices
that exploit consumers.!” Ultimately,
building and maintaining public trust
requires a collaborative approach. Pol-
icymakers, technologists, health-care
providers, and ethicists must work to-
gether to establish ethical guidelines
and regulatory frameworks. By align-
ing technological advancements with
these standards, the DTC genomic test-
ing industry can safeguard consumer
rights while achieving its potential.

TOWARDS ETHICAL
GENOMIC INNOVATION
Genomic data holds the potential to
revolutionize human health and dis-
ease management, offering insights
that were once inconceivable. DTC
genomic testing has democratized
access to this information, enabling
millions to uncover details about
their ancestry, health risks, and per-
sonal traits. However, with these ad-
vancements come significant ethical
challenges, such as privacy risks, in-
formed consent issues, and the ero-
sion of public trust.

As Richard Dawkins famously
noted, “Genetics is not just about the
genes we inherit but how we use them.”
This sentiment underscores the dual
responsibility of using genomic data
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for progress while safeguarding its
ethical use. Genomic data are more
than just a scientific resource; it rep-
resents an intimate map of human
identity.? Addressing the ethical con-
cerns associated with its use requires
balancing innovation with account-
ability. The commodification of ge-
netic information underscores the
need for transparency, robust gover-
nance, and equitable practices to en-
sure that advancements in genomics
benefit society as a whole.

Emerging technologies like block-
chain and Al present opportunities to
enhance data security and improve
personalization. However, these tools
must be complemented by strong
regulatory frameworks and ethi-
cal oversight. Collaboration among
stakeholders, including policymak-
ers, researchers, and industry leaders
is vital to establishing standards that
protect individual rights while foster-
inginnovation.

n conclusion, the future of the DTC

genomic testing industry depends

on its ability to address ethical
concerns proactively. By establishing
a foundation of trust, transparency,
and accountability, the industry can
continue to innovate responsibly, un-
locking the transformative potential
of genomic data while safeguarding
individual and societal well-being.
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Uncertainty in

Machine Learning

and Future
Computers

Shinya Takamaeda-Yamazaki'®, The University of Tokyo

Unfortunately, computers are subject to

uncertainty. If we can quantitatively evaluate

the uncertainty in the output of ordinary
computers, we can realize efficient and

trustworthy computers that actively utilize

fluctuating computation principles.

hat do people see computers as? Most peo-
ple probably think of a computer as a device
that is fast, performs calculations without
error, and answers accurately. This is the
expectation and trust in computers. In reality, however,
there are bugs in computer hardware and software, and
they can behave in ways that designers and users do not
anticipate. Also, hardware will eventually fail. There are
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not only permanent failures but also
temporary errors caused by external
factors. However, various counter-
measures, such as hardware redun-
dancy, error correction techniques,
and circuit design with margins
that account for variations in semi-
conductor devices, aim to minimize
computer uncertainty as much as
possible to ensure that calculations
are performed accurately. Computer
accuracyisnot free, and we pay a cost
to remove uncertainty in exchange.

DO COMPUTERS HAVE UNCERTAINTY?

One of the important uses of such computers today, with
as much uncertainty removed as possible, is in artifi-
cial intelligence, especially machine learning. Ideally,
the behavior of the machine learning model would be
fair and accurate at all times, but this is not the case in
practice. Machine learning models can be considered
as software that is programmed in a data-driven man-
ner, training models with a set of correct answers cor-
responding to the input, but the training data are not
always perfectly correct. In addition, the hypotheses
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assumed during training are not
always equally rigorous during in-
ference. Therefore, the output of
machine learning is not always accu-
rate and contains uncertainty. This
uncertainty in machine learning
can be divided into two main catego-
ries: “aleatoric uncertainty,” which
is the uncertainty that comes from
the noise and variability inherent in
the data themselves, and “epistemic
uncertainty,” which originates from
the model or training process. The
former cannot be completely elimi-
nated, no matter how many training
data are collected. The latter can be
reduced to some extent by enhanc-
ing training data and devising model
structures, but it cannot be com-
pletely eliminated, because the scale
of training data and models is finite.
In other words, even if we pay various
costs to reduce the uncertainty of the
computer itself as much as possible,
we cannot completely remove un-
certainty from the machine learning
system realized on such computers.

UNCERTAINTY ESTIMATION
IN MACHINE LEARNING

To realize a trustworthy machine
learning system, it is desirable to
quantify the level of confidence (and
uncertainty) in the inference of the
machine learning model. Let us take
Bayesian deep learning as an example.
Bayesian deep learning quantitatively
estimates uncertainty by expressing
network weights and estimation re-
sults in terms of probability distribu-
tions. This has the great advantage
that the model can clearly show, for
example, how fuzzy the prediction
results are for an unknown sample.
However, the act of estimating un-
certainty in Bayesian deep learning
has the disadvantage that it requires
sampling a sufficient number of
times for the probability distribution,
which significantly increases the

robert.mullins@cl.cam.ac.uk

computational cost. The increase in
computational cost naturally leads to
an increase in execution time and en-
ergy consumption.

Via Gaussian distribution
Domain-specific architectures that
efficiently estimate “uncertainty”
in Bayesian deep learning have been
studied. An early accelerator study
on Bayesian deep learning is VIBNNY;
VIBNN is an accelerator that effi-
ciently handles variational inference.
For variational inference in Bayesian
deep learning with a Gaussian dis-
tribution as a prior, a pseudorandom
number generator with Gaussian
distribution and an accelerator ar-
chitecture for efficient weight sam-
pling are proposed. By embedding the
random number generator based on
Gaussian distribution inside the accel-
erator, high memory access and com-
putational efficiency are achieved.
We have also proposed an even more
efficient weight generation scheme
for Bayesian deep learning using an
approximation based on the inverse
function method.?

Bayesian deep learning based on
variational inference generally re-
peats forward propagation multiple

times for the same input data, using
different weight instances from sam-
pling. The predictive distribution and
uncertainty are then estimated from
the output histogram. In fact, the
computational process can find sim-
ilarities in the values. We have devel-
oped accelerator for sparse Bayesian
neural networks (ASBNN),3 a cooper-
ative algorithm and hardware archi-
tecture that accelerates computation
while preserving output quality by
exploiting the nature of intermediate
results that appear during Bayesian
deep learning computation. ASBNN
is an approximate computation accel-
erator that eliminates computation
by exploiting the similarity latent in
sampling computations. The weight
instances are sampled for each for-
ward propagation calculation, and
each layer's calculation proceeds. Fig-
ure 1shows how much the output of an
intermediate layer changes with each
forward propagation. The horizontal
axis is the absolute difference value
from the initial forward propagation,
and the vertical axis is the number of
occurrences. The observation shows
that most of the outputs of each layer
have similar values to those of the
first forward propagation, and only a
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FIGURE 1. The distribution of value differences of an intermediate layer for different
forward propagations (cited from Fujiwara and Takamaeda-Yamazaki).
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few values differ significantly, even
though the sampling takes different
weight instances.

ASBNN is a method to reduce the
number of calculations by increasing
the sparsity (fraction of zeros) that
appeared during the variational in-
ference by taking advantage of the

finds the dropout pattern first and
computes only the nodes that are not
dropped out. As a related approach,
Masksembles® has been proposed as
a method to obtain predictive distri-
butions using multiple fixed dropout
patterns instead of random dropouts,
and an efficient field-programmable

In general computing, other than machine learning,
making effective use of uncertainty, rather than
just hiding it, will be an important theme in future
computer architecture.

similarity latent in multiple forward
propagations. The key idea is that cal-
culations of only some limited outputs
depending on significantly changing
nodes in the previous layer are suffi-
cient to estimate a final output distri-
bution adequately.

By Monte Carlo dropout

Instead of sampling based on Gaussian
distribution, thereisan easy-to-realize
perturbation method using Monte
Carlo dropout (MC-Dropout). In the
original dropout, nodes are randomly
disabled to suppress overlearning
of the neural network model during
training. MC-Dropout is used as a
perturbation in the inference phase
to estimate the uncertainty of the
model output. Different nodes will be
dropped for each forward propagation,
and the output fluctuates correspond-
ingly. The predictive distribution of
output is estimated based on this fluc-
tuation. Compared with variational
inference based on Gaussian distribu-
tion, sampling for weights is not re-
quired, which simplifies the random
number generator and the circuit con-
figuration of the accelerator.

The interesting point here is that
the value of a node to be dropped out
istreated aszero,sothereisnoneedto
compute the predropout value of the
node if it is known in advance that it
will be dropped out. Fast-BCNN® has
been proposed as an accelerator that
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gate array (FPGA)-based accelerator’
that supports Masksembles has also
been proposed.

By moment propagation

A major drawback of Bayesian deep
learning variational inference based
on sampling is its high computational
cost. Increasing the number of sam-
pling times will yield a more stable pre-
dictive distribution, but this increases
the computational cost. Therefore,
deterministic variational inference
(DVI), a sampling-free method,® has
been proposed to obtain the predictive
distribution with one forward propa-
gation. In DVI, each layer is extended
to input moments of the probability
distribution, and each layer propa-
gates the moments directly to the sub-
sequent layers.

In this case, Taylor expansion is
required to calculate moments for
nonlinear functions such as rectified
linear unit (ReLU) and Sigmoid, which
are widely used in neural networks,
and the computational cost is high.
In BYNQNet,? moments can be calcu-
lated using only polynomial opera-
tions by using the quadratic activation
function. We also proposed Gaussian
error moment propagation (GeMP),10
a hardware-friendly nonlinear func-
tion for moment propagation based
on the Gaussian error linear unit,
which is used in transformer models.
As shown in Figure 2, compared with

ReLU-based moment propagation, the
GeMP-based moment propagation cir-
cuitislightweight and low latency.

DO NOT CONCEAL
UNCERTAINTY, EXPLOIT IT

So far, we have introduced computer
architecture techniques based on gen-
eraldigital circuit techniques that deal
with uncertainty in machine learning
and do not tolerate uncertainty. How-
ever, a question arises here. Should we
pay a significant cost to remove uncer-
tainty from a computer that processes
a program (machine learning) that, in
principle, cannot remove uncertainty
in the first place? If uncertainty in
computers is tolerated, what kinds of
uncertainty are tolerated and to what
degree? Can computational principles
that have uncertainty in their behav-
ior be used to compute machine learn-
ing to achieve computer systems that
are superior in energy efficiency and
machine learning capability?

In the field of machine learning ac-
celeration, simplified numerical rep-
resentations such as quantization and
low-bit-precision floating point, aswell
as approximate computations such
as weight pruning, are widely used.
Approximate multipliers and adders
that tolerate deterministic computa-
tional errors have also been proposed.
However, these are nonaccurate rather
than uncertain computations.

Stochastic computing, known for a
long time, represents numerical values
using the probability of occurrence of
zeroes and ones. Thus, it is a compu-
tation principle with uncertainty. The
fluctuation in stochastic computing is
realized by pseudorandom numbers,
not by natural mechanisms. Similarly,
digital annealing machines inspired
by quantum annealing are computa-
tion accelerators that use such pseudo
fluctuations. For example, STATICA!!
is a combinatorial optimization ac-
celerator based on a mathematical
approach called stochastic cellular
automata, which solves combinatorial
optimization problems by stochasti-
cally updating binary spin states.
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FIGURE 2. An architectural comparison between ReLU-based MP and GeMP-based MP (cited from Hirayama et al.10),

The above computational devices
are designed and manufactured using
digital circuit technology to remove un-
certainty. In contrast, thermodynamic
computing (TC)!2 hasattracted attention
as a method that directly exploits the
phenomenon of fluctuations in physi-
cal devices and takes advantage of their
propensity to transition to minimum
energy states according to thermody-
namic principles. An external classical
computer provides constraints of a cor-
responding target problem and input
data to a physically fluctuating device,
and the device will eventually transition
to an energetically stable state. Because
TC actively exploits the uncertainty of
the device, it eliminates the energy cost
paid to hide the uncertainty in conven-
tional computers.

Quantum computers have been ac-
tively studied in recent years with the

aim of realizing a fault-tolerant quan-
tum computer. In a noisy intermedi-
ate-scale quantum (NISQ) computer, it
is assumed that there is an error in the
quantum computer side of the compu-
tation; at NISQ, a quantum-classical
hybrid algorithm is being studied in
which the quantum computer performs
the appropriate processing on the quan-
tum side, and the classical computer,
which is capable of exact computation,
performs the rest of the processing.
This kind of right-performer approach
has the potential to achieve something
better than a classical computer-only
system despite the existence of uncer-
tainties in the NISQ machine.

n the area of machine learning,
methods for handling uncertainty,
such as Bayesian deep learning,

have been widely studied. Under-
standing the inherent uncertainty
helps us to make trustworthy and safe
decisions based on fluctuated ma-
chine learning outputs.

In general computing, other than
machine learning, making effective
use of uncertainty, rather than just
hiding it, will be an important theme
in future computer architecture. It
may become possible to achieve both
energy efficiency and reliability of
calculation results by introducing the
viewpoint of “optimizing the system
based on the assumption of uncer-
tainty,” rather than just pursuing “per-
fect accuracy.”

As a related topic, approximate
computing is the widely known di-
rection that allows the existence of
and/or probabilistic
computing errors, and the research

deterministic

APRIL 2025 155



COMPUTING ARCHITECTURES

provides various specific calculation
methods with feasible circuit technol-
ogies. The important point for going
beyond approximate computing is
that error-prone approximate comput-
ers should still provide trustworthy
results for users, even if the raw com-
putation results contain uncertainty.

Our key assumption is that there
is a substantial tradeoff between the
amount of supplied energy and cal-
culation accuracy, but not all calcu-
lations need to be rigorous to provide
trustworthy results. Under this as-
sumption, we believe the realization
of such trustworthy computers will
require technology in which different
levels of applications, software, and
hardware cooperate to “observe,” “in-
terpret,” and “control” uncertainty.

The “observe” process is the funda-
mental process of applying a computa-
tion operationto a fluctuated computer
device and measuring raw compu-
tation outputs. The computer might
return a fluctuated result for every
operation, and we can reissue the op-
eration and measure the result again,
if required, according to decisions by
the following “interpret” and “control”
processes to obtain a final computa-
tion result with the required quality.
Note that the entity and granularity of
an operation can be arbitrary. We can
think of both hardware and software
for the entity. A larger operation will
be beneficial in terms of control over-
heads, butit decreases the applicability
of the system to applications.

The “interpret” process is the ad-
vanced process of estimating the de-
gree of uncertainty in the obtained
raw computation outputs to provide
a trustworthy result. The uncertainty
can be estimated based on probabil-
ity distributions via multiple varia-
tional operations, as well as Bayesian
deep learning, but more suitable ap-
proaches for general fluctuated com-
puters might exist.

The “control” process is the dy-
namic feedback process used to cal-
ibrate the operation setting, such
as supplied energy (that is, electric
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voltage and current), to obtain the
next variational output. Based on the
current uncertainty estimation and
the required trustworthiness, a higher
energy supply might be preferred to
obtain a more confident raw computa-
tion, or alower energy supply might be
selected for energy saving.

This direction will not work well if
you prefer complete computers with
perfect accuracy. However, we hope
we can find a narrow but hopeful way
to realize energy-efficient and trust-
worthy computers if we become a
friend of uncertainty.
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his article describes the functional safety-related

standards development initiatives sponsored

by the IEEE Computer Society's Functional

Safety Standards Committee (FSSC), in par-
ticular IEEE P2851, focusing on interoperable activities
related to functional safety and its interactions with
reliability, security, operational safety, and time de-
terminism within a dependability lifecycle. The P2851
standards describe methods, description languages,
data models, and database schema that have been iden-
tified as necessary or critical to enable the exchange/
interoperability of data across all steps of the lifecycle,
encompassing activities executed at intellectual prop-
erty (IP), system-on-chip (SoC), system, and item levels
in a way that allows integration in different application
domains, such as automotive, industrial, medical, and
avionics safety-critical systems.
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THE FSSC

The IEEE Computer Society’s FSSC
was established in 2021, focusing on
architectures, methodologies, tools
addressing functional safety, and
other safety-related aspects of the
intended functionality at the differ-
ent levels of abstraction [system of
systems, systems, hardware, or software (SW) component]
and across application fields, such as automotive, industrial,
avionics, and high-performance computing. It also covers the
relationships of functional safety with contiguous domains
such as system safety, cybersecurity, reliability, real-time in-
teractions, and artificial intelligence (AI).

The broad nature of the domains means that there are
many intersections with other Societies within IEEE, and
to this end, the FSSC has been establishing links with other
IEEE Societies, such as the Reliability Society, whose work
of system safety also touches on functional safety. We want
to ensure that the IEEE ecosystem of standards is consistent
with each other and does not conflict with other well-estab-
lished standards, such as those from the ISO.

FSSC KEY ACTIVITIES

Since the last overview of FSSC activities published in Com-
puter in 2023,! the FSSC has worked on two standards activi-
ties and two white papers and has looked at emerging technol-
ogies, such as Al, and how they might affect functional safety.
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An example of an emerging tech-
nological issue is the issue of plasticity
loss and forgetting in deep continual
learning.? Continual learning models
have been used in the automotive space
to learn from real traffic situations and
to improve the responses over time.
However, neural networks can begin to
forget previously learned information
when they learn new information and
can lose plasticity over time, reducing
their ability to learn. These two failure
modes act in different ways, with forget-
ting affecting performance on old data
and plasticity affecting performance on
new data, but the implication is that if
you have a functional safety case reliant
on these operating correctly, then the is-
sues that the failure modes could create
alsoneed tobetakenintoaccount. There
is evidence that in real-life neural net-
works such as the brain, large numbers
of synapses are “reset” to help avoid bi-
ological plasticity problems,> so similar
approaches for Al neural networks may
aid the situation. But this means inten-
tionally forgetting some previous learn-
ing, which would mean understanding
the boundaries of any changes to main-
tain a functionally safe operating space.
This is an emerging area of study that
the FSSC will need to keep monitor-
ing closely.

The numerous domains that are af-
fected by functional safety mean that
there are a number of domain-spe-
cific standards, and unfortunately,
the differing standards use the same
terminology but with subtly different
meanings. This is a problem that was
explored in Mariani et al.,! and since
that article was published, the FSSC
has successfully published a white
paper on the subject.* The white pa-
per takes an overview across domains
and across standards from different
organizations to present a number of
definitions of key terms that will be
used moving forward in new standards
sponsored by the FSSC.

The second white paper published by
the FSSCisinthefield of prognosticsand
was published in June 2024, the work
having been previewed in Mariani etal.!
The white paper investigates the meth-
odology of prognosis and preventative
maintenance, identifies potential uses
and gaps in the state of the art of current
standards, and presents recommenda-
tions to stakeholders. The contributions

data across all steps of the lifecycle in a
consistent way. Additionally, the work
products of this standardization initia-
tive will help enable interoperability
between tools. The goal of this work is to
provide structures and directions to al-
low a seamless exchange of information
and interoperability between activities
at the same or different level of abstrac-
tion as well as activities across lifecycles

The safety-critical community is urgently
asking for a solution to accelerate the safety
engineering process while reducing risks
and costs.

that this white paper makes to the sub-
ject are being used in the latest P2851.1
standard, which will be discussed in a
later section of this article.

Apart from P2851 and its child stan-
dards, work is also well underway on
P3332 on control-oriented system safety
analysis, which was featured in the IEEE
Computer Society Standards webinar
series in November 2024.° The approach
being developed in this standard is to
consider the system and operating en-
vironment together, with the system
comprising hardware and SW. The
combined behavior is represented as a
network of cause-and-effect chains with
forks and joins, called a control structure.
The analysis identifies unsafe control
paths that lead to potential sources of
harm, which are then iterated around so
that they can be designed out of the con-
trol structure. Work is well underway
in creating a first draft of the proposed
standard, and it is hoped to publish this
within the next two years.

IEEE P2851

The IEEE 2851 standardization initiative
was started to define a dependability
lifecycle as well as methods and formats
for the exchange/interoperability of

related to different dependability attri-
butes across application domains such
as automotive, industrial, medical, and
avionics safety-critical systems. This
standards working group (WG) was
kicked off in early 2020, under the lead-
ership of the Design Automation Stan-
dards Committee, and then, in 2021, its
reporting was transferred to the newly
formed FSSC.

The development of safety- and cy-
bersecurity-critical systems is rapidly
growing due to the expansion of new ap-
plications, such as automated driving or
autonomous mobile robotics. Standards
such as ISO 26262, IEC 61508, and many
others define the complete set of activi-
tiesthat need to be performed, requiring
companies at different levels of the sup-
ply chain to tailor the lifecycle activities
that apply to them and deliver results to
other levels of the chain for which other
requirements are applicable. However,
there are no common methods, lan-
guages, or formats to exchange the rele-
vant data. As aresult of this gap, compa-
nies are struggling with many different
types of methods and description lan-
guages and are investing valuable time
and effort to reconsolidate, compare,
integrate, and combine the data. For this
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reason, the safety-critical community is
urgently asking for a solution to acceler-
ate the safety engineering process while
reducing risks and costs.

The WG's first standard (2851-
2023 - IEEE Standard for Functional
Safety Data Format for Interoperabil-
ity within the Dependability Lifecy-
cle) was published in December 2023.
This standard defines a dependability
lifecycle of products with afocus onin-
teroperable activities related to func-
tional safety and its interactions with
reliability, security, operational safety,
and time determinism. The standard
also describes methods, description
languages, data models, and databases
that have been identified as necessary
or critical to enable the exchange/in-
teroperability of data across all steps of
the lifecycle encompassing activities
executed at IP, SoC, system, and item
levels in a technology-independent
way across application domains such
as automotive, industrial, medical,
and avionics safety-critical systems.

Last year, the P2851 WG began work
on derivative standards, beginning
with P2851.1. At different levels of sup-
ply chains, companies struggle with
many different types of methods and
description languages for the exchange
of functional safety and reliability in-
formation. Therefore, the purpose of
this standard is to enable a seamless
exchange of data and interoperability
between functional safety and reliabil-
ity engineering activities at the same
or different levels of object abstrac-
tion. This standard defines a method
of seamlessly exchanging functional
safety- and reliability-related infor-
mation in a technology-independent
manner. Therefore, the standard helps
enable interoperability between tools
used by functional safety and reliability
engineers at the same or different lev-
els of object abstraction. The standard
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guides implementers on key methods,
description languages, and database
topics identified in IEEE Standard 2851-
2023. It covers topics that relate to radi-
ation testing for soft errors, vulnerabil-
ity factors measurements, base failure
rate estimation, reliability, availability,
serviceability system architecture, and
prognostics activities. In addition, this
standard defines an alignment flow of
functional safety and reliability in the
dependability lifecycle context, as de-
scribed in IEEE Standard 2851-2023.

In addition, a Project Authorization
Request (PAR) request was recently
submitted for P2851.2. The proposed
standard would cover implementation
guidance for key methods, description
languages, and database topics iden-
tified in the IEEE 2851-2023 standard,
related to functional safety and its in-
teractions with cybersecurity, to enable
the exchange/interoperability of data.
These identified topics include SW ar-
chitectural design, safety assessment
for SW updates, and confirmation re-
views. The activities are executed at IP,
SoC, system, and item levels in a tech-
nology-independent way across applica-
tion domains.

ore Al-based components

in future highly automated

vehicles impose new risks
in the context of automotive safety,
and there has been a growing effort
recently in the development of newer
standards for dependable computing.
New topics being initiated by FSSC
and [EEE P2851 will help address chal-
lenges related to functional safety
interoperability in the context of de-
pendable technologies.

REFERENCES
1. R.Mariani,]J. Athavale, A. Matteucci,
D. Galpin, and R. Schaaf, “Functional

safety standards committee: Results
and perspectives,” Computer, vol. 56,
no. 2, pp. 143-148, Feb. 2023, doi:
10.1109/M(C.2022.3229482.

. S.Dohare, J. Hernandez-Garcia,

Q. Lan,P. Rahman, A. R. Mah-
mood, and R. S. Sutton, “Loss of
plasticity in deep continual learn-
ing,” Nature, vol. 632, no. 8026, pp.
768-774, Aug. 2024, doi: 10.1038/
s41586-024-07711-7.

. H.Kasai, N. Ziv, H. Okazaki, S.

Yagishita, and T. Toyoizumi, “Spine
dynamics in the brain, mental disor-
ders and artificial neural networks,”
Nature Rev. Neurosci., vol. 22, no.

7, pp. 407-422, 2021, doi: 10.1038/
s41583-021-00467-3.

. FSSC, “The functional safety termi-

nology landscape,” IEEE, Piscataway,
NJ, USA, Jan. 2023. [Online]. Avail-
able: https://ieeexplore.ieee.org/
servlet/opac?punumber=10042203

. FSSC, “Predictive maintenance in

the context of functional safety,”
IEEE, Piscataway, NJ, USA, Jun.
2024. [Online]. Available: https://
ieeexplore.ieee.org/servlet/
opac?punumber=10555002

. IEEE Computer Society. Control-

Oriented System Safety Analysis.
(Jan. 4,2025). Accessed: Jan. 4,
2025. [Online Video]. Available:
https://www.youtube.com/
watch?v=1wU5DrqHN4w

JYOTIKA ATHAVALE is the director
of RAS architecture at Synopsys,
Sunnyvale, CA 94085 USA. Contact
her at jyotika@synopsys.com.

DARREN GALPIN is lead principal
microarchitect/concept engineer at
Infineon Technologies, BS34 8HP
Bristol, U.K. Contact him at
darrengalpin43@gmail.com.

WWW.COMPUTER.ORG/COMPUTER


http://dx.doi.org/10.1109/MC.2022.3229482
http://dx.doi.org/10.1038/s41586-024-07711-7
http://dx.doi.org/10.1038/s41586-024-07711-7
http://dx.doi.org/10.1038/s41583-021-00467-3
http://dx.doi.org/10.1038/s41583-021-00467-3
https://ieeexplore.ieee.org/servlet/opac?punumber=10042203
https://ieeexplore.ieee.org/servlet/opac?punumber=10042203
https://ieeexplore.ieee.org/servlet/opac?punumber=10555002
https://ieeexplore.ieee.org/servlet/opac?punumber=10555002
https://ieeexplore.ieee.org/servlet/opac?punumber=10555002
https://www.youtube.com/watch?v=1wU5DrqHN4w
https://www.youtube.com/watch?v=1wU5DrqHN4w
mailto:jyotika@synopsys.com
mailto:darrengalpin43@gmail.com

IEEE COMPUTER SOCIETY CAREER CENTER

Career Accelerating

Opportunities

Explore new options—upload your resume today

Changes in the marketplace shift demands for vital skills and talent.
[ . The IEEE Computer Society Career Center is a valuable resource tool

to keep job seekers up to date on the dynamic career opportunities
offered by employers.

Take advantage of these special resources for job seekers:

gk JOB ALERTS EZ TEMPLATES ﬁv WEBINARS
% CAREER % RESUMES VIEWED
Il Abvice A BY TOP EMPLOYERS

No matter what your career level, the IEEE Computer
Society Career Center keeps you connected to
workplace trends and exciting career prospects.

IEEE
COMPUTER
SOCIETY

<IEEE

Digital Object Identifier 10.1109/MC.2025.3546073




ComputingEdge

Your one-stop resource for industry hot topics,
technical overviews, and in-depth articles.

Cutting-edge Unique original Keeps you up to
articles from the content by date on what you
IEEE Computer computing need to know across
Society’s portfolio thought leaders, the technology
of 12 magazines. innovators, spectrum.

and experts.

IEEE
COMPUTER

%ﬂlﬁ' Subscribe for free SOCIETY
EEEE  www.computer.org/computingedge
. = g P gedg |EEE




	000_58mc04-cover1
	001_58mc04-toc-3533810
	003_58mc04-masthead-3533812
	004_58mc04-elsewhere-3536507
	007_58mc04-50-25-years-3527406
	011_58mc04-editorial-3529175
	014_58mc04-guested-3534447
	018_58mc04-kuhn-3527374
	027_58mc04-gavrilova-3526135
	037_58mc04-nakao-3531364
	046_58mc04-rahouti-3524302
	058_58mc04-notesfromthefield-3534445
	065_58mc04-predictions-3534375
	074_58mc04-reisman-3534264
	079_58mc04-games-3534263
	095_58mc04-humanitycomputing-3522696
	100_58mc04-industryinsights-3522697
	106_58mc04-iot-3522703
	111_58mc04-cybertrust-3524936
	115_58mc04-opensource-3530276
	121_58mc04-computingseconomics-3530304
	130_58mc04-algorithms-3533153
	147_58mc04-data-3533264
	152_58mc04-computingarchitectures-3536056
	158_58mc04-standards-3536796

