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ABSTRACT ARTICLE HISTORY
Decisions continue to be important to researchers, organizations Received 18 November 2020
and societies. However, decision research requires re-orientation to Accepted 19 February 2021
attain the future of data-driven decision making, accommodating KEYWORDS

such emerging topics qnd information techno!qgles as big .data, Data-driven decision making;
analytics, machine learning, and automated decisions. Accordingly, big data; analytics;

there is a dire need for re-forming decision theories to encompass automated decisions;

the new phenomena. This paper proposes a modern data-driven decision theory; algorithmic
decision theory, DECAS, which extends upon classical decision decisions

theory by proposing three main claims: (1) (big) data and analytics

(machine) should be considered as separate elements; (2) collabora-

tion between the (human) decision maker and the analytics

(machine) can result in a collaborative rationality, extending

beyond the classically defined bounded rationality; and (3) mean-

ingful integration of the classical decision making elements with

data and analytics can lead to more informed, and possibly better,

decisions. This paper elaborates the DECAS theory and clarifies the

idea in relation to examples of data-driven decisions.

1. Introduction

Decisions have always been the foundation of organisational performance and competi-
tiveness. Many successes and failures throughout the years have been attributed to a
single, fate-changing decision. Accordingly, a massive pressure has been placed upon
decision makers to ensure that the best achievable decision is made in a timely manner
(Bartkus et al., 2018). From how decisions were/are made, to the characteristics defining
decision makers and decision-making processes, to methods and techniques on how, or
on whether it is even possible, to reach the optimal decision; decision making has never
ceased to attract research interest. This has led to a plethora of research in decision-
making and decision theory throughout the twentieth century. Through a convergence of
intellectual disciplines such as mathematics, sociology, psychology, economics and poli-
tical science, philosophers and theorists have pondered what decisions say about people
and their values, and how they can be explained and enhanced. Accordingly, research
ensued in organisational behaviour and decision making, risk, uncertainty, complexity,
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rationality, optimisation, decision aids and decision support tools, etc. Along with a more
nuanced understanding of human behaviour and advances in technology that support
and mimic cognitive processes, this has led to improved decision making in many
situations (Buchanan & O'Connell, 2006).

Around the mid-twentieth century, research started to document decision systems,
including decisions by people along with machines with good predictive power. This
sparked a new interest in decision systems in terms of people, processes, systems, and
data for making decisions or supporting decision processes (Power, Heavin, et al., 2019).
Moreover, with the advancements in data science, machine learning, big data, and
analytics, data-driven decision making, or making decisions based on the results and
evidence provided by analytics, has gained popularity. Hence, data-driven decision mak-
ing has recently been perceived as a solution for providing more informed, quality
decisions which combine the intuition and experience of human decision makers with
the analysis of data, thus providing more rational choices leading to better results
(Janssen et al., 2017; Power, 2016; Provost & Fawcett, 2013).

The power of harnessing big data and the growing interest in big data analytics (BDA)
has also added to the hype by promising enhanced decision making through utilising the
capabilities of humans and machines, and their combined interaction (P. Grover & Kar,
2017; Gupta et al., 2018). With the increasing variety and volume of data which can be
combined and analysed, such as social media data, etc., different analytical approaches
and methods in multiple industrial domains have gained interest in research, with the
ultimate goal and potential for enhancing decision making. This has enabled more
collaborative decision-making processes through inputs emerging from different infor-
mation sources, and the application of advanced analytics (Rathore et al., 2017).

Furthermore, the flourishing coexistence of artificial intelligence (Al) supported sys-
tems with human decision makers in organisations has further ignited an interest in
synergistically augmenting their intelligence and capabilities, leading to more ‘intelligent’
data analysis, and consequently supporting and enhancing decision making (P. Grover et
al., 2020; Kotsiantis et al., 2006). This collaboration has led to different dimensions of
intelligence and a range of applications from less to more complex, with the aim of best
combining human and machine capabilities for better data-driven decision making,
depending on the environment and the type of decision (Trunk et al., 2020).

Hence, from supporting human decision makers, to fully automating decision pro-
cesses, the reliance on technology as a major part of organisational decision making has
increased. However, despite the growing amount of data, tools, and insights, decision
makers are still not fully harnessing the power of current technologies, especially without
clearly defined guidelines and processes, which still requires further research (Power,
Cyphert, et al., 2019; P. Grover et al., 2020).

1.1. Motivation and aim

In 2019, AlgorithmWatch published a report on automated decision making in the EU.
This extensive report described numerous cases of governments and organisations in
each EU country which had either implemented, were implementing, or were studying
the implications and implementation of data-driven decision making. Accordingly, this
report provides insight into the importance of data-driven decision making and its
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application, and the need for considerable research in the future of decisions. However,
data-driven decisions are still failing, regardless of the bountiful promises of technology,
automation, and Al, and the reasons why need to be studied and addressed. For example,
loannidis et al. (2020) conveyed how decisions based on COVID-19 forecasting have failed,
partly due to poor data input, wrong modelling assumptions, poor past evidence, lack of
transparency, errors, and considering only a few dimensions of the problem at hand.

On the other hand, Bean and Davenport (2019) argued that companies are failing to
become data-driven, based on the alarming results of NewVantage Partners’
(NewVantage Partners, 2019) ‘Big Data and Al Executive Survey’, whose participants
included 64 c-level technology and business executives representing very large corpora-
tions. It was made clear that there is still an eminent need for data-driven cultures, where
data is treated as an important business asset which receives more attention, investments,
and resources.

Frisk and Bannister (2017) also highlighted that although the skilful use of data
analytics and big data can radically improve a company’s performance, managers need
to change their decision-making culture in order to be able to achieve such improve-
ments. Their case studies on three public fire and rescue service organisations in Sweden
showed a structural problem in the way decisions were driven. Although having a strong
technology focus, decisions were taken in silos, there was little to no involvement of the
users, and IT was not realised as a strategic resource. Accordingly, there was too much
focus on the technology when investing in costly ICT systems and services, but too little
focus on how they affect the business and organisational decision making, as well as on
the total picture. Therefore, the incorporation of big data and analytics requires moving
towards a more considered and systematic form of data-driven decision making.

Consequently, poor decisions require learning from the past in order to guide decision
makers away from failure-prone practices (Nutt, 2010). As shown in a recent research
report from MIT Sloan, organisational learning requires humans and machines to not only
work together, but also to learn from each other, share growing collective knowledge
between humans and Al through digital data and human experience, and utilise data,
technology and algorithms. However, this requires significant change and effort, as well as
deliberating the degree of human and machine interaction, depending on the scenario
and type of decision (Ransbotham et al., 2020).

Current research has highlighted the importance of big data, analytics, and Al in
decision making, as well as their implications on decision factors, such as quality, effi-
ciency and success. However, such research, while inevitably tackling important individual
opportunities and challenges, has not provided an overall theory of data-driven decision
making which encompasses the parts altogether. Furthermore, although the decision-
making approaches, methods, and theories of renowned scholars, such as Herbert Simon
and Henry Mintzberg, have successfully withstood countless tests of time and applicabil-
ity, every era requires the addition of modern approaches to current theories in order to
support environmental changes and technological advancements. The best that a large
part of current information systems (IS) research has done in recent data-driven decision-
making topics, is synonymous to forcing a square peg into a round hole, by having to
accept the application of existing theories, and abstractly compelling them to explain
what they cannot with the current technological advancements.
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While solutions and explanations have been explored for individual concepts and
phenomena of data-driven decision making, a comprehensive theory which builds on
the scientifically sound principles of classical decision theory, while encompassing and
capturing the interrelationship between all the elements, has not been suggested.
Therefore, the aim of this research is to address the discerning lack of existing theory in
accommodating the modern elements of data-driven decision making. Hence, the
research question is: ‘How can we add to classical decision theory in order to support
data-driven decision making with (big) data and analytics?’

1.2. Research method

Accordingly, the purpose of this research is to answer the research question by exploring
the literature in order to develop a decision theory, which accommodates for the cap-
abilities of data-driven decision making by integrating the classical decision-making
elements with the modern advancements in big data and data analytics. This theory
aims to serve as an epistemological baseline for supporting the endeavours of data-driven
decision making, providing explanations beyond classical theory, and hence enabling
future research in the field. In order to avoid traditional gap-spotting researching, and to
rather conduct innovative path-(up)setting research, the theory is developed using
Alvesson and Sandberg’s (Alvesson & Sandberg, 2013) ‘problematisation as a methodol-
ogy’ for assumption challenging studies. This requires following six methodological
principles, which are: (1) identifying a domain of literature, (2) identifying and articulating
assumptions underlying the domain, (3) evaluating the assumptions, (4) developing an
alternative assumption ground, (5) considering it in relation to its audience, and finally (6)
evaluating the alternative assumption ground. The process is depicted in Figure 1.

Consequently, the paper starts with an analysis of the literature and a theoretical
background on the relevant concepts and theories related to traditional decision theory,
as well as big data, analytics, and data-driven decision making (identifying the domain
and the underlying assumptions). Due to the multidisciplinary nature of the topic, it is
important to ground it in quality decision-making research as a theoretical foundation
(Arnott & Pervan, 2008). The paper then moves on to discuss the need for a new theory,
both in IS research and then in practice, by highlighting examples of data-driven decision
making where the shortcomings are inexplicable with current decision theories (evaluat-
ing the assumptions of classical decision theories). Consequently, DECAS, which encom-
passes the Decision-making process, dEcision maker, deCision, dAta and analyticS, is
proposed as a modern data-driven decision theory and explained in detail, using
Toulmin’s (2003) argumentation model as a means of representation in order to portray
the claims according to Gregor’s (2006) structural components of a theory (developing an
alternative assumption ground and considering it in relation to its audience).
Subsequently, the theory is discussed in regard to the data-driven decision-making
scenarios portrayed throughout the paper, as well as relevant research and works which
further support the claims (evaluating the alternative assumption ground). Finally, the
paper ends with a conclusion and suggestions for future work.
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2. Decision theory

Decision theory, simply put, is the study of choices in order to make a decision. However,
decisions are far from simple, and their surrounding theories have been complex subjects
of focus and debate throughout many decades of interdisciplinary research (Hansson,
1994). Moreover, decision theory has primarily focused on rational decision making
(Peterson, 2011). It is a systematic study of the goal-directed, non-random behaviours
and actions of decision makers, under events or conditions when different options or
courses of action can be chosen (Hansson, 1994). Hence, the decision problem is the
situation in which a decision maker chooses what to do from a set of alternative acts,
which are affected by events taking place outside of the decision maker’s control, and
accordingly result in various outcomes with positive or negative payoffs (Peterson, 2011).
Accordingly, decision theory usually focuses on the outcome of decisions as judged by
pre-determined criteria or on means-ends rationality (Hansson, 2011).

Furthermore, decision theories are usually described as normative or descriptive.
Normative decision theory seeks to yield prescriptions about what decision makers
ought to, or are rationally required, to do (Peterson, 2011). Accordingly, a normative
decision theory is a theory about how decisions should be made, or the prerequisites
which should exist to reach rational decision making (Hansson, 1994). However, psychol-
ogists and economists, including Nobel Prize winner Herbert Simon, criticised the
assumptions about the human decision maker in the rational theory, describing it as
unfounded and psychologically unrealistic, calling for alternative theories (Gigerenzer &
Gaissmaier, 2015). Accordingly, recent advances in the psychology of intuitive judgement
and choice have differentiated between separate cognitive systems requiring different
models and explanations than the formal normative and rational models known before
(Kahneman, 2003).

On the other hand, descriptive decision theory is an empirical discipline which seeks to
explain and predict how people actually make decisions (Peterson, 2011). The starting
point for descriptive decision theories came from empirical experiments where it was
shown that people’s behaviour was inconsistent with the normative theories. It is con-
cerned with how and why people think and act the way they do, without trying to modify,
influence, or moralise about such behaviour. Descriptive decision theory also assumes
that decisions in real life can be non-rational as well as rational (Bell et al., 1988). Thus,
descriptive and normative decision theories are, two separate fields, which may or may
not interrelate (Peterson, 2011).

With the emergence of Al and new technologies, research has aimed to extend the
principles of decision theory, along with information theory, game theory, systems theory,
etc., by applying them to ‘intelligent’ agents and machines. The focus has been on the
decision-making processes of machines, and how they can be ‘trained’ or ‘taught’ to
‘decide’. Simon’s (1977) view on Al was that both human thinking and information
processing programs were similar in that they scan data for patterns, store the patterns
in memory, and then apply the patterns to make inferences or extrapolations.
Consequently, some programs can reproduce or even surpass human decision-making
or problem-solving capabilities (Frantz, 2003). However, the extent of collaboration
between both, and the consequential effect on decision making still need to be further
examined.
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Moreover, while classical decision theories rely on a numerical representation of a
decision process, the requirement of numerical concepts is sometimes too difficult in real
life (Grabos, 2004). Although remarkable, the tools of traditional decision theory have not
proven fully adequate for supporting attempts to automate decision making in the field of
Al, in more complicated and realistic cases with unforeseen preferences or decision
choices, or in cases where the underlying assumptions are susceptible to change (Doyle
& Thomason, 1999).

This has motivated the work on various frameworks and functions in Al, and led to a
focus on a qualitative representation of decision making, or qualitative decision theories
(Grabos, 2004). Qualitative decision theories aim to provide better support for automation
by developing qualitative and hybrid representations and procedures that both comple-
ment and improve the quantitative decision theory’s ability to address the full range of
decision-making tasks (Doyle & Thomason, 1999). Unfortunately, as decision theory is an
entire field and study of its own, this research only focuses on a few relevant aspects.

3. The classical elements of decision making and their surrounding theories

Decision making has been a topic widely studied for centuries. While the types of
decisions and decision makers in question differ, continuous research on the who,
where, what, when, why, and how of decision making has never ceased to exist.
However, the focus of this paper is limited in scope to the twentieth-century Euro-
American classical decision theories, due to their prominence in management, organisa-
tional decision-making, ‘thinking machines’, and decision support systems. This includes
the work of researchers and theorists such as Simon, Mintzberg, March, Drucker and many
others who laid such foundations (Buchanan & O'Connell, 2006). Accordingly, the main
elements around which the majority of such research revolves can be distinguished as the
decision-making process, the decision maker, and the decision itself. These elements,
summarised in Figure 2, along with some of the relevant surrounding concepts are
discussed in the following subsections.

3.1. The decision-making process

Depending on the complexity of the decision problem, the decision-making processes, or
the processes adopted and followed by organisations in order to reach a decision, may be
structured or unstructured (Langley et al., 1995). Simon followed a structured approach
and stated that the decision-making process is sequential, and involves intelligence,
design, choice and review or implementation. Intelligence is gathering the data and
information related to the decision, while design is analysing the alternatives to deter-
mine the possible outcomes and look at how they will meet the goals. Accordingly, good
choices will be more difficult to make if either of these phases are neglected. Finally, a
choice between the possible alternatives is made (Frisk & Bannister, 2017; Pomerol &
Adam, 2004).

Drucker (1967) also argued that an effective decision is made through a systematic
process with clearly defined elements and a structured sequence of steps. The proposed
steps start with classifying the problem whether it is generic or unique, then defining the
problem, specifying the answer to the problem and the boundary conditions, deciding as
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Figure 2. The elements of classical decision making.

to what is right, rather than what is acceptable in order to meet the boundary conditions,
converting the decision into action, and finally evaluating the decision by testing its
validity and effectiveness against the actual course of events.

On the other hand, unstructured decisions refer to decision processes which have not
previously been encountered and for which no predetermined and explicit set of ordered
responses exists (Intezari & Gressel, 2017). Mintzberg and Westley (2001) argued that
decision making is not always a thinking first or a linear process. Accordingly, they
suggested that the rational decision-making process is iterative and is identified as
follows: define, diagnose, design, decide. The main goal of decision making is to be
rational by collecting the relevant information regarding the problem or issues requiring
investigation, followed by generating all possible alternatives and examining the resulting
consequences, and finalised by choosing the most optimal alternative (Kalantari, 2010).
However, the rational approach proves to be uncommon in several scenarios, and thus
rationality should not be the only focus of the decision-making process (Mintzberg &
Westley, 2001). Moreover, in cases where decision problems are vague, uncertain and
fuzzy, or for which no pre-defined process and optimal solution exists, sometimes human
intuition, experience and judgement can be the basis for decision making. Accordingly,
decision making does not always follow clearly structured or pre-defined phases but can
rather sometimes be based on a combination of data, experience and feeling.
Furthermore, depending on the decision circumstances, the time frame, the strategies
adopted by the organisation, and the level of the impact of the decision consequences,
the importance of each phase in the decision-making process may vary (Intezari & Gressel,
2017).
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3.2. The decision maker

The decision maker is the person who applies the decision-making process to reach a
decision. It is up to the decision maker to have full and current information upon which to
base the decision (Mintzberg, 1975). Simon (1997) argued that decision makers cannot be
rational, since they do not have perfect control over the environmental factors as well as
their mental capabilities. Therefore, he believed that due to the disparity between the
complexity of the world and the fitness of human computational capabilities, limitations
on human rationality and calculation will continue to exist, even with or without compu-
ters (Kalantari, 2010).

Hence, the term ‘bounded rationality’ was used to define the assumption that ration-
ality in humans, was at least in some important respects, bounded by human computa-
tional limits (Simon, 1997). The decision maker when faced by a choice, selects the first
solution considered as satisfactory without trying to attain an unrealistic (and maybe
useless) optimal solution. Furthermore, Simon considered decision theory to assume that
decision makers always know the problem on hand, that they can formulate the problem
as an effectiveness or efficiency problem, and that they have the necessary information
and resources available to always find a solution. However, he argued that is never true in
reality. Thus, decision makers never have a precise idea of their problem, the problems
can rather be formulated as a search for a satisfying compromise, and a solution for the
problem is always constrained by time and available resources (Tsoukias, 2008).
Consequently, it is up to a good decision maker to be able make decisions using any of
the decision-making processes depending on the situation (Kalantari, 2010).

Moreover, classical theory assumes that the decision maker chooses among fixed and
known alternatives, of which each has known consequences. However, this is no longer
accurate once human perception and cognition intervene between the decision maker
and the environment. Contrarily, in the choice process, alternatives are not given, but
should rather be sought, and the determination of consequences is a tedious and difficult
task, especially since the decision maker's information about the environment is much
less than a perceived approximation of the actual state of the environment (Simon, 1959).

Furthermore, Simon pointed out that since computers solve problems using heuristics
and means-end analysis (at the time), similar to humans, then they can be considered to
‘think’ and display intelligence, or behaviour appropriate to the goal and adaptive to the
environment. Such intelligence allows the limited processing capacity of the decision
maker, whether man or machine, to use efficient search procedures to generate possible
solutions (Frantz, 2003). Consequently, Simon (1959) claimed that if the decision premises
can be translated into computer terminology, then the digital computer can provide us
with an instrument for simulating even very complex human decision processes.

Nevertheless, humans and machines are not the same, and a distinction needs to be
made between both. And while computers have much evolved since then and do not
solve problems in the same way anymore, even in Simon’s definitions Al is an enabler, and
is an instrument or tool for simulating or aiding decision making. However, it does not
replace the human decision maker, who has received so much attention in decision
theory research. Mintzberg (1989) further elucidates the importance of the decision
maker’s role and argued that while the computer is important for supporting specialised
work, the human decision maker’s role continues to be the same.
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3.3. The decision

Finally, the decision is the result of the decision maker going through the decision-making
process and selecting the best alternative. However, since the decision maker is limited by
cognitive abilities and external factors, or with bounded rationality, the optimal decision
cannot be reached. Consequently, the decision maker constructs a simplified model of
rationality, taking into consideration the surrounding limitations, in order to be able to
deal with the circumstances and search for a satisfactory, or good enough, decision. Such
decisions are described as ‘satisficing’ (Kalantari, 2010; Pomerol & Adam, 2004).
Accordingly, research continues to search for ways to reach, or at least come closer to
reaching, the so far unreachable ‘optimal’ decision.

However, since the classical model of rationality assumes knowledge of the relevant
alternatives, consequences, probabilities, and a predictable world without surprises, it is
important to differentiate between these perfect knowledge small worlds and other, more
common, large worlds. In such cases, part of the relevant information is unknown or must
be estimated, so the conditions for rational decision theory are not met, making it
inappropriate for optimal reasoning and requiring different theories, heuristics, and
expectations for the range of situations (Gigerenzer & Gaissmaier, 2011).

Moreover, another important characteristic of the decision is its quality. The decision
quality includes timeliness, accuracy and correctness of the decision (Janssen et al., 2017).
For quantitative decisions, validity and reliability are also considered characteristics of
quality (Ho, 2017). Previous research about the use of data shows that the data quality
influences the decision quality. Furthermore, the decision quality depends not only on the
data itself, but also on the process in which the data is collected and the way it is
processed (Janssen et al., 2017).

As technology has evolved throughout the years, the way decisions are made has gone
through considerable transformation. From being based purely in the human mind, to
benefiting from the supporting computational power and simple analyses of computers,
to relying completely on machines and algorithms in automating decisions, or to being
enhanced by the use of analytics in order to extract hidden insights from vast amounts of
data and see what could not have been perceived before; decisions have inevitably
changed.

4. The emergence of big data and analytics in data-driven decision making

One inherited concept from classical literature that will always stand true, is Mintzberg’s
(1989) statement that information ‘is the basic input to decision-making’. However, the
information available has inevitably evolved throughout the years. Back then, it was only
the manager that had the full and current information to make the set of decisions, and
information was mainly sought by word-of-mouth and data was mostly verbal (Hansson,
1994; Mintzberg, 1989). With the reliance on technology and machines, and the increasing
amounts of data available on hand, big data and BDA have gained popular interest
throughout recent years. They are briefly discussed below, followed by the concept of
data-driven decision making, which utilises the information, patterns, and insights pro-
vided by the analytics to reach more informed decisions supported by facts and data.
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4.1. Big data

First of all, big data is data that cannot be handled using traditional tools and techniques
due to its high volume, variety, velocity, value, and veracity (Elgendy & Elragal, 2014).
Volume is the sheer size or the quantity of the data, while variety refers to the different
types of data collected from structured and unstructured data sources. Velocity means the
speed of collection, processing or updating and analysing of the data. On the other hand,
value refers to the strategic and informational benefits of big data, and veracity represents
the reliability of the data sources. In recent years, variability and visualisation have also
been added. Variability refers to how the insights constantly change as the interpretation
of information changes, or as the addition of new data changes the outcome. Finally,
visualisation is the representation of data and hidden patterns and trends in meaningful
ways (Mikalef et al., 2018).

Nevertheless, traditional tools are not able to address the issues of scalability, adapt-
ability, and usability necessary for big data (Saggi & Jain, 2018). This is because big data
involves not only the ability to handle large volumes of data, but also represents a wide
range of analytical capabilities and business possibilities. It enables automated real-time
actions, and intraday decision making. Therefore, it requires new forms of processing in
order to enable enhanced decision making, insight discovery, and process optimisation
(Mikalef et al., 2018). Kamioka and Tapanainen (2014) also described big data as large-
scale data with various sources and structures, which is intended for organisational or
societal problem solving, and accordingly cannot be processed by traditional methods.
Due to the heterogenous and autonomous resources, complex and dynamic relation-
ships, diversity in dimensions, and size, big data is beyond the capacity of conventional
tools or processes to effectively capture, store, manage, analyse, or exploit (Mikalef et al.,
2018).

Furthermore, big data can unlock significant value by making more types of informa-
tion transparent and usable at a higher frequency, enhancing the development of
products and services, boosting performance, improving decision making, and leading
to better and more informed management decisions (Manyika et al., 2011). However, it
requires the proper technology, computational power, and algorithmic accuracy to
gather, analyse, link, and compare such datasets. As a result, big data can offer a higher
form of intelligence and knowledge that can generate insights which were previously
impossible, with the impression of truth, objectivity, and accuracy (Boyd & Crawford,
2012). Nevertheless, the mere possession of big data is not enough to yield sustainable
competitive advantage, which rather necessitates the ability to assemble structured and
unstructured data, analyse vast amounts of such data, and utilise the insights to inform
decisions (Amankwah-Amoah & Adomako, 2019).

Moreover, a variety of data emerges from different sources and devices, and the
velocity and volume of data generated within organisations fluctuates to a large extent
which requires utilising analytics to enhance functional flexibility and agility.
Nevertheless, when data is created at such a high pace in flexible organisation systems,
especially if the data is in siloes, it often contains noise, biases, outliers and abnormalities
which need to be cleaned and processed before improved and generalisable decision
making can be enabled. On the other hand, such data if properly handled and analysed,
can generate value for organisations, convey the potential for more extensive insight, and
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leverage the decision-making process. Thus, the information gained can be used for
making better data-driven decisions, while maintaining flexibility and agility. However,
due to the difficulty of analysing big data, a revolutionary step is needed from traditional
data analysis (P. Grover & Kar, 2017).

Accordingly, it is well acclaimed in literature that big data differs from traditional data
and requires different methods for storage, management and processing than the data
and information available in the past. It is also extensively noted that big data has a direct
and positive impact on decision making, and thus is worthwhile to be included in
modern-day decision research. Hence, comes the need for BDA.

4.2. Big data analytics

BDA is a holistic approach to managing, processing, and analysing big data sets by
applying advanced analytics techniques. It allows for the creation of actionable ideas
for measuring performance, establishing competitive advantages, and serving as a new
platform for productivity, innovation and improved data-driven decision making (Wamba
et al.,, 2017). Moreover, BDA includes the technologies, processes, tools and techniques or
analytical methods, which can be applied to data in order to provide meaningful insights
and actionable prescriptive, descriptive and predictive results (Mikalef et al., 2018).

Analytics on big data samples can help reveal and leverage business change.
Accordingly, decision making can be substantially improved through sophisticated ana-
lytics and valuable insights, which would have otherwise remained hidden, can be
extracted (Elgendy & Elragal, 2016). Additionally, BDA can strengthen areas of organisa-
tional challenge, such as managing multiple data sources, prediction and optimisation
models, and decision making (P. Grover & Kar, 2017). Saggi and Jain (2018) described BDA
as a technology-driven ecosystem, which helps extract knowledge from data in an
interpretable and appropriate form, and lead to better decision making and informed
decisions. Moreover, it can improve operational performance by allowing real-time deci-
sion making, enhance data quality and diagnosticity, and consequently lead to better
decision making (Jha et al., 2020).

Meanwhile, in order to generate a deep understanding and useful insights from BDA
for value creation, there are immense challenges in terms of data, processes, analytical
modelling, and management for different applications. Gupta et al. (2018) suggested that
there are four main characteristics of decision making with BDA, utilising the capabilities
of humans, machines, and their combined interaction. These characteristics are observa-
tion, interpretation, evaluation and decision making. The observation of the big data is
where aggregation, integration and examination of the data takes place. Next, the
interpretation of the datasets provides a better understanding and solving of complex
problems when there is a variety of information sources. Evaluation of the data to
generate information requires processing huge amounts of data within a short time
frame, and also necessitates efficacy in the data analysis in order for the evaluation to
be trustworthy and accurate. Finally, the decision is made based on the data which has
been analysed. Accordingly, BDA should not be considered synonymous with classical
analytics methods and techniques performed on data collected through traditional
means and sources.
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Consequently, the need arises for a focus on decision making leveraged by big data
and analytics, hence interchangeably defined in literature as data-driven, evidence-driven,
fact-driven, Al-based, algorithmic decision making, or even automated decision making,
as the decision-making task is being delegated - partially or fully - to machines relying on
analytics. In this research, the term data-driven decision making is used to refer to such
concepts, and is covered in the following subsection.

4.3. Data-driven decision making and its elements

Data-driven decision making refers to the systematic collection, analysis, examination, and
interpretation of data, usually through the application of analytics or machine learning
methods and techniques, to reach informed decisions (Mandinach, 2012). While the auto-
mation of decisions remains debatable, they can at least be augmented through the
utilisation of big data techniques and technologies by analysing huge integrated datasets
instead of smaller samples (Elgendy & Elragal, 2014). Accordingly, data-driven decision
making bases decisions on a combination of the intuition and experience of the decision
maker with the analysis of data (Provost & Fawcett, 2013).

Drawing on Simon’s approach, the data-driven decision-making process starts with
identifying problems and opportunities, then defining strategic objectives and criteria for
success, followed by developing and evaluating alternatives, and finally prioritising and
selecting one or more of these alternatives. However, in each step, big data technologies,
analytics, and machines are essential, since they enable the effective capturing, integra-
tion, and analysis of data, which in turn improves the accuracy, sophistication, and
completeness of the rational analysis and final decision (Cao & Duan, 2015). Moreover,
analysing the large volumes of data, whether internal or external, may create descriptive
value, by summarisation of the data and describing current or historic events, predictive
value, through predictions about the future based on historic data, and/or prescriptive
value, by suggesting optimised courses of action and descriptions of the consequences
(Strand & Syberfeldt, 2020). Additionally, data-driven decision making is said to lead to
more informed, quality decisions, since more knowledge about the data, the analytics, the
relationships among variables, and the resulting information all add to enhancing the
decision quality (Janssen et al., 2017).

Furthermore, data-driven decision making can help address the bounded rationality
problems discussed by Simon (1997) that refer to the constraints of the cognitive
capabilities of the human mind, and the lack of available information or the inability to
process vast amounts of such information in order to be able to reach an optimal decision.
So while analytics do not necessarily make strategic or high-level decisions, but rather
atomic decisions that prioritise, classify, associate, and filter, their output can be used as
input for decision makers to make better decisions based on the availability of newfound
information and relationships (Cao & Duan, 2015; Diakopoulos, 2016). Moreover, if deci-
sion makers act upon the recommendations, then analytics and computerised decision
support can potentially help people make rational choices that are more likely to lead to
goal attainment and good results (Power, 2016).

Hence, as portrayed in Figure 3, it is concluded that modern data-driven decision
making is based upon data and analytics, along with the three previously discussed
elements of classical decision making, and accordingly there arises an important set of
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Figure 3. The elements of data-driven decision making.

questions and considerations, such as the degree of collaboration, accountability, trans-
parency, evaluation, explainability, etc. This is the basis for deriving a modern data-driven
decision theory, which is discussed in the following section.

5. Accommodating for data-driven decision making beyond the claims of
classical decision theory

With the modern advancements in technology, the emergence of big data, analytics and
Al, and the focus on data-driven and automated processes, the need for a new theory for
decision making under these circumstances arises. While the essence of data-driven
decision making is, as with most decision-related topics, based on classical decision
theory, it has evolved beyond the capabilities of the past and calls for new approaches
in theory to support the future of scientific research in the field. Hence, after perusing the
literature, a modern data-driven decision theory has been developed. Accordingly, this
theory aims to support decision makers in the digital environments characteristic of
nowadays, to reach more informed, optimal, data-driven decisions. The need for devel-
oping the theory in research is discussed below, followed by the need in practice. This is
emphasised by challenging the assumptions of classical decision theories in supporting
data-driven decision making, by evaluating their shortcomings in explaining the data-
driven successes and failures of example cases.

5.1. The need for a new theory in research

Theories, methods, and practices have guided scientific research for centuries. Although
most of these continue to be used, and have proven their empirical success and suffi-
ciency throughout time and under various circumstances, many need to be updated or
evolved in order to accommodate for new technologies and developments. Furthermore,
a need for the development of different types of good theories in IS literature and
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research continues to exist, as the field struggles with the dearth of original and bold
theorising, and hence requires novel, genuine, high-level theories around conceptual
relationships between information technology, information and social behaviours
(Gregor, 2006; V. Grover & Lyytinen, 2015).

In their seminal work, Hassan and Mingers (2018) reinterpreted the(ir) understanding of
the Kuhnian paradigm in order to use such (new) understanding to encourage and
motivate novelty in conducting research in IS. They explained the need for IS, as a
discipline, to have new theories and depart away from being an excessive borrower
discipline or from conducting research which is mainly focused on gap-spotting.
Contrarily, what holds the IS field together is a sociotechnical axis of cohesion centred
on the interplay between the technical or information-related, world and the social world,
which provides the opportunity for IS research to be established as a reference field in
relation to other social science fields (V. Grover et al., 2020). Accordingly, there is a need
for path-(up)setting research which challenges the assumptions underlying the existing
literature to develop more interesting and influential theories (Alvesson & Sandberg,
2013).

Lyytinen and Grover (2017) showed that IS theories need to be adapted according to
the current situation by revisiting Ackoff’s classic ‘Management Misinformation Systems’
and its five myths (which has been deemed an essence of IS literature for years) in light of
today’s information and data rich environments, and portraying a new view of the long
withheld arguments and assumptions. For example, they added to Ackoff’s information
overload concept and the argument that managers are faced with an overabundance of
relevant information and must filter the relevant from the irrelevant information with a
contemporary view. This view states that with the overabundance of data nowadays, and
the emergence of data analytics techniques, relevant information is no longer a result of
filtering, but rather a process of discovery by combining analytics, visualisation and critical
thinking. In response to other arguments, they also added that BDA improves decision
making at a different scale and offer new ways to learn from and improve past decisions.
Hence, traditional views were not discarded, but rather built upon and adapted to meet
present needs.

Traditional decision theory is limited in many cases in guiding decision-making activ-
ities, and is subpar in effectively representing and reasoning about decisions which
involve a broad knowledge of the world, as well as in communicating about the reasons
for decisions in ways intelligible for human decision makers. This accordingly limits the
use of traditional decision theories in the automation of decisions, which would require
taking qualitative goals, methods and preferences into account, as well as basing deci-
sions on theoretic and analytic information rather than ad hoc rules (Doyle & Thomason,
1999).

Elragal and Klischewski (2017) argued that in order for BDA research to be useful in the
long run, it needs to be theory-driven, not only driven by data which is easily available,
and accordingly needs epistemological reflection. Since big data and analytics have
become the new research hype, their contribution to science cannot be ignored by
simply questioning the validity and reliability of big data research. However, the lack of
theories and formal methods governing the field conceivably leads to a widespread
debate about the empirical accuracy of the findings. As BDA research will inevitably
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continue to flourish, there is a growing need for developing more theories and methods
to support research in the field.

This is further supported by V. Grover et al. (2020) who argue that data-driven big data
research currently focuses more on the data and techniques, and less on the theory, which
results in more locally focused research, rather than higher-level theoretical constructs
and abstractions. However, IS researchers should aim to create broad, generalisable
knowledge that can be built on by others, and this applies for big data research as
well which could be used to better understand the broader issues related to use of
technology and information in a social context. Nonetheless, data-driven IS research
indicatively lacks a connection with the theoretical building blocks derived from manage-
ment theory, organisation theory, behavioural theory, computer science theories and
systems theory (Kar & Dwivedi, 2020).

Lyytinen et al. (2020) suggested that the emergence of metahuman systems, which
join human and machine learning, will inevitably push IS research in new directions that
may involve a revision of the research goals, methods, and theorising in the field.
Moreover, Duan et al. (2019) proposed that it is necessary to theorise the use of Al and
its impact on decision making in order to provide a systematic understanding through an
integrated conceptualisation. Since the overall aim of BDA is to enhance decision making
by discovering hidden patterns and knowledge, it has become a core element in organi-
sational or strategic decision making nowadays.

Accordingly, big data and analytics must build their own roots in the universally
acclaimed decision theory alongside the decision-making process, the decision maker,
and the decision, and the resulting relationships and roles of each of these five elements
needs to be further studied. Due to a lack of available research incorporating the classical
elements of decision making, with the modern additions of big data and analytics in
decision theory, the motivation has been found to develop a theory of our own as a basis
for future research. Moreover, Arnott and Pervan (2008) highlighted an ongoing concern
in IS research that there is a widening gap between research and practice. Thus, the
practical relevance of research should be determined by maintaining a close link with the
industry and organisations. The following subsection provides some relevant cases sug-
gesting a need for the theory in practice.

5.2. The need for a new theory in practice: algorithmically driven to failure, or
success?

In 2018, the Swedish Public Employment Service (PES) deployed an automated decision-
making system intended to increase efficiency by automating the process of checking if
people receiving a certain type of unemployment benefit keep up their obligations, or
else to issue warnings or withhold payments. However, officials had to look into the
system after they noticed it was failing to generate letters to expected welfare claimants.
Consequently, it was found that between 10% and 15% of the computer’s decisions were
most probably incorrect, and welfare payments were stopped for up to 70,000 of the
unemployed. The news of the failing system came only three weeks after the employment
service had announced it was laying off up to 4,500 of its 13,500 employees and cited a
budget cut of €75 million between 2018 and 2019. It was further clarified that the Swedish
public administration had begun to replace people with algorithms to decide on
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everything from welfare payments to child support and sickness benefits. Without clear
oversight, the failure of such systems affecting so many people is discerning (Wills, 2019).

Near the same time, there was news about the Finnish Tax Administration regarding
some mistakes in their automated tax assessment process. Although on a much lower
scale of severity, concern was still raised by the ombudsman towards securing legal
protection, good administration, explainability, and accountability in automated deci-
sions (AlgorithmWatch, 2019).

On the other hand, also in 2018, New Zealand’s Accident Compensation Corporation
(ACC) implemented an in-house automated system for processing personal injury claims.
The main difference was that the system could not decline claims, and could accordingly
only accept straightforward ones. Any incomplete or complex claims were flagged for
manual processing by a human. Thus, by limiting the jurisdiction power of the tool and
not eliminating the human decision maker from the process, what could have potentially
been a high-stake decision has been converted to an extremely low-stake one because
the tool cannot decide adversely (Zerilli et al., 2019).

Moreover, the Dutch tax organisation utilised big data and analytics to reduce costs
and improve compliance. The big data chain started by collecting data from public and
private organisations and combining it with their internal systems, improving the data
quality and extensively preparing and preprocessing it for analysis, analysing the data to
identify patterns, and finally preparing the results for use by human decision makers. The
implementation of the process was tedious, complicated, and required immense research
and change, yet it finally managed to work and add value to decision making (Janssen et
al.,, 2017). So although these examples may have also led to letting go of employees and
had their own set of arising challenges, the clear failure associated with the PES's case was
avoided. But why?

Accordingly, the reasons for such successes and failures in data-driven decision making
need to be pinpointed. We can endeavour to explain some of the problems by attributing
the failure of the PES to the fact that the human decision maker was eliminated from the
loop, and the risk of removing human intelligence was undermined; however, the ACC
avoided this by utilising the machine to support, rather than to eliminate, the human
decision maker. Nevertheless, neither in scientific research nor in practice can we continue
attempting to explain on our own accord, without sound theories or empirical evidence
to back these elucidations up. Despite the severe impact of such decisions and their
influence on society and the future of millions, classical decision theory on its own cannot
explain what happened. This is simply because the previous examples include two
elements, the big data and the analytics, which classical decision theory does not clearly
define. This inexplicability in itself is a major challenge, since the problem consequently
cannot be interpreted, avoided, or resolved.

On another note, Mezias and Starbuck (2009) highlighted the importance of the data
element in decision making, and that inaccurate or unreliable data leads to decision
failures. They pinpointed the problem that managers and decision makers receive erro-
neous and distorted information, as well as much more information than they can
possibly process. This lack of reliable evidence has led to many problematic decisions,
such as those of political invasions and wars, the many strategic ventures of a large
telecommunications company, as well as the case of a multinational oil and gas company
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(Royal Dutch Shell) when they failed through a series of poor decisions over a decade,
costing billions of dollars and control over critical assets.

The significance of the proper usage of analytics and big data in decision making has
been reflected in multiple other examples, such as the case of the Danish Primera Air,
which was established in 2003 as a low-cost carrier, and eventually fell to its demise in
2018. One of the prominent reasons for its failure was its inability to capture big data, such
as social media, flight data, and customer data, as well as utilise BDA to inform their
strategic decisions. This led to its operation on wrong routes, increased risks, and financial
disaster, as opposed to other airlines, such as American, United Continental, British
Airways, and JetBlue who have invested substantial resources into their data-driven
decision processes and successfully took advantage of big data and analytics in their
decisions (Amankwah-Amoah & Adomako, 2019).

Janssen et al. (2017) discussed many factors influencing data-driven decision-making
quality in association with their case study on the Dutch Tax organisation. Among these
factors were the big data quality, analytics capabilities, collaboration, flexible infrastruc-
ture, process integration and standardisation, and decision-maker quality. Their study
showed that an unreserved dependence on the data and analytics led to wrong judge-
ments, complaints, and reckless errors. Depending on the situation and context, the data
and analytics need to be carefully selected and utilised to support the experienced
decision makers or knowledgeable actors in a standardised process. Hence, they are
considered as separate factors. They further argued that it is often assumed that big
data and analytics result on better decisions, but this might be a too simplistic assumption
associated with a lack of research in the topic. On the other hand, a chain perspective
needs to be taken so as to glean a deeper understanding of the diverse set of factors
influencing data-driven decision-making quality, and their association and interdepen-
dence with other processes and activities.

This chain perspective is evident in Audi’s holistic approach in leveraging the benefits
and capabilities of big data and analytics in its successful adoption of data-driven decision
making, not only in sales, but also in most organisational functions (Dremel et al., 2017).
Likewise, Porsche successfully adopted the use of Al to make complicated region-specific
production decisions, accommodating for shifts in market demand and regulatory envir-
onments, continually adjusting predictions, and improving its ability to allocate the right
products to the right market. It was also able to implement an acoustic anomaly system in
which Al autonomously learned to recognise potential defects in the production process.
By understanding the situations and degrees of collaboration between humans and
machines, Porsche was able to make the best of both worlds without eliminating either,
and found its own balance between the data-driven decision-making elements
(Ransbotham et al., 2020). The previous examples are summarised in Table 1.

Thus, continuing to consider analytics and machines as another type of decision maker
defies the definition of a decision maker in classical decision theory, and undermines the
importance of the role of human beings. A decision maker is characterised by a bounded
rationality, human cognition and perception, inference, emotional behaviour, sense,
intuition and judgement, amongst other humanly traits (Hansson, 1994; Simon, 1959).
Since machines cannot currently portray such attributes, it should be agreed upon that
they are a separate entity, and accordingly require their own element in decision theory.
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Moreover, although debated by many renowned scholars, the reference to data in
classical decision research has been portrayed a multitude of times in simple, short
phrases, such as ‘data collection’, ‘identification’, ‘information gathering’, etc. which
were made to sound more straightforward than they actually were (Hansson, 1994;
Kalantari, 2010; Mintzberg, 1989; Pomerol & Adam, 2004; Simon, 1959; Tsoukias, 2008).
Without doing any justice to the importance of data, data has often been overlooked as
simply part of the ‘intelligence’ phase in the decision-making process. While this may have
been fine years ago with traditional data and word-of-mouth information, in the era
where ‘data is the new oil’, and big data is a commodity, it deserves its place as an element
of its own in data-driven decision theory, and accordingly needs to be carefully studied.
Hence, the need arises for a new theory that can support modern data-driven decision-
making practices.

6. DECAS as a modern data-driven decision theory

The proposed theory was named DECAS, or the theory encompassing the Decision-
making process, dEcision maker, deCision, dAta, and analyticS. DECAS is an incremental
qualitative theory which aims to add to the previous concepts of classical decision
making. It was developed using Alvesson and Sandberg (2013) proposed methodology
for innovative and path-(up)setting research, using ‘problematisation’ for challenging
previous assumptions. Accordingly, in the previous sections, we have identified the
relevant literature, as well as the underlying assumptions in the domain, through an
extensive literature review (the relevant claims are summarised in Table 2). The assump-
tions were then evaluated according to the discussed data-driven decision cases, in which
we have seen their shortcomings (the critique of the claims is also summarised in Table 2).
Consequently, in this section, we developed our own claims, supported through the
literature and prior research, and considered them in relation to the audience, in order
to build a modern decision theory for data-driven decision making, in particular. Finally,
the alternative claims are evaluated in the discussion section.

According to Gregor’s (2006) classification of IS theories shown in Table 2, DECAS falls
under the ‘analysis’ type of theory. An ‘analysis’ theory says what is, but does not extend
beyond analysis and description, and does not specify or explain causal relationships or
make predictions. Consequently, DECAS aims to state what is within the data-driven
decision-making domain, and does not go beyond describing the phenomena of interest
and analysing the relationships among the constructs, as well as the scope and bound-
aries within which the relationships, and observations hold. Hence, no causal relationships
or predictions are specified or made.

Moreover, Gregor (2006) defined four main structural components of a theory: (1) a
means of representation through which the theory is represented physically in some way,
(2) constructs which refer to the phenomena of interest in the theory, (3) statements of
relationship among the constructs, and (4) the scope specified by the degree of generality
of the statements of relationships and statements of boundaries showing the limits of
generalisation. Accordingly, Toulmin’s (2003) model of argumentation was chosen as an
appropriate means of representation of the components of DECAS in order to structure
the theory, and depict the constructs, statements of relationship, and scope through the
elements of the model. We have also deemed the model to be suitable for use in phases 4
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and 5 of Alvesson and Sandberg (2013) methodology for portraying the alternative
assumption ground and considering it in relation to its audience.

Toulmin (2003) introduces six elements to assess the argumentative structure of
recommendations, theories, and propositions. The first three elements are essential to
any argument, and they are the claim, which is the basic purpose of the argument, the
grounds, which are the foundation of the argument or the supporting evidence or facts,
and the warrant, which implicitly or explicitly generally supports the grounds and links it
to the claim. The other three elements may be added as necessary, and are not essential
(Karbach, 1987). Hence, the backing is a statement relied on to back up and establish the
reliability and relevance of the warrant, the qualifiers are statements which limit the
strength of the arguments or propose conditions under which the warrant is true, and
the rebuttal acknowledges exceptions and circumstances which might invalidate the
claim or the supporting arguments (Karbach, 1987; Wale-Kolade et al., 2013).

Consequently, the structural components of DECAS are as follows: (1) the theory is
represented using Toulmin’s model of argumentation, (2) the constructs are identified
and italicised in the claims, (3) the grounds, warrants, and backings are used to describe
the theory and the statements of relationship between the constructs (since this is an
‘analysis’ theory, we do not explain the type of relationship, but simply describe that a
relation exists between the elements), and finally (4) the qualifier and rebuttal are used to
specify the scope of the theory.

Thus, the relevant claims of classical decision theory pertinent to this research, along
with their shortcomings relative to current data-driven decision making, are portrayed in
Table 3. Subsequently, the corresponding additions proposed by the modern data-driven
decision theory are depicted in Table 4. The theory is divided into three claims, and the
concepts of the theory are written in italics. A summarised diagram of the theory can be
found in Figure A1, in the appendix.

Accordingly, the correct integration of and collaboration between a formal decision-
making process, a human decision maker, analytics (machine), and big data are all
necessary to reach more informed, quality data-driven decisions than those which
would have been made otherwise.

7. Discussion and evaluation of DECAS claims

Earlier in the paper, some examples of data-driven failures and success of decisions were
portrayed. Had there been clear theories, methods, and principles in research regarding
data-driven decision making at the time, some failures might have been prevented from
the start. Hence, the need for a new theory was evident. DECAS addresses this problem, by
providing basic arguments for data-driven decision making. In this section, the three
claims of DECAS will be discussed in accordance to the previous data-driven decision
examples, for evaluation.

7.1. Claim 1 - the (big) data and analytics as additional elements

The first claim incorporates two separate elements, the (big) data and the analytics
(machine), with the traditional elements of classical decision theory, which are the
decision-making process, the decision maker, and the decision. These elements are
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supporting, interrelated, and necessary for data-driven decision making, and accordingly
neither one can be eliminated, disregarded, or overlooked.

By reflecting on the case of the Swedish PES, it can be argued that the main reason for
the failure was removing the human element from the decision-making process and
relying solely on the machine. The Swedish government has since done extensive studies
and work in developing policies and accelerating automation across industries
(AlgorithmWatch, 2019).

By looking at the first argument of the theory, it becomes clear that the human
decision maker cannot be removed from the decision-making process, since analytics
and algorithms are not substitutes to the human mind, but rather complementary or
supportive elements. Accordingly, a balance between the elements must be sought in
order to gain the most benefit and reach the best available decision. If this balance could
have been found when the PES had started planning the automation of its decisions, it
would have realised that there still existed a need for human employees which could not
be eliminated, and it could have planned the process accordingly to avoid such a failure.
Its aim would have been enhancing the decision rather than completely automating it,
and it could have instead gleaned the benefits realised by the ACC and the Dutch tax
organisation.

Additionally, with DECAS, the other corporations, governments, and multi-national
organisations previously glimpsed upon in Mezias and Starbuck’s (Mezias & Starbuck,
2009) work could have known to invest more effort and focus in getting the right, reliable
data in order to avoid immense, costly, and terribly consequential failures in their
decisions. By understanding beforehand the importance of data as a core element of
data-driven decision making, more caution could be exercised to ensure that the right
data is analysed correctly. Moreover, Primera Air may have been able to keep up with its
competitors instead of filing for bankruptcy had it realised that traditional decision
making, without the correct data and analytics, is no longer enough to advance in the
data-driven digital era. On the other hand, Audi and Porsche successfully led by incorpor-
ating each of the elements and finding their own integration and balance.

Nevertheless, it is important to note that our theory does not imply that having the five
elements leads to success, or vice versa, as there are many other contributing and external
factors to the outcomes of decisions. However, the five elements are crucial pillars to data-
driven decision making, and the role of each should be studied separately, along with
their interrelation as a whole. Accordingly, an appropriate level of integration and inter-
action, should be sought between them, which thus requires further research.

7.2. Claim 2 - a collaborative rationality for optimising decisions

Which brings us to the second argument, where it is claimed that collaboration between
the human and the machine can lead to a ‘collaborative rationality’ which is not bounded
by the limitations of either one on their own, and can ultimately lead to the ‘optimising’
instead of ‘satisficing’ of decisions. The concept of collaborative rationality is adapted
from Innes and Booher's (Innes & Booher, 2018) definition, which is grounded in
Habermas’ (Habermas, 1984) notion of communicative rationality. Accordingly, it is
extended to describe a process where the involved parties, including humans and
machines, jointly participate in bringing their various capabilities to solve problems
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together. All participants must be informed, and able to express their views. Techniques
must be used to assure the legitimacy, comprehensibility, sincerity, explainability, and
accuracy of what they convey, and nothing should be hidden. This further requires that all
involved parties understand the tasks, responsibilities, and obligations, and high level of
transparency is provided (Trunk et al., 2020). Such a collaboration, if properly researched,
may bring us closer to the optimised decision so inherently discussed in classical decision
theory, yet so far unattainable due satisficing and the limitations of individual rationalities.

So either by integrating the knowledge and experience of employees within the
automated decision-making process (note that despite the possibility of automated
knowledge integration, the human still needs to supervise the process), or by using the
analytics and algorithms to automate pattern extraction and provide hidden insights to
the human decision maker, who accordingly makes the final decision, this collaborative
rationality is necessary when aiming for optimal, or near-optimal, decisions. So had this
theory been available to the PES beforehand, they could have realised that the optimising
of decisions is not synonymous to automation. Contrarily, both the human and the
machine elements should have coexisted and collaborated to reach a higher level of
rationality, unattainable by any single element individually. While the human may be
bounded by certain cognitive and computational limitations, the machine is no less
bounded by its own set of problems. Although algorithms may be faster and more
efficient in countless cases, they simply do not benefit from the perplexing, complex
structure known as the human brain. Human judgement, perception, intuition, emotions,
understanding, common sense, along with many other features, cannot be interpreted or
displayed by a machine with ‘artificial’ intelligence. Hence, we cannot expect that the
delegation of decisions to automated machines is without risks and consequences, or
altogether an utter failure, as was seen in the successes and failures of the previous cases.

Additionally, several implications for automated decisions have been shed light upon
by the General Data Protection Regulation (GDPR) and its interpretations, which prohibit
some forms of fully automated decision making without meaningful human intervention.
Accordingly, human-centred automation is a way to ensure that human is kept in front
and centre in the decision and control loop (Wagner, 2019).

Furthermore, Duan et al. (2019) argued that Al can play multiple roles in decision
making, of which it will mostly be accepted as a decision support tool, rather than to
replace humans, and that its effectiveness differs depending on the level of the decision.
Moreover, Bader and Kaiser (2019) highlighted that the boundaries between human and
algorithmic intelligence blurs when users are confronted with opaque algorithmic deci-
sions. This leads to a debate over which should have control over decision making and
have power over the other; because when their roles become unbalanced, negative
consequential effects arise.

While the potential for combining Al and human intelligence to maximise the value of
collaborative intelligence is significant, it requires many considerations. Al is a key enabler
for making intangible assets accessible by capturing, organising, and sharing information
for enhancing decision making. Al systems can also analyse big data, often in real-time,
and transform data pieces into useful information. However, human intelligence is critical
in deriving the implications of the Al analysis, accordingly translating information into
knowledge, answering ‘so what' questions, and deciding on an appropriate course of
action (Paschen et al., 2020).
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Lyytinen et al. (2020) also raised the importance of researching metahuman systems, or
sociotechnical systems where machines that learn to join human learning, thus comple-
menting and amplifying their capabilities. They further identified an IS research agenda
with four organisational level functions for properly organising such systems: delegation,
monitoring, cultivating, and reflecting. Gupta et al. (2018) also highlighted the importance
of future research on cognitive computing, with the goal of building a rational, combined,
and collective mechanism motivated by the capability of the human mind and strengths
of Al systems. Furthermore, Trunk et al. (2020) shed light on the current state of research
on combining human and machine intelligence for strategic organisational decision
making and provided a conceptual framework for Al integration into organisational
decision-making processes. Accordingly, there is a synergy between the unique strengths
of humans and machines, augmenting the intelligence of one another; however, the level
of collaboration differs according to the tasks and types of decisions on hand, which still
requires future work.

In a similar note, Ransbotham et al. (2020) identified five main modes for humans and
machines to interact, depending on the decision context and type. Either the machine
decides and implements, with humans supervising and maintaining compliance, or the
machine decides and humans implement the solutions, or the machine recommends, and
the human makes the decision, or the machine generates insights, which inform humans
in the decision process, or finally the human generates the choices and hypothetical
situations, and the machine evaluates them. They further suggested utilising more than
one mode in order to reap more benefits. However, choosing and implementing the most
appropriate and beneficial mode of interaction is not so simple. This brings us back to the
importance of studying the concept of integration between the elements and its implica-
tions, as well as the degree of collaboration between humans and machines.

7.3. Claim 3 - integrating the five pillars for more informed decisions

Finally, the last argument of the theory suggests that by integrating the five pillars of data-
driven decision making, the correct selection of analytics methods and techniques on the
proper set of data can result in providing the informed and knowledgeable decision
maker with: a more comprehensive set of acts which can be done, a better prediction of
external events and the consequences of their effects, a deeper knowledge of outcomes
due to extraction of hidden insights within the data, better predictive models of payoffs,
and consequently more evidence and criteria upon which to select the best alternative in
order to reach a better, and more informed decision than that which would have been
made without any of the five elements.

We have already discussed that the PES removed the essential element of the human
decision maker from the process, and hence failed at reaching quality decisions. However,
had they, along with the previous examples and countless other organisations and
entities, understood the grounds of this claim, they would have realised that the role of
data and analytics is rather to provide more information, insights, knowledge, and
patterns to the human decision maker throughout each step of the clearly defined
decision-making process. This subsequently leads to a better view of the acts, events,
outcomes, and payoffs of traditional decision making by taking into account more
collective factors and information than could have been perceived by an individual, and
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ultimately supporting the decision maker in reaching more informed, optimised, quality
decisions. Hence, we can see that applying this theory might have helped all of these
organisations, governments, and corporations prevent their decision failures from the
start instead of having to face the consequences after they had occurred.

Moreover, by applying DECAS to New Zealand’s ACC example, it is seen that they
evaded failure by keeping the human in the loop, and not relying on the machine. The
decision-making power of the machine was limited, based on the data of the claim, and
only served as support rather than replacement for the human element. Additionally, the
decision-making process was clearly defined and continued to be followed, even by the
algorithm, with minimal alterations. So, although this case may not portray the full
potential which can be reached by correctly implementing data-driven decision making,
it supports our theory that the five elements must be present together and a balance
needs to be found between them.

Additionally, our theory supports the claims in research highlighting the importance of
data in decision making, the need for a balanced, data-driven culture in organisations, and
the importance of studying the integration of big data and analytics with organisational
decision making in order to enhance decision quality (Bean & Davenport, 2019; Frisk &
Bannister, 2017; Janssen et al., 2017; Mezias & Starbuck, 2009). Accordingly, identifying the
(big) data and the analytics/machine as separate elements in data-driven decision theory,
requiring their own focus in research and special considerations, is the first step (of many)
towards an empirically supported data-driven decision process. However, more research
is also required to establish the unique advantages obtained by the combination of big
data and Al in decision making, and to measure their impact on decision making from
different perspectives (Duan et al., 2019). Hence, it is suggested that further research on
the evaluation of data-driven decisions should be partaken.

8. Conclusion

Throughout the paper, we have seen the importance of data-driven decision making, and
the need for considerable research in the field for it to mature, and in order to realise its
benefits and overcome the associated challenges and implications. While research has
aimed to tackle and explain individual, or a small combination of, elements and their
problems and challenges, there was an evident lack in coherent theories that could
support the data-driven decision making elements as a whole, thus considering it as a
phenomenon distinct from traditional decision making.

In this paper, we aimed to partake in such research by developing a modern theory,
DECAS, which builds on the classical elements of decision theory, and integrates the data
and analytics elements typical of today’s data-driven decision-making environments.
Furthermore, the need for such a theory, the theory itself and the argumentation behind
it, as well the application of the theory were all elaborated. Accordingly, the first proposed
claim is that the pillars of data-driven decision making are not only the decision-making
process, the decision maker, and the decision, but also the (big) data and analytics as
additional elements, to which a balance between the five elements should be sought. The
second claim proposes the concept of collaborative rationality, as opposed to classical
decision theory’s bounded rationality, which through the proper collaboration between
humans and machines can bring us closer to the optimising of decisions, rather than



JOURNAL OF DECISION SYSTEMS (&) 367

satisficing. Finally, the third claim proposes that the proper integration of the five
elements, and the correct selection of data and analytics, can lead to more informed,
and possibly better, decisions.

The impact of this research on science, is the presentation of a new modern-day theory
which can support the elements of data-driven decision making, as it was shown that
classical theories are not sufficient for doing so. This theory can serve as a basis for new
research and developments in the field, especially in the areas of human and machine
collaboration, BDA and metahuman systems.

Furthermore, this research benefits society and organisations by highlighting the
elements required for data-driven decision making, and how they can lead to more
informed, quality decisions which could have otherwise been unattainable. It can be of
value to managers, decision makers, and executives who make data-driven decisions, as
well as data scientists, analysts and developers who utilise data, analytics and machine
learning for decision making.

Consequentially, this is a utopian view of what can be attained by integrating the five
elements of modern data-driven decision making. However, this requires a great deal of
effort in order to find a meaningful integration between the elements. The degree of
collaboration between the human and the machine, the correct selection of quality (big)
data, the appropriate use of analytics methods and tools, the proper selection and
definition of the decision-making process, the evaluation of data-driven decisions, and
how to integrate all of these elements together, are imperative aspects to study, and we
aim to address some of them in future research to further support our claims. Additionally,
the conditions that lead to the acceptance or rejection of data-driven decisions need to be
investigated (Burton et al., 2020).

Furthermore, the importance of topics such as accountability and traceability, transpar-
ency, reliability, evaluation, risk, governance and explainability of the results and the
decisions, which have always been questioned in any type of decision, are of increasing
relevance in data-driven decision making and must be considered. We find that several of
these topics relate to the collaboration between the human decision maker and the
machine. With the ubiquitous adoption of assistive Al systems for supporting human
decision making, the lack of trust into Al's predictions needs to be addressed. This requires
research rendering Al decisions more transparent by providing explanations, and to what
extent these explanations help in fostering trust (Schmidt et al., 2020). Moreover, with the
emergence of metahuman systems, there is a new shift in research towards human/
machine learning systems and they major differences they exhibit (Lyytinen et al., 2020).
Accordingly, our future research will further study the concept of ‘collaborative rationality’.
Since the future of decision making is based upon this collaboration, then it must be
carefully researched, and many questions need to be asked.

Future research needs to address the following questions: does the collaboration
depend on the type of problem? Is the relationship between the human and the decision
constricted to certain types of decisions, such as long term or strategic, tactical, opera-
tional, unstructured, semi-structured, etc.? How can the decision be explained; since
algorithms are known for their black-box nature, how can this be overcome? Who is
accountable for decision errors in this case? Errors in decision making used to be
generated separately by humans and machines, now with such a combination what
kind of new errors and challenges arise? How can human decision makers be trained in
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data and analytics, with specially focus on basic statistical concepts such as accuracy,
errors, and uncertainty? Lastly, how to design data-driven decision making so as to keep
the human-in-the-loop and allow human to semi-supervise the decision-making process,
rather than being supervised by the algorithms? Therefore, all these implications need to
be extensively explored before data-driven decision making can reach its full potential.

Acknowledgements

This research has been partially funded by the ITEA3 project Oxilate (https://itea3.org/project/
oxilate.html)

Disclosure statement

No potential conflict of interest was reported by the authors.

ORCID

Nada Elgendy (1) http://orcid.org/0000-0001-6765-017X
Ahmed Elragal (i) http://orcid.org/0000-0003-4250-4752
Tero Paivdrinta (2) http://orcid.org/0000-0002-7477-0783

References

AlgorithmWatch. (2019). Taking stock of automated decision-making in the EU. In M. Spielkamp
(Ed.), Automating Society.

Alvesson, M., & Sandberg, J. (2013). Has management studies lost its way? Ideas for more imagina-
tive and innovative research. Journal of Management Studies, 50(1), 128-152. https://doi.org/10.
1111/j.1467-6486.2012.01070.x

Amankwah-Amoah, J., & Adomako, S. (2019). Big data analytics and business failures in data-rich
environments: An organizing framework. Computers in Industry, 105(2019), 204-212. https://doi.
org/10.1016/j.compind.2018.12.015

Arnott, D., & Pervan, G. (2008). Eight key issues for the decision support systems discipline. Decision
Support Systems, 44(3), 657-672. https://doi.org/10.1016/j.dss.2007.09.003

Bader, V., & Kaiser, S. (2019). Algorithmic decision-making? The user interface and its role for human
involvement in decisions supported by artificial intelligence. Organization, 26(5), 655-672.
https://doi.org/10.1177/1350508419855714

Bartkus, V.O., Mannor, M.J., Campbell, J.T., & Crossland, C. (2018). Fast and rigorous: Configurational
determinants of strategic decision-making balance. In Academy of Management Proceedings (Vol.
2008, No. 1). Academy of Management. https://doi.org/10.5465/AMBPP.2018.264

Bean, R., & Davenport, T.H. (2019). Companies are failing in their efforts to become data-driven.
Harvard Business Review. Harvard Business Publishing.

Bell, D.E., Raiffa, H., & Tversky, A. (1988). Decision making: Descriptive, normative, and prescriptive
interactions. Chapter 2. Cambridge University Press.

Boyd, D., & Crawford, K. (2012). Critical questions for big data: Provocations for a cultural, techno-
logical, and scholarly phenomenon. Information, Communication & Society, 15(5), 662-679.
https://doi.org/10.1080/1369118X.2012.678878

Buchanan, L., & O'Connell, A. (2006). A brief history of decision making. Harvard Business Review, 84
(1.


https://itea3.org/project/oxilate.html
https://itea3.org/project/oxilate.html
https://doi.org/10.1111/j.1467-6486.2012.01070.x
https://doi.org/10.1111/j.1467-6486.2012.01070.x
https://doi.org/10.1016/j.compind.2018.12.015
https://doi.org/10.1016/j.compind.2018.12.015
https://doi.org/10.1016/j.dss.2007.09.003
https://doi.org/10.1177/1350508419855714
https://doi.org/10.5465/AMBPP.2018.264
https://doi.org/10.1080/1369118X.2012.678878

JOURNAL OF DECISION SYSTEMS (&) 369

Burton, JW., Stein, MK, & Jensen, T.B. (2020). A systematic review of algorithm aversion in
augmented decision making. Journal of Behavioral Decision Making, 33(2), 220-239. https://doi.
org/10.1002/bdm.2155

Cao, G, & Duan, Y. (2015). The affordances of business analytics for strategic decision-making and
their impact on organisational performance. In Proceedings of the 19th Pacific Asia Conference on
Information Systems (PACIS 2015), Singapore.

Diakopoulos, N. (2016). Accountability in algorithmic decision making. Communications of the ACM,
59(2), 56-62. https://doi.org/10.1145/2844110

Doyle, J., & Thomason, R.H. (1999). Background to qualitative decision theory. Al Magazine, 20(22),
55-68. https://doi.org/10.1609/aimag.v20i2.1456

Dremel, C., Herterich, M., Wulf, J., Waizmann, J.-C,, & Brenner, W. (2017). How AUDI AG established
big data analytics in its digital transformation. MIS Quarterly Executive, 16(2), 81-100. https://aisel.
aisnet.org/misqe/vol16/iss2/3

Drucker, P.F. (1967). The effective decision. Harvard Business Review, 45(1), 92-98.

Duan, Y., Edwards, J.S., & Dwivedi, Y.K. (2019). Artificial intelligence for decision making in the era of
big data-evolution, challenges and research agenda. International Journal of Information
Management, 48(2019), 63-71. https://doi.org/10.1016/j.ijinfomgt.2019.01.021

Elgendy, N., & Elragal, A. (2014). Big data analytics: A literature review paper. In P. Perner (Ed.),
Advances in data mining, (pp. 214-227, Applications and Theoretical Aspects, Lecture Notes in
Computer Science, 8557). Springer, Cham. https://doi.org/10.1007/978-3-319-08976-8_16.

Elgendy, N., & Elragal, A. (2016). Big data analytics in support of the decision making process.
Procedia Computer Science, 100(2016), 1071-1084. https://doi.org/10.1016/j.procs.2016.09.251

Elragal, A., & Klischewski, R. (2017). Theory-driven or process-driven prediction? Epistemological
challenges of big data analytics. Journal of Big Data, 4(1), 1-20. https://doi.org/10.1186/s40537-
017-0079-2

Frantz, R. (2003). Herbert Simon. Artificial intelligence as a framework for understanding intuition.
Journal of Economic Psychology, 24(2), 265-277. https://doi.org/10.1016/S0167-4870(02)00207-6

Frisk, J.E, & Bannister, F. (2017). Improving the use of analytics and big data by changing the
decision-making culture: A design approach. Management Decision, 55(10), 2074-2088. https://
doi.org/10.1108/MD-07-2016-0460

Gigerenzer, G., & Gaissmaier, W. (2011). Heuristic decision making. Annual Review of Psychology, 62
(1), 451-482. https://doi.org/10.1146/annurev-psych-120709-145346

Gigerenzer, G., & Gaissmaier, W. 2015. Decision making: Nonrational theories. International encyclo-
pedia of the social & behavioral sciences (2nd. Vol. 5, pp. 911-916). Elsevier.

Grabos, R. (2004). Qualitative model of decision making. in International Conference on Atrtificial
Intelligence: Methodology, Systems, and Applications, Berlin, Heidelberg: Springer, 480-489
(https://doi.org/10.1007/978-3-540-30106-6_49 ).

Gregor, S. (2006). The nature of theory in information systems. MIS Quarterly, 30(3), 611-642. https://
doi.org/10.2307/25148742

Grover, P., & Kar, A.K. (2017). Big data analytics: A review on theoretical contributions and tools used
in literature. Global Journal of Flexible Systems Management, 18(3), 203-229. https://doi.org/10.
1007/540171-017-0159-3

Grover, P, Kar, AK., & Dwivedi, Y.K. (2020). Understanding artificial intelligence adoption in opera-
tions management: Insights from the review of academic literature and social media discussions.
Annals of Operations Research, 2020, 1-37. https://doi.org/10.1007/s10479-020-03683-9

Grover, V., Lindberg, A., Benbasat, I, & Lyytinen, K. (2020). The perils and promises of big data
research in information systems. Journal of the Association for Information Systems, 21(2), 268-291.
https://doi.org/10.17705/1jais.00601

Grover, V., & Lyytinen, K. (2015). New state of play in information systems research: The push to the
edges. MIS Quarterly, 39(2), 271-296. https://doi.org/10.25300/MISQ/2015/39.2.01

Gupta, S., Kar, AK, Baabdullah, A., & Al-Khowaiter, W.A. (2018). Big data with cognitive computing: A
review for the future. International Journal of Information Management, 42(2018), 78-89. https://
doi.org/10.1016/j.ijinfomgt.2018.06.005


https://doi.org/10.1002/bdm.2155
https://doi.org/10.1002/bdm.2155
https://doi.org/10.1145/2844110
https://doi.org/10.1609/aimag.v20i2.1456
https://aisel.aisnet.org/misqe/vol16/iss2/3
https://aisel.aisnet.org/misqe/vol16/iss2/3
https://doi.org/10.1016/j.ijinfomgt.2019.01.021
https://doi.org/10.1007/978-3-319-08976-8_16
https://doi.org/10.1016/j.procs.2016.09.251
https://doi.org/10.1186/s40537-017-0079-2
https://doi.org/10.1186/s40537-017-0079-2
https://doi.org/10.1016/S0167-4870(02)00207-6
https://doi.org/10.1108/MD-07-2016-0460
https://doi.org/10.1108/MD-07-2016-0460
https://doi.org/10.1146/annurev-psych-120709-145346
https://doi.org/10.1007/978-3-540-30106-6_49
https://doi.org/10.2307/25148742
https://doi.org/10.2307/25148742
https://doi.org/10.1007/s40171-017-0159-3
https://doi.org/10.1007/s40171-017-0159-3
https://doi.org/10.1007/s10479-020-03683-9
https://doi.org/10.17705/1jais.00601
https://doi.org/10.25300/MISQ/2015/39.2.01
https://doi.org/10.1016/j.ijinfomgt.2018.06.005
https://doi.org/10.1016/j.ijinfomgt.2018.06.005

370 N. ELGENDY ET AL.

Habermas, J. (1984). The theory of communicative action, vol. 1, reason and the rationalization of
society. Heinemann.

Hansson, S.0. (1994). Decision theory. A brief introduction. In Department of philosophy and the
history of technology. Stockholm: Royal Institute of Technology.

Hansson, S.0. (2011). Decision theory: An overview. In M. Lovric (Ed.), International encyclopedia of
statistical science (pp. 349-355). Springer. https://doi.org/10.1007/978-3-642-04898-2_22

Hassan, N.R., & Mingers, J. (2018). Reinterpreting the kuhnian paradigm in information systems.
Journal of the Association for Information Systems, 19(7), 568-599. https://doi.org/10.17705/1jais.
00502

Ho, A.T. (2017). Big data and evidence-driven decision-making: Analyzing the practices of large and
mid-sized US cities. In Proceedings of the 50th Hawaii International Conference on System Sciences
(pp. 2794-2903). Hawaii.

Innes, J.E.,, & Booher, D.E. (2018). Planning with complexity: An introduction to collaborative rationality
for public policy. Routledge.

Intezari, A., & Gressel, S. (2017). Information and reformation in KM systems: Big data and strategic
decision-making. Journal of Knowledge Management, 21(1), 71-91. https://doi.org/10.1108/JKM-
07-2015-0293

loannidis, J.P., Cripps, S., & Tanner, M.A. (2020). Forecasting for COVID-19 has failed. International
Journal of Forecasting. https://doi.org/10.1016/j.ifforecast.2020.08.004

Janssen, M., Van Der Voort, H., & Wahyudi, A. (2017). Factors influencing big data decision-making
quality. Journal of Business Research, 70(2017), 338-345. https://doi.org/10.1016/j.jbusres.2016.08.
007

Jha, AK, Agi, M.A., & Ngai, E.W. (2020). A note on big data analytics capability development in
supply chain. Decision Support Systems, 138(2020), 113382. https://doi.org/10.1016/j.dss.2020.
113382

Kahneman, D. (2003). Maps of bounded rationality: Psychology for behavioral economics. American
Economic Review, 93(5), 1449-1475. https://doi.org/10.1257/000282803322655392

Kalantari, B. (2010). Herbert a. Simon on making decisions: Enduring insights and bounded ration-
ality. Journal of Management History, 16(4), 509-520. https://doi.org/10.1108/
17511341011073988

Kamioka, T., & Tapanainen, T. (2014). Organizational use of big data and competitive advantage-
exploration of antecedents. Pacific Asia Conference on Information Systems (PACIS 2014). China.

Kar, AK., & Dwivedi, Y.K. (2020). Theory building with big data-driven research-moving away from
the “What” towards the “Why". International Journal of Information Management, 54(2020), 102-
205. https://doi.org/10.1016/j.ijinfomgt.2020.102205

Karbach, J. (1987). Using Toulmin’s model of argumentation. Journal of Teaching Writing, 6(1), 81-92.

Kotsiantis, S.B., Zaharakis, I.D., & Pintelas, P.E. (2006). Machine learning: A review of classification and
combining techniques. Artificial Intelligence Review, 26(3), 159-190. https://doi.org/10.1007/
$10462-007-9052-3

Langley, A., Mintzberg, H., Pitcher, P, Posada, E., & Saint-Macary, J. (1995). Opening up decision
making: The view from the black stool. Organization Science, 6(3), 260-279. https://doi.org/10.
1287/0rsc.6.3.260

Lyytinen, K., & Grover, V. (2017). Management misinformation systems: A time to revisit? Journal of
the Association for Information Systems, 18(3), 206-230. https://doi.org/10.17705/1jais.00453

Lyytinen, K., Nickerson, J.V., & King, J.L. (2020). Metahuman systems= humans+ machines that learn.
Journal of Information Technology, 1-19. https://doi.org/10.1177/0268396220915917

Mandinach, E.B. (2012). A perfect time for data use: Using data-driven decision making to inform
practice. Educational Psychologist, 47(2), 71-85. https://doi.org/10.1080/00461520.2012.667064

Manyika, J., Chui, M., Brown, B., Bughin, J., Dobbs, R., Roxburgh, C., & Byers, A.H. (2011). Big data: The
next frontier for innovation, competition, and productivity. McKinsey Global Institute Reports, 1-
156. McKinsey Global Institute.

Mezias, J., & Starbuck, W.H. (2009). Decision making with inaccurate, unreliable data. In The Oxford
handbook of organizational decision making (pp. 76-96). Oxford University Press.


https://doi.org/10.1007/978-3-642-04898-2_22
https://doi.org/10.17705/1jais.00502
https://doi.org/10.17705/1jais.00502
https://doi.org/10.1108/JKM-07-2015-0293
https://doi.org/10.1108/JKM-07-2015-0293
https://doi.org/10.1016/j.ijforecast.2020.08.004
https://doi.org/10.1016/j.jbusres.2016.08.007
https://doi.org/10.1016/j.jbusres.2016.08.007
https://doi.org/10.1016/j.dss.2020.113382
https://doi.org/10.1016/j.dss.2020.113382
https://doi.org/10.1257/000282803322655392
https://doi.org/10.1108/17511341011073988
https://doi.org/10.1108/17511341011073988
https://doi.org/10.1016/j.ijinfomgt.2020.102205
https://doi.org/10.1007/s10462-007-9052-3
https://doi.org/10.1007/s10462-007-9052-3
https://doi.org/10.1287/orsc.6.3.260
https://doi.org/10.1287/orsc.6.3.260
https://doi.org/10.17705/1jais.00453
https://doi.org/10.1177/0268396220915917
https://doi.org/10.1080/00461520.2012.667064

JOURNAL OF DECISION SYSTEMS (&) 371

Mikalef, P., Pappas, I.0., Krogstie, J., & Giannakos, M. (2018). Big data analytics capabilities: A
systematic literature review and research agenda. Information Systems and E-Business
Management, 16(3), 547-578. https://doi.org/10.1007/s10257-017-0362-y

Mintzberg, H. (1975). The Manager’s job: Folklore and fact. Harvard Business Review, 53(1990), 49-61.

Mintzberg, H. (1989). On management. In Mintzberg on management: Inside our strange world of
organizations. Simon and Schuster.

Mintzberg, H., & Westley, F. (2001). Decision making: It's not what you think. MIT Sloan Management
Review, 42(3), 89-93.

NewVantage Partners (2019). Data and innovation. how big data and Al are accelerating business
transformation. Big Data and Al Executive Survey 2019. NewVantage Partners.

Nutt, P. C. (2010). Building a decision making action theory. Handbook of Decision Making (pp. 155-
196). Chichester: John Wiley & Sons.

Paschen, J., Wilson, M., & Ferreira, J.J. (2020). Collaborative intelligence: How human and artificial
intelligence create value along the B2B sales funnel. Business Horizons, 63(3), 403-414. https://doi.
org/10.1016/j.bushor.2020.01.003

Peterson, M. (2011). Decision theory: An introduction. In M. Lovric M. (Ed.), International encyclopedia
of statistical science (pp. 349-356). Springer. https://doi.org/10.1007/978-3-642-04898-2_23

Pomerol, J.C,, & Adam, F. (2004). Practical decision making — From the legacy of Herbert Simon to
decision support systems. in Proceedings of the Decision Support in an Uncertain and Complex
World: The IFIP TC8/WG8.3 International Conference, 647-657.

Power, D.J. (2016). Data science: Supporting decision-making. Journal of Decision Systems, 25(4),
345-356. https://doi.org/10.1080/12460125.2016.1171610

Power, D.J.,, Cyphert, D., & Roth, R.M. (2019). Analytics, bias, and evidence: The quest for rational
decision making. Journal of Decision Systems, 28(2), 120-137. https://doi.org/10.1080/12460125.
2019.1623534

Power, D.J,, Heavin, C., & Keenan, P. (2019). Decision systems redux. Journal of Decision Systems, 28
(1), 1-18. https://doi.org/10.1080/12460125.2019.1631683

Provost, F., & Fawcett, T. (2013). Data science and its relationship to big data and data-driven
decision making. Big Data, 1(1), 51-59. https://doi.org/10.1089/big.2013.1508

Ransbotham, S., Khodabandeh, S., Kiron, D. Candelon, F., Chu, M., & LaFountain, B. (2020),
Expanding Al's impact with organizational learning. MIT Sloan Management Review and Boston
Consulting Group.

Rathore, AK, Kar, AK, & llavarasan, P.V. (2017). Social media analytics: Literature review and
directions for future research. Decision Analysis, 14(4), 229-249. https://doi.org/10.1287/deca.
2017.0355

Saggi, MK, & Jain, S. (2018). A survey towards an integration of big data analytics to big insights for
value-creation. Information Processing & Management, 54(5), 758-790. https://doi.org/10.1016/].
ipm.2018.01.010

Schmidt, P., Biessmann, F., & Teubner, T. (2020). Transparency and trust in artificial intelligence
systems. Journal of Decision Systems, 29(4), 260-278. https://doi.org/10.1080/12460125.2020.
1819094

Simon, H.A. (1959). Theories of decision-making in economics and behavioral science. The American
Economic Review, 49(3), 253-283. https://doi.org/10.1007/978-1-349-00210-8_1

Simon, H.A. (1977). Thinking by computers. Models of Discovery. Boston Studies in the Philosophy of
Science, 54, 268-285. https://doi.org/10.1007/978-94-010-9521-1_15

Simon, H.A. (1997). Models of bounded rationality: Empirically grounded economic reason vol. 3. MIT
Press.

Strand, M., & Syberfeldt, A. (2020). Using external data in a Bl solution to optimise waste manage-
ment. Journal of Decision Systems, 29(1), 53-68. https://doi.org/10.1080/12460125.2020.1732174

Toulmin, S. 2003. The uses of argument Updated Edition. Cambridge University Press.

Trunk, A., Birkel, H., & Hartmann, E. (2020). On the current state of combining human and artificial
intelligence for strategic organizational decision making. Business Research, 13(2020), 875-919.
https://doi.org/10.1007/s40685-020-00133-x.


https://doi.org/10.1007/s10257-017-0362-y
https://doi.org/10.1016/j.bushor.2020.01.003
https://doi.org/10.1016/j.bushor.2020.01.003
https://doi.org/10.1007/978-3-642-04898-2_23
https://doi.org/10.1080/12460125.2016.1171610
https://doi.org/10.1080/12460125.2019.1623534
https://doi.org/10.1080/12460125.2019.1623534
https://doi.org/10.1080/12460125.2019.1631683
https://doi.org/10.1089/big.2013.1508
https://doi.org/10.1287/deca.2017.0355
https://doi.org/10.1287/deca.2017.0355
https://doi.org/10.1016/j.ipm.2018.01.010
https://doi.org/10.1016/j.ipm.2018.01.010
https://doi.org/10.1080/12460125.2020.1819094
https://doi.org/10.1080/12460125.2020.1819094
https://doi.org/10.1007/978-1-349-00210-8_1
https://doi.org/10.1007/978-94-010-9521-1_15
https://doi.org/10.1080/12460125.2020.1732174
https://doi.org/10.1007/s40685-020-00133-x

372 (&) N.ELGENDY ET AL.

Tsoukias, A. (2008). From decision theory to decision aiding methodology. European Journal of
Operational Research, 187(1), 138-161. https://doi.org/10.1016/j.ejor.2007.02.039

Wagner, B. (2019). Liable, but not in control? Ensuring meaningful human agency in automated
decision-making systems. Policy & Internet, 11(1), 104-122. https://doi.org/10.1002/p0i3.198

Wale-Kolade, A., Nielsen, P.A., & Pdivdrinta, T. (2013). Usability work in agile systems development
practice: A systematic review. In H. Linger, J. Fisher, A. Barnden, C. Barry, M. Lang, & C. Schneider
(Eds.), Building sustainable information systems (pp. 569-582). Boston, MA: Springer. https://doi.
org/10.1007/978-1-4614-7540-8_44

Wamba, S.F., Gunasekaran, A., Akter, S., Ren, S.J., Dubey, R., & Childe, S.J. (2017). Big data analytics
and firm performance: Effects of dynamic capabilities. Journal of Business Research, 70(2017), 356—
365. https://doi.org/10.1016/j.jbusres.2016.08.009

Wills, T. (2019). Sweden: Rogue algorithm stops welfare payments for up to 70,000 unemployed.
AlgorithmWatch (https://algorithmwatch.org/en/rogue-algorithm-in-sweden-stops-welfare-pay
ments).

Zerilli, J., Knott, A., Maclaurin, J., & Gavaghan, C. (2019). Algorithmic decision-making and the control
problem. Minds and Machines, 29(4), 555-578. https://doi.org/10.1007/s11023-019-09513-7


https://doi.org/10.1016/j.ejor.2007.02.039
https://doi.org/10.1002/poi3.198
https://doi.org/10.1007/978-1-4614-7540-8_44
https://doi.org/10.1007/978-1-4614-7540-8_44
https://doi.org/10.1016/j.jbusres.2016.08.009
https://algorithmwatch.org/en/rogue-algorithm-in-sweden-stops-welfare-payments
https://algorithmwatch.org/en/rogue-algorithm-in-sweden-stops-welfare-payments
https://doi.org/10.1007/s11023-019-09513-7

JOURNAL OF DECISION SYSTEMS 373

‘punoy
Jou s} sJejjid 3y usamiaq aouejeq sadoid
© 40 ‘Juasaid Jou Ajea)d ase sialyenb ayy
40 J3y¥a ‘pazinn A3I3110 J0U JO PaRIWO
1d 3y3 Jo Jayya ‘suoneyiwi| o

S30UBISLINDII [eUIAIXD AQ pajuanaid ssajun (€ ‘7

|eue Jo ejep (81q) ainbas Jou saop
PUE ‘UIALIP-BIBP 10U SI UOISIJAP BY) SSI|UN

|lenngay

“aneusd)e 1539 3y}
129J25 0} S3WO2INO Jo a8pajmouy Jadaap
pue ‘syyohed pue s3uaAa Jo uondIpaid
191124 ‘5108 J0 135 dAIsUaYaIdw0d iow

e 0} peaj ued sse|jid aay ayy Sunesaju|

* Suoisaap Jo Buiziundo,, ayy

03 peaj Aew yaiym ,Ajjeuoiiel pauiquiod,
e u13|nsaJ ued ‘elep (81q) Jo uone:

Y1 yum ‘(auiydew) sanhjeue ayy pue
12eW UOISIIAP AU} UIIMIAQ UONEIOGE]|0)
“uoisinaq pue

“I9BIN UOISIIAQ ‘$53901d BUIEA-UOISIDAQ
‘sanAjeuy ‘eleq :Bupjew-u
-eJep UI3POW 4O SIUBIA3 N 318 313y L

(T

“sonAjeue
pue e3ep (319) 3noyum ySnoua aq
10U 3YS1W YIIYM ‘UoIIBLIOJUI 3|qe|ieA. BYY
PUB "U2)eW-UOISIIP 3y} ‘s5320.d 3y JO
Aujenb ayy Aq paydaye s1 Ayjenb uoisioaq
*3UIYYBW 3y} IO UBWINY Y} JAYNa BuIwo
Aq 3|qIseay g 30U JYBIW SIY3 pue ‘uoisIAP
|ewndo ue yoeas 0 swie upjew-uoisaq
“sanAjeue
Ppue ejep saJinbai 31 Inq ‘suoisidap Ayenb
2819A9] pue ‘Jueldwod aw0aq ‘s8uljaay
18 UO paseq apew sUOISIIAP 3INPaL

It 2dueyUa suonez!
sdjay Supjew uoisiap uaAup-eleq

“e3ep (819) Ayjenb jo uondajas

1931103 Y} pue ‘SpoyIaW pue s|00}
SINAIUE JO UORID[IS 1991103 3} I3
UOISI79p PAWIOJUl pue 3|qeaspajmouy

e :3ujwnsse pue ssa204d Supjew-uoisap
|ewsioy e SuImo||0} 3|1ym ‘papaau st

Bupjew uoIs|I3p UAALIP-BIBP BIYM S3SeI U] (€ ‘T

*$221042
|e49A35 JO AjIqejieA. 3y} pue ‘SanAjeue
40 UoReZINN 3Y} ‘elep JO siunowe
133Ys 0} anp ‘PAPaaU §| BUP{EW-UOISIHAP
UBALIP-BIBP J9YM JO SISED 3SOW U]

(T

“AJjenb uoisap
20UBYUS UINY UJ UBD YIIYM ‘S|apow
annpaid Jo/pue ‘syBisul pue a8pajmouy)
J4adaap ‘uonew.oyul pue susaned uapply
40 UORYEIIXA BY3 Ul NSl Aew sHAjeUY
“UMO J1aY} Uo

UOIs193p [ewIdO ue Bujydeal W0l way) Jo
Jayya syuanaud siy) “Ayijeuoizes papunoq
e Aq paywi| ase saulydew pue suewny
“uoisap e poddns

10 yaea1 03 J3pJ0 Ul ‘SyBisul uapply

puly 03 exep (81q) uo sonAjeue Jo synsal
343 sa21j13N ‘s5330.d BupEW-UOISI>AP

e y8nouy) 8ui08 Aq “Jaxews uoisap Y|

Suppeg

“BuIdysies Jo pealsul ‘aAneusalje [ewndo
Y} UO BPIIAP JAPIO Ul IFPIIMOUY JO [aA3]
U1eL) B Y2831 0} S)YSISUl pue UoieuLIoJul
210U SPa3U JaXeW UOISIDAP 3y
“(,Avjeuones aane10qe||09, ) UMO

S} UO JUBWIA[2 Y3 4O AYjjeuonel papunog
ay3 ueyy Ayjeuonel Jo (93] JayBly

© 0} P3| Ued AuIYIeW By} pue uewny

ay3 Jo Indui ay3 Jo anjea ay 8u 0
“Bupjew-uoisiap Jo

SJUIII|D |BIISSE|D AYI YUM WdY) UIamIaq
ouejeq e puy pue ‘ejep 81q pue sanAjeue
a2/|nn 03 3|qe aq 03 pasu suoneziuesiQ

(€

"syuawinbue s,5y)3Q Jo weibelp pasyewwns y * Ly ainbi4

xipuaddy



	Abstract
	1. Introduction
	1.1. Motivation and aim
	1.2. Research method

	2. Decision theory
	3. The classical elements of decision making and their surrounding theories
	3.1. The decision-making process
	3.2. The decision maker
	3.3. The decision

	4. The emergence of big data and analytics in data-driven decision making
	4.1. Big data
	4.2. Big data analytics
	4.3. Data-driven decision making and its elements

	5. Accommodating for data-driven decision making beyond the claims of classical decision theory
	5.1. The need for a new theory in research
	5.2. The need for a new theory in practice: algorithmically driven to failure, or success?

	6. DECAS as a modern data-driven decision theory
	7. Discussion and evaluation of DECAS claims
	7.1. Claim 1 – the (big) data and analytics as additional elements
	7.2. Claim 2 – a collaborative rationality for optimising decisions
	7.3. Claim 3 – integrating the five pillars for more informed decisions

	8. Conclusion
	Acknowledgements
	Disclosure statement
	ORCID
	References
	Appendix

