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Apa itu Data-Driven Decision Making (DDDM)?

Data-Driven Decision Making mengacu pada pengumpulan, 
analisis, pemeriksaan, dan interpretasi data yang sistematis, 
biasanya melalui penerapan metode dan teknik analitik 
atau pembelajaran mesin, untuk mencapai keputusan yang 
tepat.

(Elgendy, Elragal, & Päivärintaa, 2022) 
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Apa itu Data-Driven Decision Making (DDDM)?

▪ Dalam konteks ini, data menjadi pondasi utama dalam menentukan arah
strategi dan tindakan yang akan diambil oleh perusahaan atau organisasi.

▪ Data-Driven Decision Making melibatkan pengumpulan data yang relevan,
analisis mendalam, dan interpretasi yang akurat untuk menghasilkan
insight yang dapat diimplementasikan.

▪ Pendekatan ini berbeda dengan metode tradisional yang sering mengan-
dalkan intuisi atau pengalaman subjektif. Dengan Data-Driven Decision
Making, keputusan dibuat berdasarkan bukti nyata yang diperoleh dari
data, sehingga mengurangi risiko kesalahan dan meningkatkan akurasi
hasil.
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Sejarah DDDM

▪ Data-Driven Decision Making bukanlah konsep baru. Hanya saja 
jumlah data yang tersedia dan alat untuk menganalisisnya baru. 

▪ Itu juga berarti bahwa untuk memahami DDDM, kita harus kem-
bali sedikit dan mengeksplorasi bagaimana keputusan awalnya 
terlihat telah dibuat dan bagaimana ketersediaan data dan alat 
berdampak padanya.
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Sejarah DDDM

Tiga perspektif berbeda secara historis telah menjadi fokus ketika 
menggambarkan pengambilan keputusan:

▪ Decision-making process: berkaitan dengan struktur proses. 

▪ Decision-maker: Orang yang membuat keputusan akhir akan 
membawa preferensi dan pengalaman pribadinya ke dalam 
proses pengambilan keputusan.

▪ Decision quality (type): termasuk ketepatan waktu, akurasi, dan 
kebenaran Keputusan. Itu juga berarti bahwa konsekuensi dari 
keputusan dan waktu yang tersedia harus dipertimbangkan 
sebagai elemen
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Sejarah DDDM: 
Classical Decision 
Theories
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Sejarah DDDM: 
Classical Decision 
Theories
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Sejarah DDDM: 
Classical Decision 
Theories
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Sejarah DDDM: Classical Decision Theories

The elements of classical decision making
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Sejarah DDDM: A Modern Decision Theory-DECAS

The elements of data-driven decision making
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Sejarah DDDM: A Modern Decision Theory-DECAS

▪ DECAS, atau teori yang meliputi: the Decision-making process, dEcision maker, 
deCision, dAta, and analyticS

▪ DECAS (modern data-driven decision theory), perluasan dari teori keputusan klasik 
dengan mengusulkan tiga klaim utama:

1) (big) data dan analitik (mesin) harus dianggap sebagai elemen terpisah; 

2) kolaborasi antara pengambil keputusan (manusia) dan analitik (mesin) dapat 
menghasilkan rasionalitas kolaboratif, melampaui rasionalitas terbatas yang 
didefinisikan secara klasik; dan

3) Integrasi yang bermakna dari elemen pengambilan keputusan klasik dengan data dan 
analitik dapat menghasilkan keputusan yang lebih terinformasi, dan mungkin lebih 
baik.
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Manfaat Data-Driven Decision Making

• Dengan menggunakan data yang akurat dan relevan, organisasi dapat
mengurangi biaya operasional, mengoptimalkan penggunaan sumber
daya, dan memperbaiki proses internal.

Peningkatan efisiensi 
operasional

• Dengan data, kita dapat mengungkap tren baru dan peluang yang
dapat mendorong inovasi produk dan layanan.Inovasi

• Evaluasi kinerja secara berkala dan menerapkan perbaikan secara ber-
tahap.Continuous Improvement

• Semua anggota tim dapat berkontribusi berdasarkan data, bukan
hanya pendapat pribadi.Collaborative Decisions

• Analisis data dapat membantu memprediksi tren pasar dan perilaku
konsumen. Dan juga perusahaan dapat menyusun rencana strategis
yang lebih baik.

Planning

Mengimplementasikan Data-Driven Decision Making membawa sejumlah manfaat signifikan bagi 
bisnis, antara lain :
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Proses DDDM

Menentukan 
Tujuan

Pengumpulan 
Data

Pemrosesan dan 
Pembersihan 

Data
Analisis Data

Analisis Data
Pengambilan 

Keputusan

Pemantauan 
dan Evaluasi 

Hasil

Untuk memanfaatkan DDDM, perusahaan dan organisasi perlu mengikuti pro-
ses yang terstruktur seperti berikut :
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Proses DDDM

Untuk memanfaatkan DDDM, perusahaan dan organi-sasi perlu mengikuti
proses yang terstruktur seperti berikut :
1. Menentukan Tujuan: 

Langkah pertama adalah mengidentifikasi dengan jelas masalah yang ingin dipecahkan
atau tujuan yang ingin dicapai. Tanpa pemahaman yang jelas, proses selanjutnya
mungkin tidak efektif.

2. Pengumpulan Data: 
Kumpulkan data yang relevan dari berbagai sumber, baik internal maupun eksternal.
Data dapat berupa data transaksi, data pelanggan, data pasar, dan lain sebagainya.

3. Pemrosesan dan Pembersihan Data:
Data yang dikumpulkan perlu diproses dan dibersihkan untuk memastikan akurasinya.
Dalam hal ini melibatkan penghapusan kesalahan, inkonsistensi, dan data yang
duplikat.
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Proses Data-Driven Decision Making

4.  Analisis Data:
Gunakan berbagai teknik analisis data, seperti statistik deskriptif, analisis regresi, dan
machine learning, untuk mengidentifikasi pola dan tren dalam data.

5.  Visualisasi Data:
Visualisasikan data dalam bentuk grafik, chart, atau dashboard untuk memudahkan
pemahaman dan komunikasi.

6.  Pengambilan Keputusan:
Gunakan insight yang diperoleh dari analisis data untuk membuat keputusan bisnis
yang strategis.

7.  Pemantauan dan Evaluasi Hasil:
Setelah keputusan diimplementasikan, penting untuk memantau hasilnya dan
mengevaluasi hasil keputusan tersebut. Feedback ini dapat digunakan untuk
melakukan perbaikan jika diperlukan.
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Sumber Data untuk Data-Driven Decision Making

Data Internal

• Data internal merupakan 
data yang dihasilkan dari 
aktivitas bisnis sehari-ha-
ri dan tersimpan dalam 
sistem perusahaan. 

• Contohnya seperti:  Data 
Transaksi, Data Pelang-
gan, Data Operasional,
Data Keuangan dan 
masih banyak lagi.

Data Eksternal

• Data eksternal merupa-
kan data yang diperoleh 
dari sumber di luar 
perusahaan. 

• Contoh data eksternal 
antara lain: laporan mar-
ket research, publikasi 
industri, dan analisis
kompetitor.

Data Terbuka 

• Data yang tersedia seca-
ra publik dan gratis da-
pat dimanfaatkan untuk 
analisis, 

• Contoh seperti : Data So-
cial Media, Data Peme-
rintah, Data Organisasi 
Internasional, Dataset
penelitian dan masih 
banyak lagi. 



www.aptikom.org

Tools dan Teknologi Pendukung

Business 
Intelligence (BI) 

Tools

▪ Software untuk visualisasi data dan dash-board
interaktif.

Big Data 
Technologies

▪ Platform seperti Hadoop dan Spark untuk meng-
olah data dalam skala besar.

Machine
Learning dan AI

▪ Algoritma yang dapat memprediksi tren dan pola 
dari data yang kompleks.

Cloud
Computing

▪ Infrastruktur yang fleksibel dan skalabel untuk
penyimpanan dan pemrosesan data.

Untuk memanfaatkan sumber data secara maksimal, perusahaan atau organisasi dapat menggu-
nakan berbagai tools dan teknologi berikut ini :
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GAMBARAN UMUM SAINS DATA

BAGIAN 2
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Definisi Data Science

Definisi Data Science dari NIST (2018). 

Data science is the extraction of useful knowledge 
directly from data through a process of discovery, or of 
hypothesis formulation and hypothesis testing.
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Apa itu Sains Data ?

Programmer Programmer Statistian 
Business Analyst Business Analyst 

Data Scientist 
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Tujuan Tugas yang Biasa Digunakan
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Jenis Tugas yang Dikembangkan
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Sains Data: Multi-Disiplin
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Siklus Hidup-nya
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Komponen-Komponen-nya
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Penerapan Utama Sains Data
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Penerapan Sains Data 
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Proses Sains Data
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Definisi Data Scientist dari NIST

Definitions by NIST Big Data WG (NIST SP1500 - 2015)

▪ A Data Scientist is 

▪ a practitioner with sufficient knowledge in the overlapping regimes of 
expertise in business needs, domain knowledge, analytical skills, and 
programming and systems engineering expertise to manage the end-
to-end scientific method process through each stage in the big data 
lifecycle.

▪ Data science is the empirical synthesis of actionable knowledge 
and technologies required to handle data from raw data through 
the complete data lifecycle process.
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Modern Data Scientist
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Jenjang Karir
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Data Scientist vs Data Analyst
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Data Scientist vs Statistician
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TEKNIK MACHINE LEARNING DALAM DECISION 
MAKING

BAGIAN 3
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Hubungan DS-BD-AI-ML-DL Dewasa ini

Source: adaptation from Ian Goodfellow, et.al 2016 & and Matthew Mayo, 2016
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▪ A machine learning-based system is not explicitly programmed but learned 
from data.

▪ A machine learning algorithm infers patterns and relationships between 
different variables in a dataset and then uses that knowledge to generalize 
beyond the training dataset.

Terms used in the context of machine learning

1. Data mining
2. Features
3. Labels
4. Models
5. Accuracy, and Precision

Machine Learning
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Data Mining
▪ Definition: "The application of specific algorithms for 

extracting patterns from data." 

▪ data mining is a process in which machine learning algorithms 
are utilized to extract potentially valuable patterns held within 
datasets.

▪ Data mining is exploratory analysis with unsupervised machine 
learning algorithms 

The main application is text mining in a big data environment:

1. Text parsing
2. Sentiment analysis
3. Opinion mining 
4. Natural language processing using a deep learning algorithm

Data Mining algorithms:
1. C4.5
2. k-means
3. Support vector machines
4. Apriori
5. EM
6. PageRank
7. AdaBoost
8. kNN
9. Naive Bayes
10. CART
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Features
▪ a feature represents an independent variable
▪ In a tabular dataset, a row represents an observation and a column represents a 

feature.
▪ Features are also collectively referred to as dimensions.

Categorical Features
▪ It can take on one of a fixed number of discrete values with a name or a label.
▪ The values of a categorical feature have no ordering.
▪ gender is a categorical feature. It can take on only one of two values.

Numerical Features
▪ It can take on any numerical value
▪ numerical features have mathematical ordering
▪ discrete numerical feature: number of persons, number of rooms
▪ continuous numerical feature: temperature value
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Labels

▪ label is a variable that a machine 
learning learns to predict

▪ categorical label: ex, the category 
of a news article is a categorical 
label

▪ numerical label: ex, price is a 
numerical label
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Models

▪ A mathematical construct for capturing patterns within a dataset and estimates the
relationship between the dependent and independent variables and has predictive
capability. and can calculate or predict the value for the dependent variable when
getting the values of the independent variables.

▪ Training a model is a compute-intensive task while using it is not as compute-intensive.

▪ A model is generally saved to disk so that it can be used without going to the training
step again.

Training Data (80% of data)

▪ The data used by a machine learning algorithm to train a model

Test Data (20% of data)

▪ The data used for evaluating the predictive performance of a model
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▪ Accuracy adalah seberapa dekat nilai terukur dengan nilai aktual (benar).

▪ Precision adalah seberapa dekat nilai terukur satu sama lain.

Accuracy vs Precision
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Teknik-Teknik Machine Learning

Machine Learning terutama memiliki tiga jenis teknik pembelajaran:

▪ Supervised learning

▪ Unsupervised learning

▪ Reinforcement learning
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Kategori tugas Machine Learning

1. Classification 

2. Regression

3. Clustering

4. Anomaly detection

5. Association

6. Recommendation

7. Dimensionality reduction

8. Computer Vision

9. Text Analytics
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Classification [supervised learning]

▪ Classification is concerned with building models that separate data into distinct classes. 
These models are built by inputting training data for which the classes are pre-labeled 
for the algorithm to learn from. The model is then used by inputting a different dataset 
for which the classes are withheld, allowing the model to predict their class 
membership based on what it has learned from the training set. 

Binary classification examples (divide data to two options only)
▪ spam filtering is a classification task

▪ Tumor diagnosis can be treated as a classification problem.

▪ determining credit risk using personal information such as income, outstanding debt

Multi-class classification examples
▪ handwritten recognition of each character is a multi-class classification problem

▪ image recognition is a multi-class classification task

▪ Xbox Kinect360, which infers body parts and position
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Regression [supervised learning]

▪ The goal is to predict a numerical label for an unlabeled observation

Regression algorithms: Linear regression, Decision trees

Examples

▪ home valuation

▪ Asset trading, and forecasting

▪ Sales or inventory forecasting
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Anomaly Detection [ supervised learning]

the goal is to find outliers, noise, deviations in a dataset

Anomaly detection applications 

▪ In manufacturing, it is used for automatically finding defective products. 

▪ In data centers, it is used for detecting bad systems. 

▪ Websites use it for fraud detection. 

▪ Detecting security attacks. Network traffic associated with a security attack 
is unlike normal network traffic. Similarly, hacker activity on a machine will 
be different from a normal user activity.
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Clustering [unsupervised learning]

▪ The aim is to split a dataset into a specified number of clusters or segments. 
▪ Elements in the same cluster are more similar to each other than to those in 

other clusters.

Clustering algorithms
1) k-means
▪ The number of clusters (k) must be given explicitly. 
▪ Identify the best k cluster centers in an iterative manner
▪ Clusters are assumed to be spherical.
2) OPTICS /DBSCAN
▪ it is a density-based clustering algorithm. represents clusters by its nature
Example
▪ creating customer segments, which can be targeted with different 

marketing programs
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Association [unsupervised learning]

▪ Association is most easily explained by introducing market basket analysis, a typical task 
for which it is well-known. 

▪ attempts to identify associations between the various items that have been chosen by a 
particular shopper and placed in their market basket and assigns support and 
confidence measures for comparison. 

▪ The value of this lies in cross-marketing and customer behavior analysis. 
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Dimensionality Reduction [unsupervised
learning]

▪ The goal in dimensionality reduction is to reduce the number of features in 
a dataset without significantly impacting the predictive performance of a 
model and this will reduce the computational complexity and cost of 
machine learning.
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Recommendation [Reinforcement]

▪ The goal of a recommendation system is to recommend a product to a 
user based on past behavior to determine user preferences.

▪ Unlike Association, Recommendation focus on user behavior and suggest 
according to this user behavior.

▪ It is reinforcement because we not sure of result until user choose one of 
our recommendation, if not, then our recommendation was not correct.
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Supervised machine learning algorithms
Classification

▪ Two Class Classification

- Logistic Regression (Fast)

- Decision Tree (Fast)

- Decision jungle(Accurate)

- SVM  (Accurate) (>100 features)

- Boosted Decision Tree (Fast - Large memory)

- Bayes point machine (Fast)

▪ Multi Class Classification

- Decision Tree (Fast)

- Logistic Regression  (Fast)

- Random Forest (Accurate)

- Gradient Boosting Tree (Accurate)

- Naive Bayes (Big Data)

- Decision jungle(Accurate)

Regression

- Linear Regression (Fast)

- Decision Tree (Fast)

- Random Forest (Accurate)

- Gradient Boosting Tree (Accurate)

- Ordinal regression

- Bayesian linear regression 

-Boosted Decision Tree (Fast - Large memory)

- SGD Regressor (<100K rows)

- Lasso/ ElasticNet (Few Features)

- RidgeRegression

- SVR(kernel=linear/ rbf)

- EnsembleRegressors

Anomaly Detection

- One Class SVM (support vector machine)

- PCA based Anomaly Detection

- Time Series Anomaly Detection
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Clustering
- K-means Clustering
- K-modes (Categorical variables)
- DBScan (predict the number of clusters 

automatically)
- OPTICS (predict the number of clusters 

automatically)

Association 
Apriori

Dimension Reduction
- PCA
- Singular value decomposition

Recommendation
- Matchbox Recommender

Computer Vision
OpenCV Library

Text Analytics (Supervised Learning)
- Named Entity Recognition
- Sentimental Analysis

Unsupervised machine learning algorithms
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Neural Network
▪ The feedforward neural network algorithm uses a technique known as 

backpropagation to train a model. 

▪ During the training phase, prediction errors are fed back to the network. 

▪ The algorithm uses this information to adjust the weights of the edges connecting 
the nodes to minimize prediction errors. 

▪ This process is repeated until the prediction errors converge to a value less than a 
predefined threshold.

▪ Generally, a neural network with one layer is sufficient in most cases. If 
more than one hidden layers are used, it is recommended to have the 
same number of nodes in each hidden layer.

▪ Neural networks are better suited for classifying data that is not linearly 
separable.
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Deep learning
▪ It consists of many layers/nodes of neural networks. 

▪ Deep learning automatically finds out the features that are important for classification, 
but in Machine Learning we had to manually give the features

▪ Deep learning algorithms need a large amount of data to work perfectly.
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Traditional ML Algorithms

▪ can work on low-end machines

▪ break the problem down into different parts, 
solve them individually, and combine them to 
get the result.

▪ Takes much less time to train, ranging from a 
few seconds to a few hours.

▪ Gives us the selection rules, so it is easy to 
interpret, and safe to use in industry for 
interpretability.

Deep learning algorithms
▪ need a large amount of data to work perfectly

▪ heavily depend on GPUs

▪ solve the problem end-to-end.

▪ takes a long time to train. (like two weeks)

▪ It is excellent and is near human performance, 
but no guarantee to be always like this!, 
because most of the operations are hidden and 
we can’t review selection logic!
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Proses Machine Learning
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Tool Implementasi: Matlab

• Matlab https://www.mathworks.com/products/matlab.html   
• Komersial versi terakhir R2020a
• Tersedia Toolbox:  AI, Data Science, and Statistics

• Statistics and Machine Learning Toolbox
• Deep Learning Toolbox
• Reinforcement Learning Toolbox
• Text Analytics Toolbox
• Predictive Maintenance Toolbox

• Link buku Matlab: 
https://drive.google.com/drive/folders/1qHLqc2kYrI7REC2UClijIZhrzICmm8AF
?usp=sharing 

• Link buku Deep Learning with Matlab: 
https://drive.google.com/drive/folders/1QuU9tAMPF-XPwM4WmSBRiSYQoj8aA9Wg?usp=sharing 

https://www.mathworks.com/products/matlab.html
https://www.mathworks.com/products/statistics.html
https://www.mathworks.com/products/deep-learning.html
https://www.mathworks.com/products/reinforcement-learning.html
https://www.mathworks.com/products/text-analytics.html
https://www.mathworks.com/products/predictive-maintenance.html
https://drive.google.com/drive/folders/1qHLqc2kYrI7REC2UClijIZhrzICmm8AF?usp=sharing
https://drive.google.com/drive/folders/1qHLqc2kYrI7REC2UClijIZhrzICmm8AF?usp=sharing
https://drive.google.com/drive/folders/1QuU9tAMPF-XPwM4WmSBRiSYQoj8aA9Wg?usp=sharing
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Tool Implementasi: RapidMiner

▪ RapidMiner https://rapidminer.com/
▪ platform perangkat lunak data science
▪ yang dikembangkan oleh perusahaan bernama sama dengan yang menyediakan lingkungan 

terintegrasi untuk data preparation, machine learning, deep learning, text mining, and 
predictive analytics.

▪ Digunakan untuk bisnis dan komersial, juga untuk penelitian, pendidikan, pelatihan, rapid 
prototyping, dan pengembangan aplikasi serta mendukung semua langkah dalam proses 
machine learning termasuk data preparation, results visualization, model validation and 
optimization. 

▪ RapidMiner dikembangkan pada open core model. Dengan RapidMiner Studio Free 
Edition, yang terbatas untuk 1 prosesor logika dan 10.000 baris data, tersedia di bawah 
lisensi AGPL. RapidMiner Studio 9.7 
(https://my.rapidminer.com/nexus/account/index.html#downloads) Harga komersial 
dimulai dari $2.500 dan tersedia dari pengembang. 

▪ Link buku RapidMiner: https://drive.google.com/drive/folders/1ln2R4ryr2qj_Iwbk-
ZZT_T9wTyvpuhaN?usp=sharing    

https://rapidminer.com/
https://id.wikipedia.org/w/index.php?title=GNU_Affero_General_Public_License&action=edit&redlink=1
https://my.rapidminer.com/nexus/account/index.html#downloads
https://drive.google.com/drive/folders/1ln2R4ryr2qj_Iwbk-ZZT_T9wTyvpuhaN?usp=sharing
https://drive.google.com/drive/folders/1ln2R4ryr2qj_Iwbk-ZZT_T9wTyvpuhaN?usp=sharing
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Tool Implementasi: R-Studio
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Mengapa Pakai R Language ?

▪ R is a free, open-source software and programming language 
developed in 1995 at the University of Auckland as an 
environment for statistical computing and graphics (Ikaha and 
Gentleman, 1996). 

▪ Since then R has become one of the dominant software 
environments for data analysis and is used by a variety of 
scientific disiplines, including soil science, ecology, and 
geoinformatics (Envirometrics CRAN Task View; Spatial CRAN 
Task View). 

▪ R is particularly popular for its graphical capabilities, but it is also 
prized for it’s GIS capabilities which make it relatively easy to 
generate raster-based models. 

https://www.stat.auckland.ac.nz/~ihaka/downloads/R-paper.pdf
https://www.stat.auckland.ac.nz/~ihaka/downloads/R-paper.pdf
https://cran.r-project.org/web/views/Environmetrics.html
https://cran.r-project.org/web/views/Spatial.html
https://cran.r-project.org/web/views/Spatial.html
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Tool Implementasi: Python, Jupyter, Anaconda

▪ Python
▪ Versi 3.8.X
▪ Tersedia IDE: Spyder https://www.spyder-ide.org/ 
▪ Tool interactive: Jupyter (Project Jupyter exists to develop open-source software, open-standards, 

and services for interactive computing across dozens of programming languages.) 
https://jupyter.org/ 

▪ Toolkit: Anaconda (the open-source Individual Edition (Distribution) is the easiest way to perform 
Python/R data science and machine learning on a single machine. Developed for solo practitioners, it 
is the toolkit that equips you to work with thousands of open-source packages and libraries) 
https://www.anaconda.com/ 

▪ Google Colab Colaboratory, or "Colab" for short, allows you to write and execute Python in your 
browser, with 

– Zero configuration required
– Free access to GPUs
– Easy sharing

▪ Whether you're a student, a data scientist or an AI researcher, Colab can make your work easier 
https://colab.research.google.com/notebooks/intro.ipynb    

https://www.spyder-ide.org/
https://jupyter.org/
https://www.anaconda.com/
https://colab.research.google.com/notebooks/intro.ipynb
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Jupyter
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Anaconda
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Library: scikit-learn

SCIKIT LEARN : https://scikit-learn.org/stable/ 

https://scikit-learn.org/stable/
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▪ Link buku-buku

▪ Big-data dan Data Science: 
https://drive.google.com/drive/folders/18jbNHjUWsRor8W64oNDxggO
d_yWqMzHs?usp=sharing 

▪ Deep Learning dan Machine Learning: 
https://drive.google.com/drive/folders/1hJ-
E5OJhg35R7LC7_bHy99ccoY7CJ3nO?usp=sharing 

▪ Python: 
https://drive.google.com/drive/folders/1zqr5GPjQhP96XqKcWMxcme
WiMAAZ1iVx?usp=sharing 

https://drive.google.com/drive/folders/18jbNHjUWsRor8W64oNDxggOd_yWqMzHs?usp=sharing
https://drive.google.com/drive/folders/18jbNHjUWsRor8W64oNDxggOd_yWqMzHs?usp=sharing
https://drive.google.com/drive/folders/1hJ-E5OJhg35R7LC7_bHy99ccoY7CJ3nO?usp=sharing
https://drive.google.com/drive/folders/1hJ-E5OJhg35R7LC7_bHy99ccoY7CJ3nO?usp=sharing
https://drive.google.com/drive/folders/1zqr5GPjQhP96XqKcWMxcmeWiMAAZ1iVx?usp=sharing
https://drive.google.com/drive/folders/1zqr5GPjQhP96XqKcWMxcmeWiMAAZ1iVx?usp=sharing
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scikit-learn 

▪ scikit-learn user guide, Mar 01, 2019 :   
https://drive.google.com/drive/folders/1rRsU6WdnPUlT3d9NcsT
uk2f6N92PLZkc?usp=sharing 

https://drive.google.com/drive/folders/1rRsU6WdnPUlT3d9NcsTuk2f6N92PLZkc?usp=sharing
https://drive.google.com/drive/folders/1rRsU6WdnPUlT3d9NcsTuk2f6N92PLZkc?usp=sharing
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Terima Kasih 
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