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Preface

The purpose of this book is to help students understand and use the calculus. Everything has been aimed
toward making this easier, especially for students with limited background in mathematics or for readers who
have forgotten their earlier training in mathematics. The topics covered include all the material of standard
courses in elementary and intermediate calculus. The direct and concise exposition typical of the Schaum
Outline series has been amplified by a large number of examples, followed by many carefully solved prob-
lems. In choosing these problems, we have attempted to anticipate the difficulties that normally beset the
beginner. In addition, each chapter concludes with a collection of supplementary exercises with answers.
This fifth edition has enlarged the number of solved problems and supplementary exercises. Moreover, we
have made a great effort to go over ticklish points of algebra or geometry that are likely to confuse the student.
The author believes that most of the mistakes that students make in a calculus course are not due to a deficient
comprehension of the principles of calculus, but rather to their weakness in high-school algebra or geometry.
Students are urged to continue the study of each chapter until they are confident about their mastery of the
material. A good test of that accomplishment would be their ability to answer the supplementary problems.
The author would like to thank many people who have written to me with corrections and suggestions, in
particular Danielle Cing-Mars, Lawrence Collins, L.D. De Jonge, Konrad Duch, Stephanie Happ, Lindsey Oh,
and Stephen B. Soffer. He is also grateful to his editor, Charles Wall, for all his patient help and guidance.

ELLIOTT MENDELSON

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.
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Linear Coordinate Systems.
Absolute Value. Inequalities

Linear Coordinate System

A linear coordinate system is a graphical representation of the real numbers as the points of a straight line. To
each number corresponds one and only one point, and to each point corresponds one and only one number.

To set up a linear coordinate system on a given line: (1) select any point of the line as the origin and let
that point correspond to the number 0; (2) choose a positive direction on the line and indicate that direction
by an arrow; (3) choose a fixed distance as a unit of measure. If x is a positive number, find the point cor-
responding to x by moving a distance of x units from the origin in the positive direction. If x is negative,
find the point corresponding to x by moving a distance of —x units from the origin in the negative direction.
(For example, if x = -2, then —x = 2 and the corresponding point lies 2 units from the origin in the negative
direction.) See Fig. 1-1.

L L L L L L L L L L L Ll L [r—
] L ] L Ll

] ] 1 ] 1
-4 -3 -52 -2-317 -1 0 12 1 V2 2 3% 4

Fig. 1-1

The number assigned to a point by a coordinate system is called the coordinate of that point. We often
will talk as if there is no distinction between a point and its coordinate. Thus, we might refer to “the point 3”
rather than to “the point with coordinate 3.”

The absolute value Ixl of a number x is defined as follows:

x  if x is zero or a positive number
Ixl=
—x if x is a negative number

For example, 14| =4, |-31 = —(=3) = 3, and |0l = 0. Notice that, if x is a negative number, then —x is positive.
Thus, x| > 0 for all x.
The following properties hold for any numbers x and y.

1.1) |—=xl=1x
When x =0, |—xI =1-0l = 10l = Ixl.
When x>0, —x < 0 and | —x| = —(—x) = x = Ixl.
When x <0, —x >0, and | —x| = —x = Ixl.
1.2)  Ix—yl=Ily—xl
This follows from (1.1), since y —x = —(x — y).
(1.3)  Ixl =c implies that x = *c.
For example, if Ix| = 2, then x = 2. For the proof, assume lx| = c.
Ifx>0,x=Ixl=c. If x<0, —x=Ixl =c; then x = —(—x) = —c.
1.4) IkPP=x?
Ifx>0,Ixl=xand x> =x2. If x <0, Ixl = —x and IxI* = (—x)> = x%.
1.5)  Ixyl=Ixl- Iyl
By (1.4), Ixyl> = (xy)* = x2y* = IxI?lyl*> = (Ixl - ly])>. Since absolute values are nonnegative, taking
square roots yields lxyl = Ix| - Iyl.

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.



CHAPTER 1 Linear Coordinate Systems

x| xl .
(1.6) §_|y_|1fy¢0
X X .
By (1.5), Iyl i =‘y-§‘= [xl. Divide by Iyl .

(1.7)  Ixl=1lyl implies that x = *y
Assume Ixl = Iyl. If y=0, IxI =101 = 0 and (1.3) yields x = 0. If y # 0, then by (1.6),

d
y

I

_|y_|=1

So, by (1.3), x/y = 1. Hence, x = ty.

(1.8) Letc=0. Then Ixl < ¢ if and only if —c <x < c. See Fig. 1-2.
Assume x > 0. Then Ix| = x. Also, since ¢ 20, —c <0 < x. So, x| < ¢ if and only if —c <x < ¢. Now
assume x < 0. Then Ixl = —x. Also, x < 0 < ¢. Moreover, —x < ¢ if and only if —c < x. (Multiplying
or dividing an equality by a negative number reverses the inequality.) Hence, Ixl < ¢ if and only if

—-c<x<c
(1.9) Letc=0.Then Ixl < cif and only if —c < x < ¢. See Fig. 1-2. The reasoning here is similar to that for
(1.8).
|xif c x| <e
& } & - O $ :;,‘ =
-c 0 c -c 0 c

Fig. 1-2

(1.10) —Ixl<x<lal
If x>0, x=Ixl. If x <0, IxI = —x and, therefore, x = —Ixl.
(1.11)  Ix+yl < Ixl + Iyl (triangle inequality)
By (1.8), —Ixl £ x < Ixl and —lyl £y < lyl. Adding, we obtain —(Ixl + Iyl) < x + y < Ixl + Iyl. Then
Ix + yl < IxI + Iyl by (1.8). [In (1.8), replace ¢ by Ix| + |yl and x by x + y.]
Let a coordinate system be given on a line. Let P, and P, be points on the line having coordinates x; and x,.
See Fig. 1-3. Then:

(1.12) Ix; — x,l = P, P, = distance between P, and P,.
This is clear when 0 < x; < x, and when x; < x, < 0. When x, < 0 < x,, and if we denote the origin
by O, then P\P,=P,0+ OP,=(—x) + x,=x, —x; =Ix, — x;| = Ix; — x,l.
As a special case of (1.12), when P, is the origin (and x, = 0):
(1.13) Ix,| = distance between P, and the origin.

o
o

el
~
_.k T

Fig. 1-3

Finite Intervals

Leta<b.

The open interval (a, b) is defined to be the set of all numbers between a and b, that is, the set of all x such
that a < x < b. We shall use the term open interval and the notation (a, b) also for all the points between the
points with coordinates a and b on a line. Notice that the open interval (a, ) does not contain the endpoints
a and b. See Fig. 1-4.

The closed interval [a, b] is defined to be the set of all numbers between a and b or equal to a or b, that is,
the set of all x such that a < x < b. As in the case of open intervals, we extend the terminology and notation
to points. Notice that the closed interval [a, b] contains both endpoints a and b. See Fig. 1-4.
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> S &
L < N

a b a b
Open interval (a, b): a<x<b Closed interval [a,b]: a=x=<b

Fig. 1-4

By a half-open interval we mean an open interval (a, b) together with one of its endpoints. There are two
such intervals: [a, b) is the set of all x such that a < x < b, and (a, b] is the set of all x such that a < x < b.

Infinite Intervals
Let (a, =) denote the set of all x such that a < x.
Let [a, =) denote the set of all x such that a < x.
Let (—eo, b) denote the set of all x such that x < b.
Let (—eo, b] denote the set of all x such that x < b.

Inequalities
Any inequality, such as 2x —3 >0 or 5 < 3x + 10 £ 16, determines an interval. To solve an inequality means
to determine the corresponding interval of numbers that satisfy the inequality.

EXAMPLE 1.1: Solve 2x—-3>0.
2x-3>0
2x>3 (Adding 3)

x>

fw

(Dividing by 2

Thus, the corresponding interval is (3,9).

EXAMPLE 1.2: Solve 5 <3x+ 10< 16.
5<3x+10<16
—5<3x<6 (Subtracting 10)
—3<x<2 (Dividing by 3)

Thus, the corresponding interval is (-3, 2].

EXAMPLE 1.3: Solve 2x+3<7.
2x+3<7

—2x<4  (Subtracting 3)
x>-2  (Dividing by —2)

(Recall that dividing by a negative number reverses an inequality.) Thus, the corresponding interval is (=2, o).

SOLVED PROBLEMS

1. Describe and diagram the following intervals, and write their interval notation, (a) -3 <x<5; (b)) 2<x<6;
(©)4<x20;(d)x>5()x<2;(f)3x—4<8;(g) 1 <5-3x<11.

(a) All numbers greater than —3 and less than 5; the interval notation is (=3, 5):

O )
O O
5

-3



2.

CHAPTER 1 Linear Coordinate Systems

(b) All numbers equal to or greater than 2 and less than or equal to 6; [2, 6]:

& -
2 6

(c) All numbers greater than —4 and less than or equal to 0; (—4, 0]:

O g
0

(d) All numbers greater than 5; (5, o):

5
A
5

(e) All numbers less than or equal to 2; (—oo, 2]:

(f) 3x—4<8isequivalent to 3x < 12 and, therefore, to x < 4. Thus, we get (—oo, 4]:

. -
4
(2) 1<5-3x<11

—4<-3x<6 (Subtracting 5)

—2<x<% (Dividing by — 3; note the reversal of inequalities)

Thus, we obtain (-2, $):

O N
O O
2

Describe and diagram the intervals determined by the following inequalities, (a) lxl <2; (b) IxI > 3; (c) Ix =3I < 1;
(d) Ix— 2l < dwhere 6> 0; (e) Ix+ 21 <3; (f) 0 < Ix — 4l < § where 6> 0.

(a) By property (1.9), this is equivalent to —2 < x < 2, defining the open interval (-2, 2).

O O
O O
2

-2

(b) By property (1.8), lxl < 3 is equivalent to —3 < x < 3. Taking negations, |x| > 3 is equivalent to x <=3 or x > 3,
which defines the union of the intervals (—e, —3) and (3, o).

O O
0 \®
3 3

(c) By property (1.12), this says that the distance between x and 3 is less than 1, which is equivalent to 2 < x < 4.
This defines the open interval (2, 4).

O
2

»> 0

We can also note that Ix — 31 < 1 is equivalent to -1 < x — 3 < 1. Adding 3, we obtain 2 < x < 4.

(d) This is equivalent to saying that the distance between x and 2 is less than 8, or that 2 — § < x < 2 + 6, which
defines the open interval (2 — 8, 2 + ). This interval is called the d-neighborhood of 2:

TO
¢
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(e) Ix+2l<3isequivalent to —3 < x + 2 < 3. Subtracting 2, we obtain —5 < x < 1, which defines the open
interval (-5, 1):

O
2 %
5

- Q

(f) The inequality |x — 4] < § determines the interval 4 — § < x <4 + 8. The additional condition 0 < |x — 4] tells
us that x # 4. Thus, we get the union of the two intervals (4 — 6, 4) and (4, 4 + §). The result is called the
deleted &-neighborhood of 4:

PN N .
&, L &
- 4

4-5 4+5
3. Describe and diagram the intervals determined by the following inequalities, (a) IS — x| < 3; (b) 2x - 31 < 5;

(©) 11 —4xl < 1.

(a) Since |5 — x| =Ix —5l, we have |x — 51 < 3, which is equivalent to -3 <x —5 < 3. Adding 5, we get 2 <x <8,
which defines the closed interval [2, 8]:

& . g
2 8

(b) 12x -3l <5 is equivalent to =5 < 2x — 3 < 5. Adding 3, we have —2 < 2x < 8; then dividing by 2 yields
—1 < x <4, which defines the open interval (-1, 4):

Iy .
(c) Since 1 —4xl = l4x — 11, we have |4x — 1| < {, which is equivalent to —1 <4x—1< 1 Adding 1, we get
4 < 4x < 3. Dividing by 4, we obtain § < x <%, which defines the open interval (3, ):

178 378
4. Solve the inequalities: (a) 18x — 3x> > 0; (b) (x + 3)(x — 2)(x — 4) < 0; (¢) (x + )*(x — 3) > 0, and diagram the solutions.

(a) Set 18x — 3x? = 3x(6 — x) = 0, obtaining x = 0 and x = 6. We need to determine the sign of 18x — 3x? on each
of the intervals x < 0, 0 < x < 6, and x > 6, to determine where 18x — 3x> > 0. Note that it is negative when
x <0 (since x is negative and 6 — x is positive). It becomes positive when we pass from left to right through
0 (since x changes sign but 6 — x remains positive), and it becomes negative when we pass through 6 (since x
remains positive but 6 — x changes to negative). Hence, it is positive when and only when 0 < x < 6.

20

O
g
6

(b) The crucial points are x = -3, x =2, and x = 4. Note that (x + 3)(x — 2)(x — 4) is negative for x < =3 (since
each of the factors is negative) and that it changes sign when we pass through each of the crucial points.
Hence, it is negative for x < -3 and for 2 < x < 4:

O O O
A d Al g
-3 2 4

(c) Note that (x + 1) is always positive (except at x = —1, where it is 0). Hence (x + 1)* (x — 3) > 0 when and only
when x — 3 > 0, that is, for x > 3:

O
O
3

5. Solve I3x—71=28.
By (1.3), I13x — 7l = 8 if and only if 3x — 7 = £8. Thus, we need to solve 3x — 7 = 8 and 3x — 7 = —8. Hence, we
getx=50rx=—%.
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2x+1
X+3
Case 1: x + 3 > 0. Multiply by x + 3 to obtain 2x + 1 > 3x + 9, which reduces to —8 > x. However, since x + 3 > 0,
it must be that x > —3. Thus, this case yields no solutions.
Case 2: x + 3 < 0. Multiply by x + 3 to obtain 2x + 1 < 3x + 9. (Note that the inequality is reversed, since we
multiplied by a negative number.) This yields —8 < x. Since x + 3 < 0, we have x < -3. Thus, the only solutions
are -8 <x<-3.

Solve > 3.

Solve <5.

£
X

The given inequality is equivalent to =5 < 2 — 3 < 5. Add 3 to obtain —2 < 2/x < 8, and divide by 2 to get
-1 <lx<4.

Case 1: x > 0. Multiply by x to get —x < 1 < 4x. Then x > 4 and x > —1; these two inequalities are equivalent to
the single inequality x > .

Case 2: x < 0. Multiply by x to obtain —x > 1 > 4x. (Note that the inequalities have been reversed, since we
multiplied by the negative number x.) Then x < 4 and x < —1. These two inequalities are equivalent to x < —1.

Thus, the solutions are x > 4 or x < —1, the union of the two infinite intervals (, o) and (—ee, —1).

Solve 12x — 51 = 3.
Let us first solve the negation 12x — 5| < 3. The latter is equivalent to —3 < 2x — 5 < 3. Add 5 to obtain 2 < 2x < §,

and divide by 2 to obtain 1 < x < 4. Since this is the solution of the negation, the original inequality has the solution
x<lorxz=4.

9.

Solve: x> < 3x + 10.

x> <3x+10
x>*—=3x—10<0 (Subtract 3x + 10)
x=5x+2)<0

The crucial numbers are —2 and 5. (x — 5)(x + 2) > 0 when x < -2 (since both x — 5 and x + 2 are negative);
it becomes negative as we pass through —2 (since x + 2 changes sign); and then it becomes positive as we pass
through 5 (since x — 5 changes sign). Thus, the solutions are —2 < x < 5.

SUPPLEMENTARY PROBLEMS

10.

11.

Describe and diagram the set determined by each of the following conditions:
(a) -5<x<0 (b) x<0

(c) 2<x<3 d x=>1

(e) Ixl<3 ) IxI=5

(g) Ix-2l<+% (h) Ix-3I>1

(i O0<kk-2I<1 (j) O<Ix+3l<+

k) x-21=1.

Ans. () -3<x<3; (HHx=25 orx<-5; (g3<x<3; (hyx>2orx<—4; ()x#2and 1 <x<3;
() “H<x<—4; ®KWx=30rx<1

Describe and diagram the set determined by each of the following conditions:

(a) Bx—-71<2
(b) Mx-12=>1

©

R

<
3 <4
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(d) ‘3—2 <4
X

© p+is1
X

() ‘i <3
X

Ans. (A)3<x<3;(b)x2Lorx<0;(c)-6<x<18;(d)x<-3orx=4;(e)x>00rx<—lor—4<x<0;
(fyx>4orx<—%

12. Describe and diagram the set determined by each of the following conditions:

(a) x(x—5)<0

b)) x=2)x—6)>0

) x+Dhx-2)<0

(d) x(x-2)x+3)>0

(&) x+2)x+3)x+4)<0
) x-Dxx+DHx-2)x+3)>0
@ (=1x+4)>0

(h) (x=3)(x+5)x-4)12<0
1 x-2Y>0

() (+17<0

k) x=2Px+D<0

O x-13x+1)<0

(m) Bx-D2x+3)>0

n) x—4)2x-3)<0

Ans. (@)0<x<5;(b)x>60rx<2;(c)-1<x<2;(d)x>20or-3<x<0;(e)-3<x<-2orx<-4,;
f)x>2or—1<x<1 orx<-3;(g)x>-4andx#1;(h)-5<x<3;({)x>2;(jx<-1;
kK -1l<x<2;(Dx<landx#-1;(m)x>%orx<-3;(n)3<x<4

13. Describe and diagram the set determined by each of the following conditions:

(a) x*<4

(b) x*=9

(c) (x—2)2<16
d @x+1)2>1
() X¥*+3x—-4>0
f) x¥*+6x+8<0
(g) ¥*<5x+14
(h) 2x*>x+6

(i) 6x*+13x<5
(j) *+3x2>10x

Ans. (@) 2<x<2;(b)x=230rx<-3;(c)2<x<6;(d)x>00rx<-1;(e)x>lorx<—4;(f)4<x<-2
(g)2<x<7;(h)x>20rx<—%;(1) —3<x<3; (j)-5<x<0orx>2

14. Solve: (a) —4<2-x<7 (b) Zxx_1<3 (© —x12<1
3x-1 2x-1
d 575>3 (e) ‘ ‘>2 B —]s2

Ans. (a)-5<x<6;(b)x>00orx<—1;(c)x>-2;(d) —L<x<3;(e)x<0orO0<x<t;f)x<—4orx=>-1



15. Solve:
(a) 4x—-51=3
() Ix+6l=2
(c) Bx—4l=12x+1l
(d x+1l=lk+2l
(&) Ix+1I=3x-1
) I+ 1<Bx-1l
(g) Bx—4l=12x+ 1l
Ans.

16.
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@x=2orx=%;(b)x=—4orx=-8;(c)x=5orx=3;(d)x= -3; x=1;)x>1orx<0;

(g)x=50rx< 4

Prove:

(a) 1% =Ixl%

(b) Ix"l = IxI" for every integer n;
© =%

(d) Ix—yl <lxl+1yl;

) lx—yl=Ixl =1yl

[Hint: In (e), prove that Ix — yl > IxI — Iyl and Ix —yl > [yl — Ixl.]



Rectangular Coordinate
Systems

Coordinate Axes

In any plane P, choose a pair of perpendicular lines. Let one of the lines be horizontal. Then the other line
must be vertical. The horizontal line is called the x axis, and the vertical line the y axis. (See Fig. 2-1.)

Fig. 2-1

Now choose linear coordinate systems on the x axis and the y axis satisfying the following conditions:
The origin for each coordinate system is the point O at which the axes intersect. The x axis is directed from
left to right, and the y axis from bottom to top. The part of the x axis with positive coordinates is called the
positive x axis, and the part of the y axis with positive coordinates is called the positive y axis.

We shall establish a correspondence between the points of the plane % and pairs of real numbers.

Coordinates

Consider any point P of the plane (Fig. 2-1). The vertical line through P intersects the x axis at a unique
point; let a be the coordinate of this point on the x axis. The number a is called the x coordinate of P (or the
abscissa of P). The horizontal line through P intersects the y axis at a unique point; let b be the coordinate
of this point on the y axis. The number b is called the y coordinate of P (or the ordinate of P). In this way,
every point P has a unique pair (a, b) of real numbers associated with it. Conversely, every pair (a, b) of real
numbers is associated with a unique point in the plane.

The coordinates of several points are shown in Fig. 2-2. For the sake of simplicity, we have limited them
to integers.

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.
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y
8-
-3,7Ne 7
6 -
5+
4 |- ®(5,4)
3 ®(3,3)
(-4,2)® 2
1 - (6,0)
! S B . S Il 11 1 i & 3
-4 -3 -2 -1 0 i 2 3 4 5 6
1
_2 =
-3@ (0,-3)
-3, -4e -4 - ® (4,-4)
,5 -
Fig. 2-2

EXAMPLE 2.1: In the coordinate system of Fig. 2-3, to find the point having coordinates (2, 3), start at the origin,
move two units to the right, and then three units upward.

y
4 =
3 (2,3
I
I
®(-4,2) - |‘
¢ |
! 1+ |
] |
b | I 1 x
-4 -3 -2 -1 0 1 2
(-3,-1)® -1
_2 —
_,3 —
Fig. 2-3

To find the point with coordinates (-4, 2), start at the origin, move four units to the /eft, and then two units upward.

To find the point with coordinates (=3, —1), start at the origin, move three units to the /eft, and then one unit downward.

The order of these moves is not important. Hence, for example, the point (2, 3) can also be reached by starting at
the origin, moving three units upward, and then two units to the right.

Quadrants

Assume that a coordinate system has been established in the plane %. Then the whole plane %, with the
exception of the coordinate axes, can be divided into four equal parts, called quadrants. All points with both
coordinates positive form the first quadrant, called quadrant I, in the upper-right-hand corner (see Fig. 2-4).
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Quadrant 11 consists of all points with negative x coordinate and positive y coordinate. Quadrants 11 and IV
are also shown in Fig. 2-4.

y
(1 1
(- %) (+.+)
(-1,2)¢ 2
1 (3,1
] 1 1 ] ] ] x
-3 -2 -1 0 1 2 3
(-2, -1e -1
-2 ®(2,-2)
I v
(==) (+,-)
Fig. 2-4

The points on the x axis have coordinates of the form (a, 0). The y axis consists of the points with coor-
dinates of the form (0, b).

Given a coordinate system, it is customary to refer to the point with coordinates (a, b) as “the point
(a, b).” For example, one might say, “The point (0, 1) lies on the y axis.”

The Distance Formula

The distance P P, between poinits P, and P, with coordinates (x,, y,) and (x,, y,) in a given coordinate system
(see Fig. 2-5) is given by the following distance formula:

PP, =(x,—x, +(y, - y,)? @.1)
y
Yo — — Py(x3, y2)
]
|
|
|
|
I T D R(x;, 1)
’ P(x )] S
|
! |
' |
I |
Ay 1A, N
x] X2

Fig. 2-5

To see this, let R be the point where the vertical line through P, intersects the horizontal line through P,. The
x coordinate of R is x,, the same as that of P,. The y coordinate of R is y,, the same as that of P,. By the Pythago-
rean theorem, (P,P,)* = (P,R)> + (P,R)*. If A, and A, are the projections of P, and P, on the x axis, the segments
P R and A A, are opposite sides of a rectangle, so that FR: AA,. But AA, = Ix,—x,| by property (1.12).
So, Pl_R = lx, —x,l- Similarly, ﬁ: ly, = y,- Hence, (PP,)? =lx,—x,P +ly, -y, = (x, = x,)? + (3, = y,)*-
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Taking square roots, we obtain the distance formula. (It can be checked that the formula also is valid when
P, and P, lie on the same vertical or horizontal line.)

EXAMPLES:
(a) The distance between (2, 5) and (7, 17) is

=72+ =17 = /(=57 +(=12)> =25+ 144 =./169 =13
(b) The distance between (1, 4) and (5, 2) is

JA=57 +(4=2) = /(=4 +(2)> =16 +4 =20 =45 =25

The Midpoint Formulas

The point M(x, y) that is the midpoint of the segment connecting the points P (x,, y,) and P,(x,, y,) has the
coordinates

X, +x +
=Lt y:yl Y2

5 3 2.2)

Thus, the coordinates of the midpoints are the averages of the coordinates of the endpoints. See Fig. 2-6.

Py(xy, ¥3)

Fig. 26

To see this, let A, B, C be the projections of P, M, P, on the x axis.ﬂe X co@in_ates of A, B, C are
x,, X, x,. Since the lines P/A, MB, and P,C are parallel, the ratios M /MP, and AB/BC are equal. Since

PM = MP,, AB=BC. Since AB=x—x, and BC = x, - x,

X=X =X,—X
2x=x, +x,
A%
2
(The same equation holds when P, is to the left of P, in which case AB=x,—x and BC =x-1x,.)

Similarly, y = (y, + y,)/2.

EXAMPLES:

(a) The midpoint of the segment connecting (2, 9) and (4, 3) is (#, 9—;3) =(3, 6).

(b) The point halfway between (=5, 1) and (1, 4) is (_5; ! , %j - (_2, %)
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Proofs of Geometric Theorems
Proofs of geometric theorems can often be given more easily by use of coordinates than by deductions from
axioms and previously derived theorems. Proofs by means of coordinates are called analytic, in contrast to
so-called synthetic proofs from axioms.

EXAMPLE 2.2: Let us prove analytically that the segment joining the midpoints of two sides of a triangle is one-half
the length of the third side. Construct a coordinate system so that the third side AB lies on the positive x axis, A is the
origin, and the third vertex C lies above the x axis, as in Fig. 2-7.

Clu, v)

(0,0) (b,0)

Fig. 2-7

Let b be the x coordinate of B. (In other words, let »=AB.) Let C have coordinates (i, v). Let M , and M, be the

midpoints of sides AC and BC, respectively. By the midpoint formulas (2.2), the coordinates of M, are (l 2), and the

2’2
coordinates of M, are (” '5 b ) %) By the distance formula (2.1),

which is half the length of side AB.

SOLVED PROBLEMS

1. Show that the distance between a point P(x, y) and the origin is ,/x2 + y2.

Since the origin has coordinates (0, 0), the distance formula yields \/ (x=0+(y-0)2= \/xz +y2.

2. Is the triangle with vertices A(1, 5), B(4, 2), and C(5, 6) isosceles?

AB=J(1=4Y +(5-27 = /(37 +(3)? =0+9 =18

AC=J0=57 +(5-6) =[(=4) + (1} =16 +1=+17

BC=J(4-57 +(2-6) =/(-1)> +(—4)> =1+16 =17

Since AC = BC, the triangle is isosceles.

3. Is the triangle with vertices A(=5, 6), B(2, 3), and C(5, 10) a right triangle?
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AB=J(55-27 +(6-3) =<7 +(3) =49+ 9 = /58

AC=\(-5-57 + (610 = (=10 + (-4
— J100+16 = /116
BC=J2=57 +(B—10) =/(-3)> +(=7)* =/9+49 = /58

Since AC "=AB + R’z, the converse of the Pythagorean theorem tells us that AABC is a right triangle, with
right angle at B; in fact, since AB= BC, AABC is an isosceles right triangle.

Prove analytically that, if the medians to two sides of a triangle are equal, then those sides are equal. (Recall that
a median of a triangle is a line segment joining a vertex to the midpoint of the opposite side.)

In AABC, let M, and M, be the midpoints of sides AC and BC, respectively. Construct a coordinate system
so that A is the origin, B lies on the positive x axis, and C lies above the x axis (see Fig. 2-8). Assume that
AM , = BM,. We must prove that AC = BC. Let b be the x coordinate of B, and let C have coordinates (u, ).

Then, by the midpoint formulas, M| has coordinates (%, %), and M, has coordinates (u -5 b i %)

Hence,

C(u, v)

Since AM, =BM |,

() () 3] - (5)- () - (5)

2 2
Hence, (u t‘b) + ”Tz _ _421’) + %2 and, therefore, (u + b)> = (u — 2b)>. So, u+b=+(u —2b). Ifu+ b=

u — 2b, then b =—2b, and therefore, b = 0, which is impossible, since A # B. Hence, u + b=— (u —2b) =—u +2b,
whence 2u = b. Now BC = \[(u —b)* + v* = J(u—2u)* +v* = J(~u)? +v? =Ju? +* ,and AC=~/u> + 7.
Thus, AC = BC.

Find the coordinates (x, y) of the point Q on the line segment joining P (1, 2) and P,(6, 7), such that Q divides the
segment in the ratio 2: 3, that is, such that PI_Q/Q_P2 =2,
Let the projections of P, O, and P, on the x axis be A, Q’, and A,, with x coordinates 1, x, and 6, respectively

(see Fig. 2-9). Now AQ'/Q’A, = POIQP, = %+ (When two lines are cut by three parallel lines, corresponding
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segments are in proportion.) But A,Q’=x—1,and Q’A, =6—x. So gT_)lc = % , and cross-multiplying yields

3x —3 =12 —2x. Hence 5x = 15, whence x = 3. By similar reasoning, %}_—2 =2 , from which it follows that y =4.

-y 3
y
N P,(6,7)
|
B |
o |
2 |
|
- |
P, ] I
L | |
4 | |Q. IA
L T D x
1 X 6
Fig. 2-9
SUPPLEMENTARY PROBLEMS
6. In Fig. 2-10, find the coordinates of points A, B, C, D, E, and F.
y
Y of Ee
3l Ce
2 o F
Ae 1
1 1 i 1 1 1 1 1 L 1 ] 1 X
-5 -4 -3 -2 -1 1 2 3 4 5 6 7
—14 B
De -2

Fig. 2-10

Ans. (A)=(=2,1); B)= (0, -1); (C)=(1, 3); (D) = (-4, -2); (E) = (4, 4); (F) = (7, 2).

7. Draw a coordinate system and show the points having the following coordinates: (2, -3), (3, 3), (-1, 1), (2, -2),
(0’ 3)s (37 0)’ (_29 3)

8. Find the distances between the following pairs of points:
(@ (3,4 and (3, 0) () (2,5)and (2,-2) ()3, Dand (2, 1)
(d) (2,3)and (5,7) (e) (2,4)and (3,0) (f) (_2’ %) and (4, -1)

Ans. (a) 2;(b) 7; (¢) 1; (d) 5; (e) ~41; () 317

9. Draw the triangle with vertices A(2, 5), B(2, —5), and C(-3, 5), and find its area.

Ans. Area=25



10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.
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If (2, 2), (2, -4), and (5, 2) are three vertices of a rectangle, find the fourth vertex.

Ans. (5,-4)

If the points (2, 4) and (-1, 3) are the opposite vertices of a rectangle whose sides are parallel to the coordinate
axes (that is, the x and y axes), find the other two vertices.

Ans. (-=1,4)and (2, 3)

Determine whether the following triples of points are the vertices of an isosceles triangle: (a) (4, 3), (1, 4),
(3, 10); (b) (=1, 1), (3, 3), (1, —=1); (¢) (2, 4), (5, 2), (6, 5).

Ans. (a) no; (b) yes; (c) no

Determine whether the following triples of points are the vertices of a right triangle. For those that are, find the
area of the right triangle: (a) (10, 6), (3, 3), (6, —4); (b) (3, 1), (1, =2), (=3, =1); (c) (5, -2), (0, 3), (2, 4).

Ans. (a) yes, area = 29; (b) no; (c) yes, area = %

Find the perimeter of the triangle with vertices A(4, 9), B(-3, 2), and C(8, -5).

Ans. T2 +170 + 2453

Find the value or values of y for which (6, y) is equidistant from (4, 2) and (9, 7).

Ans. 5

Find the midpoints of the line segments with the following endpoints: (a) (2, —3) and (7, 4); (b) ( % , 2) and
4, 1); (¢) (/3,0) and (1, 4).

9 1 17 3 1+/3
Ans. () (2’ 2); (b) ( 6° 2); (©) (Tf 2)
Find the point (x, y) such that (2, 4) is the midpoint of the line segment connecting (x, y) and (1, 5).

Ans. (3,3)

Determine the point that is equidistant from the points A(-1, 7), B(6, 6), and C(5, —1).

ol
G

Ans. ( ) %)
Prove analytically that the midpoint of the hypotenuse of a right triangle is equidistant from the three vertices.

Show analytically that the sum of the squares of the distance of any point P from two opposite vertices of a
rectangle is equal to the sum of the squares of its distances from the other two vertices.

Prove analytically that the sum of the squares of the four sides of a parallelogram is equal to the sum of the
squares of the diagonals.



CHAPTER 2 Rectangular Coordinate Systems

22,

23.

24.

25.

Prove analytically that the sum of the squares of the medians of a triangle is equal to three-fourths the sum of the
squares of the sides.

Prove analytically that the line segments joining the midpoints of opposite sides of a quadrilateral bisect each
other.

Prove that the coordinates (x, y) of the point Q that divides the line segments from P,(x,, y,) to P,(x,, y,) in the
ratio r,: r, are determined by the formulas

_ nx, +nx
ntn

_h) +ny

and
T

(Hint: Use the reasoning of Problem 5.)

Find the coordinates of the point Q on the segment P, P, such that P]_Q/Q_P2 =2,if (@) P,=(0,0), P,=(7,9);
() P, =(-1,0),P,=(0,7);(c) P, =(-7,-2), P,=(2,7); (d) P, = (1, 3), P,=(4,2).

Ans. (@) (5.2); 0) (-3, %) © (-5,3): @ (¥,%)



Lines

The Steepness of a Line
The steepness of a line is measured by a number called the slope of the line. Let & be any line, and let P (x,, y,)

and P (x,, y,) be two points of ££. The slope of ¥ is defined to be the number m = yz—_xl The slope is the
1

2
ratio of a change in the y coordinate to the corresponding change in the x coordinate. (See Fig. 3-1.)

/

Fig. 3-1

For the definition of the slope to make sense, it is necessary to check that the number m is independent
of the choice of the points P, and P,. If we choose another pair P,(x,, y,) and P (x,, y,), the same value of m
must result. In Fig. 3-2, triangle P,P,T is similar to triangle P,P,Q. Hence,

TP, Vo=V Vi Y

— = or = ===

PlQ P3T Xy =4 Xy =X

Therefore, P . and P, determine the same slope as P, and P,

EXAMPLE 3.1: The slope of the line joining the points (1, 2) and (4, 6) in Fig. 3-3 is 6;_% = % Hence, as a point on

the line moves 3 units to the right, it moves 4 units upwards. Moreover, the slope is not affected by the order in which
2-6_4_4 y0eperal, 220 -0 T2

1-4 -3 3 X, =X X =X

the points are given:

The Sign of the Slope

The sign of the slope has significance. Consider, for example, a line & that moves upward as it moves to the

right, as in Fig. 3-4(a). Since y, >y, and x, > x,, we have m = yz—:il > 0. The slope of & is positive.
2 1
Now consider a line &£ that moves downward as it moves to the right, as in Fig. 3-4(b). Here y, <y, while
x,>x,; hence, m = yz—:i:] < 0. The slope of & is negative.

2 1

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.
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Py(x5, ¥,)

—_ 4T
Py(x5, ¥4)

Fig. 3-2 Fig. 3-3

Now let the line & be horizontal, as in Fig. 3-4(c). Here y, = y,, so that y, — y, = 0. In addition, x, — x, # 0.
0 _0. The slope of & is zero.

2 1

Line & is vertical in Fig. 3-4(d), where we see that y, —y > 0 while x, — x, = 0. Thus, the expression
% is undefined. The slope is not defined for a vertical line £. (Sometimes we describe this situation by
2 1

saying that the slope of & is “infinite.”)

Hence, m =

y
y ¥
Py(x,, y;) Pl(xxh
P(x, y/)/ \( %)
~ . \ i
¥
(a) (®
y y
Pyx;, y3)
Pl(xnv}ﬂ) Py(x,, y,) b P.(x,, ¥,)
o x
(o) (d)
Fig. 3-4

Slope and Steepness

Consider any line &£ with positive slope, passing through a point P (x , y,); such a line is shown in Fig. 3-5.
Choose the point P(x,, y,) on & such that x, — x, = 1. Then the slope m of &£ is equal to the distance AP,.
As the steepness of the line increases, AP, increases without limit, as shown in Fig. 3-6(a). Thus, the slope
of & increases without bound from 0 (when & is horizontal) to +e (when the line is vertical). By a similar
argument, using Fig. 3-6(b), we can show that as a negatively sloped line becomes steeper, the slope steadily
decreases from O (when the line is horizontal) to —eo (when the line is vertical).
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y
A
|Pz(xz’)'2)
|
Pi(x,, y,) ____,IA
! 1
! I
V4 1 ' X
Xy X2
Ve
Fig. 3-5

(b)
Fig. 36

Equations of Lines
Let & be a line that passes through a point P (x,, y,) and has slope m, as in Fig. 3-7(a). For any other point
P(x, y) on the line, the slope m is, by definition, the ratio of y —y, to x —x,. Thus, for any point (x, y) on &,

_Y=)
R 3.1

Conversely, if P(x, y) is not on line & as in Fig. 3-7(b), then the slope i Y of the line PP is different

from the slope m of &; hence (3.1) does not hold for points that are not on £. Thus the line consists of only
those points (x, y) that satisfy (3.1). In such a case, we say that & is the graph of (3.1).

y g

P(x, y) P(x, y)

/ Pi(x,y) x //
/

P(x, y,)

(a) (b)
Fig. 3-7
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A Point-Slope Equation

A point-slope equation of the line & is any equation of the form (3.1). If the slope m of & is known, then
each point (x,, y,) of £ yields a point—slope equation of &£. Hence, there is an infinite number of point-slope
equations for &. Equation (3.1) is equivalent to y — y, = m(x — x ).

EXAMPLE 3.2: (a) The line passing through the point (2, 5) with slope 3 has a point-slope equation )yc:; =3.
(b) Let & be the line through the points (3, —1) and (2, 3). Its slope is m = 32%(_31) = —il =—4. Two point-slope equations
of Lare XL =4 and y=3 =—4.

x=3 x=2

Slope—-intercept Equation

If we multiply (3.1) by x — x,, we obtain the equation y — y, =m(x — x,), which can be reduced first to y — y, =
mx — mx,, and then to y = mx + (y, — mx,). Let b stand for the number y, — mx . Then the equation for line
& becomes

y=mx+b (3.2)
Equation (3.2) yields the value y = b when x = 0, so the point (0, b) lies on &. Thus, b is the y coordinate

of the intersection of & and the y axis, as shown in Fig. 3-8. The number b is called the y intercept of &, and
(3.2) is called the slope—intercept equation for .

y

(0,)

pd ,
-

Fig. 3-8

EXAMPLE 3.3: The line through the points (2, 3) and (4, 9) has slope

6
m:mziz:;

Its slope—intercept equation has the form y = 3x + b. Since the point (2, 3) lies on the line, (2, 3) must satisfy this
equation. Substitution yields 3 = 3(2) + b, from which we find b = -3. Thus, the slope—intercept equation is y = 3x — 3.

y=3_
) =3. Then

Another method for finding this equation is to write a point—slope equation of the line, say "

multiplying by x — 2 and adding 3 yields y = 3x — 3.

Parallel Lines

Let £ and £, be parallel nonvertical lines, and let A| and A, be the points at which &£, and £, intersect the
y axis, as in Fig. 3-9(a). Further, let B, be one unit to the right of A|, and B, one unit to the right of A,. Let
C, and C, be the intersections of the verticals through B, and B, with &£, and £,. Now, triangle A B C, is

congruent to triangle A,B,C, (by the angle—side—angle congruence theorem). Hence, B,C, = B,C, and

BC, B,C
%: 22 =slopeof £,

Slopeof £, = I
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Thus, parallel lines have equal slopes.

\
™~

(a) (b)

Fig. 3-9

Conversely, assume that two different lines &£, and &, are not parallel, and let them meet at point P, as in
Fig. 3-9(b). If £ and &£, had the same slope, then they would have to be the same line. Hence, £, and &£,
have different slopes.

Theorem 3.1: Two distinct nonvertical lines are parallel if and only if their slopes are equal.

EXAMPLE 3.4: Find the slope—intercept equation of the line & through (4, 1) and parallel to the line .l having the
equation 4x — 2y =S5.

By solving the latter equation for y, we see that Jl has the slope—intercept equation y = 2x—%. Hence,

J has slope 2. The slope of the parallel line & also must be 2. So the slope—intercept equation of & has the
form y = 2x + b. Since (4, 1) lies on &, we can write 1 = 2(4) + b. Hence, b = -7, and the slope—intercept
equation of £ is y =2x - 7.

Perpendicular Lines
In Problem 5 we shall prove the following:

Theorem 3.2: Two nonvertical lines are perpendicular if and only if the product of their slopes is —1.

If m, and m, are the slopes of perpendicular lines, then m m,=—1. This is equivalent to m, = —mL; hence,
the slopes of perpendicular lines are negative reciprocals of each other. !

SOLVED PROBLEMS

1. Find the slope of the line having the equation 3x — 4y = 8. Draw the line. Do the points (6, 2) and (12, 7) lie on
the line?

Solving the equation for y yields y = % x — 2. This is the slope—intercept equation; the slope is 2 and the y
intercept is —2.

Substituting O for x shows that the line passes through the point (0, —2). To draw the line, we need another
point. If we substitute 4 for x in the slope—intercept equation, we get y=2(4) —2=1. So, (4, 1) also lies on the
line, which is drawn in Fig. 3-10. (We could have found other points on the line by substituting numbers other
than 4 for x.)

To test whether (6, 2) is on the line, we substitute 6 for x and 2 for y in the original equation, 3x — 4y = 8. The two
sides turn out to be unequal; hence, (6, 2) is not on the line. The same procedure shows that (12, 7) lies on the line.
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Fig. 3-10 Fig. 3-11

2. Let & be the perpendicular bisector of the line segment joining the points A(—1, 2) and B(3, 4), as shown in
Fig. 3-11. Find an equation for £.

& passes through the midpoint M of segment AB. By the midpoint formulas (2.2), the coordinates of M are (1, 3).
The slope of the line through A and B is 34_;(_21) = % =5 Let m be the slope of £. By Theorem 3.2, +m = —1,
whence m = -2.

The slope—intercept equation for & has the form y = —2x + b. Since M (1, 3) lies on &£, we have 3 =-2(1) + b.

Hence, b = 5, and the slope—intercept equation of &£ is y = —2x + 5.

3. Determine whether the points A(1, —1), B(3, 2), and C(7, 8) are collinear, that is, lie on the same line.

A, B, and C are collinear if and only if the line AB is identical with the line AC, which is equivalent to the
2-(-D_3 _ 8-(-D_9_3

slope of AB being equal to the slope of AC. The slopes of AB and AC are 3.7 5> and = 6=

Hence, A, B, and C are collinear.

4. Prove analytically that the figure obtained by joining the midpoints of consecutive sides of a quadrilateral is a
parallelogram.
Locate a quadrilateral with consecutive vertices, A, B, C, and D on a coordinate system so that A is the origin, B
lies on the positive x axis, and C and D lie above the x axis. (See Fig. 3-12.) Let b be the x coordinate of B, (i, v) the
coordinates of C, and (x, y) the coordinates of D. Then, by the midpoint formula (2.2), the midpoints M|, M,, M,, and

+
M, of sides AB,BC,CD, and DA have coordinates (% 0), (” e ), (x tu Y 5 yj, and (% %), respectively.

2 0202
We must show that M, M, M .M, is a parallelogram. To do this, it suffices to prove that lines MM, and M .M, are
parallel and that lines M, M, and M M, are parallel. Let us calculate the slopes of these lines:

Z-0 % y_ytv _w
SlOpe(Mle)zui’b—bz%zﬁ Slope(MsMA‘):%:_g:%
2 2 2 2 2 2
ytv o Yy X—O
_ 2 2 2 _ Y _2 __y
Slope(M2M3)_x+u_u+b_x—b_x—b slope(M]M4)_£_2_x_b
2 2 2 2 2

Since slope(M,M,) = slope(M,M,), MM, and M M, are parallel. Since slope(M,M,) = slope(M M), M,M, and
M M, are parallel. Thus, M M, M .M, is a parallelogram.
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Fig. 3-12

Prove Theorem 3.2.

First we assume £, and &£, are perpendicular nonvertical lines with slopes m, and m,. We must show that
m,m,=—1. Let M, and .M, be the lines through the origin O that are parallel to £ , and §£2, as shown in Fig. 3-13(a).
Then the slope of Jit, is m,, and the slope of ., is m, (by Theorem 3.1). Moreover, J, and ., are perpendicular,
since & and &, are perpendicular.

(a) (b)
Fig. 3-13
Now let A be the point on JI/LI with x coordinate 1, and let B be the point on ./I/Lz with x coordinate 1, as in

Fig. 3-13(b). The slope—intercept equation of Jt, is y = m x; therefore, the y coordinate of A is m,, since its x
coordinate is 1. Similarly, the y coordinate of B is m,. By the distance formula (2.1),

OB =[(1-0) + (m, — 0)* = [1+m’

OA = [(1-0)* +(m, = 0)* =/l +m]

BA= (-1 +(m, —m)* = [(m, —m, )’
Then by the Pythagorean theorem for right triangle BOA,
BA'=0B" +0A’
or (my,—m)?*=1+m3)+A+m})
m3 —2m,m, + m} =2+ m? + m}

mym, =—1
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Now, conversely, we assume that m m, = —1, where m, and m, are the slopes of nonvertical lines £ , and $2.
Then £ | is not parallel to ENPZ. (Otherwise, by Theorem 3.1, m, = m, and, therefore, m} =—1, which contradicts the
fact that the square of a real number is never negative.) We must show that £ , and SNPZ are perpendicular. Let P be
the intersection of &, and &£, (see Fig. 3-14). Let £, be the line through P that is perpendicular to &£,. If m, is the
slope of $3, then, by the first part of the proof, m m, = -1 and, therefore, m m, = m m,. Since mm, = -1, m #0;
therefore, m, = m,. Since SNPZ and 553 pass through the same point P and have the same slope, they must coincide.
Since &, and &£, are perpendicular, &£, and &£, are also perpendicular.

y

A £
%

7 ,
Fig. 314

6. Show that, if a and b are not both zero, then the equation ax + by = c is the equation of a line and, conversely,

every line has an equation of that form.

Assume b # 0. Then, if the equation ax + by = c is solved for y, we obtain a slope—intercept equation
y=(—alb) x + c/b of aline. If b = 0, then a # 0, and the equation ax + by = ¢ reduces to ax = c; this is equivalent
to x = c/a, the equation of a vertical line.

Conversely, every nonvertical line has a slope—intercept equation y = mx + b, which is equivalent to —mx +y = b,
an equation of the desired form. A vertical line has an equation of the form x = ¢, which is also an equation of the
required form with a =1 and b =0.

7. Show that the line y = x makes an angle of 45° with the positive x axis (that is, that angle BOA in Fig. 3-15
contains 45°).

A(1,1)

* x
B

Fig. 3-15

Let A be the point on the line y = x with coordinates (1, 1). Drop a perpendicular AB to the positive x axis.
Then AB=1 and OB =1. Hence, angle OAB = angle BOA, since they are the base angles of isosceles triangle
BOA. Since angle OBA is a right angle,

Angle OAB + angle BOA =180° — angle OBA =180° — 90° = 90°

Since angle BOA = angle OAB, they each contain 45°.
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Show that the distance d from a point P(x, y,) to a line & with equation ax + by = c is given by the formula
d= lax+ by —cl

Let .l be the line through P that is perpendicular to . Then . intersects &£ at some point Q with coordinates
(u, v), as in Fig. 3-16. Clearly, d is the length PQ, so if we can find « and », we can compute d with the distance
formula. The slope of &£ is —a/b. Hence, by Theorem 3.2, the slope of J is b/a. Then a point—slope equation of

M is @ = %. Thus, u and » are the solutions of the pair of equations au + bv = c and Z:—y' = %. Tedious
1
algebraic calculations yield the solution

N 2
_ac+b’x, +aby,

" _ bc—abx, +a’y,
oy ——a

and =
a’ +b*

The distance formula, together with further calculations, yields

_lax; +by, —cl

d=PQ=\J(x ~u)’ +(y ~v)* = NS

y M

P(x,, y,)

/ N\ x

Fig. 3-16

SUPPLEMENTARY PROBLEMS

9.

10.

Find a point-slope equation for the line through each of the following pairs of points: (a) (3, 6) and (2, —4);
(b) (8,5) and (4, 0); (c) (1, 3) and the origin; (d) (2, 4) and (-2, 4).

6

Y= 3 _aqy 24
Ans. (a) =3 1—3, (d) x—2_0

—10: () X2 5. oy Y
_10’(b) X—8_4’(C)

—
Find the slope—intercept equation of each line:

(a) Through the points (4, =2) and (1, 7)

(b) Having slope 3 and y intercept 4

(c) Through the points (-1, 0) and (0, 3)

(d) Through (2, —3) and parallel to the x axis

(e) Through (2, 3) and rising 4 units for every unit increase in x

(f) Through (-2, 2) and falling 2 units for every unit increase in x

(g) Through (3, —4) and parallel to the line with equation 5x — 2y =4

(h) Through the origin and parallel to the line with equation y =2

(i) Through (-2, 5) and perpendicular to the line with equation 4x + 8y =3
(j) Through the origin and perpendicular to the line with equation 3x — 2y =1
(k) Through (2, 1) and perpendicular to the line with equation x =2

(1) Through the origin and bisecting the angle between the positive x axis and the positive y axis

Ans. (a)y=-3x+10;(b) y=3x+3;(c) y=3x+3;(d) y=-3;(e) y=4x -5, () y=-2x-2; (g) y=3x— 3}
M)y=0;0)y=2x+9%@) y=—3x;Ky=L0y=x
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11. (a) Describe the lines having equations of the form x = a.
(b) Describe the lines having equations of the form y = b.
(c) Describe the line having the equation y = —x.

12. (a) Find the slopes and y intercepts of the lines that have the following equations: (i) y = 3x — 2; (ii) 2x — 5y =3;
(if) y=4x = 3; (V) y= -3 () § +5 =1
(b) Find the coordinates of a point other than (0, b) on each of the lines of part (a).

Ans. (@)())m=3,b=-2;(i) m=% b=-2% (iiym=4,b=-3;(iv)m=0,b=-3;, vy m=—%;b=2;
(b) () (1, 1); (i) (=6, =3); (iii) (1, 1); (iv) (1, =3); (v) (3, 0)

13. If the point (3, k) lies on the line with slope m = -2 passing through the point (2, 5), find .

Ans. k=3

14. Does the point (3, —2) lie on the line through the points (8, 0) and (-7, —6)?

Ans. Yes

15. Use slopes to determine whether the points (7, —1), (10, 1), and (6, 7) are the vertices of a right triangle.

Ans. They are.

16. Use slopes to determine whether (8, 0), (-1, =2), (-2, 3), and (7, 5) are the vertices of a parallelogram.

Ans. They are.

17. Under what conditions are the points (u, v + w), (v, u + w), and (w, u + v) collinear?

Ans.  Always.

18. Determine k so that the points A(7, 3), B(—1, 0), and C(k, —2) are the vertices of a right triangle with right angle at B.

Ans. k=1

19. Determine whether the following pairs of lines are parallel, perpendicular, or neither:

(@ y=3x+2andy=3x-2
(b) y=2x—-4andy=3x+5
(¢) 3x—2y=5and2x+3y=4
(d) 6x+3y=1and4x+2y=3
() x=3andy=-4

f) Sx+4y=1land4x+5y=2
(g) x=—2andx=7

Ans. (a) Parallel; (b) neither; (c) perpendicular; (d) parallel; (e) perpendicular; (f) neither; (g) parallel

20. Draw the line determined by the equation 2x + S5y = 10. Determine whether the points (10, 2) and (12, 3) lie on
this line.



21.

22,

23.
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For what values of k will the line kx — 3y = 4k have the following properties: (a) have slope 1; (b) have y intercept 2;
(c) pass through the point (2, 4); (d) be parallel to the line 2x — 4y = 1; (e) be perpendicular to the line x — 6y = 2?

Ans. (@) k=3;(b) k=—2; () k=—6; (d) k=2; (e) k=—18

Describe geometrically the families of lines (a) y = mx — 3 and (b) y = 4x + b, where m and b are any real
numbers.

Ans. (a) Lines with y intercept —3; (b) lines with slope 4

In the triangle with vertices, A(0, 0), B(2, 0), and C(3, 3), find equations for (a) the median from B to the
midpoint of the opposite side; (b) the perpendicular bisector of side BC; and (c) the altitude from B to the
opposite side.

Ans. (@)y=-3x+6;(b)x+3y=7;(c)y=—x+2
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Circles

Equations of Circles

For a point P(x, y) to lie on the circle with center C(a, b) and radius r, the distance PC must be equal to r
(see Fig. 4-1). By the distance formula (2.1),

PC=(x~a)y+(y—b)’

Thus, P lies on the circle if and only if

(x—a)*+(y-b)*=r? “4.1)

Equation (4.1) is called the standard equation of the circle with center at (a, b) and radius r.

Y —T T T P
e ~._ P(x,y)
// \\
// A
/ r \
/ \
/ |
‘ |
\ Cla, b)
\ /
\ /
\ A
\\\ ///
Fig. 4-1

EXAMPLE 4.1:

(a) The circle with center (3, 1) and radius 2 has the equation (x — 3)>+ (y — 1)>=4.
(b) The circle with center (2, —1) and radius 3 has the equation (x — 2)>+ (y + 1)2=09.
(c) What is the set of points satisfying the equation (x — 4)> + (y — 5)*> = 25?

By (4.1), this is the equation of the circle with center at (4, 5) and radius 5. That circle is said to be the graph of the
given equation, that is, the set of points satisfying the equation.

(d) The graph of the equation (x + 3)? + y> = 2 is the circle with center at (-3, 0) and radius \/5 .
grap q

The Standard Equation of a Circle

The standard equation of a circle with center at the origin (0, 0) and radius r is

xX2+y*=r? 4.2)

For example, x* + y* = 1 is the equation of the circle with center at the origin and radius 1. The graph of
x*+y? =5 is the circle with center at the origin and radius /5.
The equation of a circle sometimes appears in a disguised form. For example, the equation

x> +y?+8x—6y+21=0 4.3)

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.
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turns out to be equivalent to
(x+4)»+(y-3)7*=4 4.4)

Equation (4.4) is the standard equation of a circle with center at (—4, 3) and radius 2.
Equation (4.4) is obtained from (4.3) by a process called completing the square. In general terms, the
process involves finding the number that must be added to the sum x? + Ax to obtain a square.

A 2 A 2 A 2
Here, we note that (x + —j =x2+Ax+ (7) . Thus, in general, we must add (7) to x? + Ax to obtain

2 2
the square (x + 7) . For example, to get a square from x? + 8x, we add (5) , that is, 16.

The result is x> + 8x + 16, which is (x + 4)% This is the process of completing the square.

Consider the original (4.3): x> + y*> + 8x — 6y + 21 = 0. To complete the square in x*> + 8x, we add 16. To
2

complete the square in y*> — 6y, we add | — ik which is 9. Of course, since we added 16 and 9 to the left side

of the equation, we must also add them to the right side, obtaining
(x*+8x+16)+(»* —6y+9)+21=16+9
This is equivalent to
(x+4)?*+(y-3+21=25
and subtraction of 21 from both sides yields (4.4).

EXAMPLE 4.2: Consider the equation x> + y* — 4x — 10y + 20 = 0. Completing the square yields
(X —4x+4)+(* —10y+25)+20=4+25
(x=27+(y-5*=9
Thus, the original equation is the equation of a circle with center at (2, 5) and radius 3.

The process of completing the square can be applied to any equation of the form

X*+y*+Ax+By+C=0 4.5)
to obtain
AY BY A? B
(x+7j +(y+7) +C=T+T
(Hé)Z(NEJZZM
or 2 2 4 (4.6)

There are three different cases, depending on whether A? + B> — 4C is positive, zero, or negative.

Case 1: A2+ B2 — 4C > 0. In this case, (4.6) is the standard equation of a circle with center at (—%,—g)
VA*+ B*—4C
—s
Case 2: A+ B?> — 4C = 0. A sum of the squares of two quantities is zero when and only when each of the
quantities is zero. Hence, (4.6) is equivalent to the conjunction of the equations x + A/2=0and y+ B/2=01in
this case, and the only solution of (4.6) is the point (-A/2, —B/2). Hence, the graph of (4.5) is a single point,
which may be considered a degenerate circle of radius O.
Case 3: A>+ B2 — 4C < 0. A sum of two squares cannot be negative. So, in this case, (4.5) has no solution at all.
We can show that any circle has an equation of the form (4.5). Suppose its center is (a, b) and its radius
is r; then its standard equation is

and radius

(x=ay +(y=b7 =1
Expanding yields x> — 2ax + a® + y* — 2by + b* =12, or
X2+ y*—=2ax—2by+(a®> +b*-r*)=0
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SOLVED PROBLEMS

1. Identify the graphs of (a) 2x* +2y* —4x+y+ 1=0; (b) x> +y? =4y +7=0; (c) ¥* + y* — 6x -2y + 10 =0.
(a) First divide by 2, obtaining x* + y*> — 2x + + y + + = 0. Then complete the squares:
(=2x+D+ (P +3y+p)+i=l+5=57
=D +O+D=F-t=H-t%=1

Thus, the graph is the circle with center (1, —%) and radius 3.

(b) Complete the square:
X2+ (y=2)+7=4
x2+(y—2)=-3

Because the right side is negative, there are no points in the graph.

(c) Complete the square:
(x=32+(y-1)*+10=9+1
(x=3+(-1*=0

The only solution is the point (3, 1).

2. Find the standard equation of the circle with center at C(2, 3) and passing through the point P(-1, 5).
The radius of the circle is the distance

CP=(5-3) +(-1-2)? =22 +(-3)* =/4+9 =413
So the standard equation is (x — 2)2+ (y — 3)*=13.

3. Find the standard equation of the circle passing through the points P(3, 8), Q(9, 6), and R(13, -2).
First method: The circle has an equation of the form x? + y? + Ax + By + C = 0. Substitute the values of x and y
at point P, to obtain 9 + 64 + 3A + 8B+ C=0or

3A+8B+C=-73 0))]
A similar procedure for points Q and R yields the equations
9A+6B+C=-117 2
13A-2B+C=-173 3)
Eliminate C from (1) and (2) by subtracting (2) from (1):
—-6A+2B=44 or -3A+B=22 “
Eliminate C from (1) and (3) by subtracting (3) from (1):
-10A+10B=100 or -A+B=10 ®)]

Eliminate B from (4) and (5) by subtracting (5) from (4), obtaining A = —6. Substitute this value in (5) to find that
B =4. Then solve for Cin (1): C=-87.
Hence, the original equation for the circle is x* + y* — 6x + 4y — 87 = 0. Completing the squares then yields

(x=3)+(y+2?>=87+9+4=100

Thus, the circle has center (3, —2) and radius 10.

Second method: The perpendicular bisector of any chord of a circle passes through the center of the circle.
Hence, the perpendicular bisector & of chord PQ will intersect the perpendicular bisector Jl of chord QR at the
center of the circle (see Fig. 4-2).
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Y P@3,8) &

0(9,6)

R(13, -2)

A

Fig. 4-2

The slope of line PQ is —+. So, by Theorem 3.2, the slope of & is 3. Also, &£ passes through the midpoint
y—

(6, 7) of segment PQ. Hence a point—slope equation of & is g =3, and therefore its slope—intercept equation

is y =3x — 11. Similarly, the slope of line QR is —2, and therefore the slope of Jl is £, Since Jl passes through
y-2 _
x—11"
equation y =+ x — Z. Hence, the coordinates of the center of the circle satisfy the two equations y =3x — 11 and

the midpoint (11, 2) of segment QR, it has a point—slope equation %, which yields the slope—intercept

y=+x—7 and we may write
3x—11=3x-71
from which we find that x = 3. Therefore,
y=3x-11=33)-11=-2
So the center is at (3, —2). The radius is the distance between the center and the point (3, 8):
J(=2-8)2 +(3-3)* =/(-10)> =100 =10
Thus, the standard equation of the circle is (x — 3)> + (y + 2)> = 100.

Find the center and radius of the circle that passes through P(1, 1) and is tangent to the line y = 2x — 3 at the point
0(3, 3). (See Fig. 4-3.)

Fig. 4-3

The line & perpendicular to y = 2x — 3 at (3, 3) must pass through the center of the circle. By Theorem 3.2, the
slope of &£ is —+. Therefore, the slope—intercept equation of & has the form y=—Lx+b. Since (3, 3) is on &£, we
have 3=-%(3) + b; hence, b =3, and & has the equation y=—+x+ 3.
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The perpendicular bisector Al of chord PQ in Fig. 4-3 also passes through the center of the circle, so the
intersection of &£ and Jl will be the center of the circle. The slope of PQ is 1. Hence, by Theorem 3.2, the slope
of JL is —1. So J has the slope—intercept equation y = —x + b’. Since the midpoint (2, 2) of chord PQ is a point on
M, we have 2 =—(2) + b"; hence, b” = 4, and the equation of il is y = —x + 4. We must find the common solution
ofy=-x+4and y=—%x+3. Setting

—x+4=—1x+%

yields x = —liherefore, y=-x+4=-(-1)+4=5, and the center C of the circle is (-1, 5). The radius is
the distance PC = \/(—1 —3)2 +(5-3)% =/16 + 4 =20 . The standard equation of the circle is then
x+ 12+ (y-5)2=20.

Find the standard equation of every circle that passes through the points P(1, —1) and Q(3, 1) and is tangent to the
line y = —3x.

Let C(c, d) be the center of one of the circles, and let A be the point of tangency (see Fig. 4-4). Then, because
CP = CQ. we have

CP =CQ° or (c—1)2+(d+1)>=(c=3)>+(d -1

Expanding and simplifying, we obtain

c+d=2 (D
y=-3x
y
//,_‘\
/ AN oG, 1)
J //*' \\\\
ya N .
. / // N
- \\
[P(1,-1) \
Cle, d) }
/
A //
\ /
N s
AN e
S~
Fig. 4-4

— — 3c+d —2 —
In addition, CP = CA, and by the formula of Problem 8 in Chapter 3, CA = CW Setting CP’ =CA’ thus yields

3c+d)?
(c=D*+d+1)?*= % Substituting (1) in the right-hand side and multiplying by 10 then yields

10[(c =1)* +(d+1)*]=(2c+2)* from which 3¢ +5d> - 14¢+10d +8=0
By (1), we can replace d by 2 — ¢, obtaining
2¢2=11c+12=0 or (2c-3)c-4)=0

Hence, ¢ =32 or ¢ =4. Then (1) gives us the two solutions ¢ = 3

3c+d Lo 10 1

d=% and ¢ =4, d = -2. Since the radius
0

, these solutions produce radii of =——and —
J10 P Jio 2 J10

CA= =./10. Thus, there are two such circles, and
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their standard equations are

—§2+ LI (x—4) +(y+2)? =10
*=3 Y=3) 732 * Y =

SUPPLEMENTARY PROBLEMS

10.

11.

12.

13.

Find the standard equations of the circles satisfying the following conditions:

(a) center at (3, 5) and radius 2 (b) center at (4, —1) and radius 1
(c) center at (5, 0) and radius /3 (d) center at (=2, —2) and radius 52
(e) center at (-2, 3) and passing through (3, -2) (f) center at (6, 1) and passing through the origin

Ans. (@) (x=3) "+ —-52=4;(b) (x -4+ (y+1)*=1;(c) x =52 +y*=3; (d) (x +2)*+ (y +2)>*=50;
(e) (x+27+ (y—3)*=50; (f) (x— 6)*+ (y — 1)>=37

Identify the graphs of the following equations:

(@) x*+y*+16x-12y+10=0 b)) X*+y?—4x+5y+10=0
©) X*+y*+x-y=0 (d) 4x®+4y*+8y-3=0
(e) X+y*—x-2y+3=0 ) ¥*+y*+/2x-2=0

Ans. (a) circle, center at (-8, 6), radius 3J10 ; (b) circle, center at (2, —3), radius 1; () circle, center at (—+,%),
radius ~/2/ 2; (d) circle, center at (0, —1), radius Z; (e) empty graph; (f) circle, center at (—\/5 /2,0),
radius /5/2

Find the standard equations of the circles through (a) (=2, 1), (1, 4), and (-3, 2); (b) (0, 1), (2, 3), and (1,1+ \/g);
() (6, 1), (2, -5), and (1, —4); (d) (2, 3), (-6, —3), and (1, 4).

Ans. (@ @+ 12+ (y=-32=50)x-22+(y—-1)*=4;c) (x—4)*+(+2=13;(d) (x+2)2+y*=25

For what values of k does the circle (x + 2k)? + (y — 3k)> = 10 pass through the point (1, 0)?

Ans. k=% ork=-1

Find the standard equations of the circles of radius 2 that are tangent to both the lines x =1 and y = 3.

Ans. (x+ 1)+ (y-1)=4x+1)*+(-52=4x-32+(y—-12=4; x-3)2+(y—-5)*=4

Find the value of k so that x> + y? + 4x — 6y + k = 0 is the equation of a circle of radius 5.

Ans. k=-12
Find the standard equation of the circle having as a diameter the segment joining (2, —3) and (6, 5).
Ans. (x—4)?2+(y—-1)*=20

Find the standard equation of every circle that passes through the origin, has radius 5, and is such that the y
coordinate of its center is —4.

Ans. (x=3Y+(y+4=250r (x+3)>+(y+4)*=25
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14.

15.

16.

17.

18.

19.

20.

21.

22.

Find the standard equation of the circle that passes through the points (8, —5) and (-1, 4) and has its center on the
line 2x + 3y =3.

Ans. (x—3)*+(y+1)*=41

Find the standard equation of the circle with center (3, 5) that is tangent to the line 12x — 5y +2 =0.

Ans. (x—=3)*+(y-5)?=1

Find the standard equation of the circle that passes through the point (1, 3 + J2) and is tangent to the linex+y =2
at (2, 0).

Ans. (x=5?2+(y—-3)*=18

Prove analytically that an angle inscribed in a semicircle is a right angle. (See Fig. 4-5.)

Find the length of a tangent from (6, —2) to the circle (x — 1)>+ (y — 3)> = 1. (See Fig. 4-6.)

Ans. 7

X x
(=r.0) \

(6,-2)

Fig. 4-5 Fig. 4-6

Find the standard equations of the circles that pass through (2, 3) and are tangent to both the lines 3x — 4y = -1
and 4x + 3y ="17.

) ) 6\ 12
Ans. (x—2) +(y—8) =25 and x_g + y_? =1

Find the standard equations of the circles that have their centers on the line 4x + 3y = 8 and are tangent to both
the lines x + y=-2 and 7x — y = —6.

Ans. (x=1+y*=2and (x+4)>+(y-8)*=18

Find the standard equation of the circle that is concentric with the circle x> + y*> — 2x — 8y + 1 = 0 and is tangent to
the line 2x — y =3.

Ans. (x—12+(y—-4)?*=5

Find the standard equations of the circles that have radius 10 and are tangent to the circle x* + y> = 25 at the point (3, 4).

Ans. (x—9)*+ (y—12)>=100 and (x + 3)* + (y + 4)* = 100



23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

CHAPTER 4 Circles

Find the longest and shortest distances from the point (7, 12) to the circle x> + y* + 2x + 6y — 15=0.

Ans. 22 and 12

Let €, and 6, be two intersecting circles determined by the equations x* + y*+ A x + By + C, = 0 and x* + y* +
Ax+ B,y + C,=0. For any number k # —1, show that

X+ +Ax+By+C +k(x*+y*+A,x+B,y+C,)=0

is the equation of a circle through the intersection points of ‘6, and ‘6,. Show, conversely, that every such circle
may be represented by such an equation for a suitable .

Find the standard equation of the circle passing through the point (-3, 1) and containing the points of intersection
of the circles x> + y* + Sx=1and x> + y* + y=T7.

2
Ans. (Use Problem 24.) 2 ( i) _569
(x+1)"+ Y+ 75 00

Find the standard equations of the circles that have centers on the line 5x — 2y = —21 and are tangent to both
coordinate axes.

Ans. (x+7)P+(y+7)P*=49and (x+3)+(y—-3)0=9

(@) Iftwocircles x* +y*+Ax+By+C, =0and x*+y*+Ax+ B,y + C, = 0 intersect at two points, find an
equation of the line through their points of intersection.

(b) Prove that if two circles intersect at two points, then the line through their points of intersection is
perpendicular to the line through their centers.

Ans. () (A, —A)x+ (B, —B,)y+(C,—C)=0

Find the points of intersection of the circles x> + y? + 8y — 64 =0 and x> + y> — 6x — 16 = 0.

Ans. (8,0)and (%’ %)

Find the equations of the lines through (4, 10) and tangent to the circle x> + y* — 4y — 36 = 0.

Ans. y=-3x+22andx—-3y+26=0

(GC) Use a graphing calculator to draw the circles in Problems 7(d), 10, 14, and 15. (Note: It may be necessary
to solve for y.)

(GC) (a) Use a graphing calculator to shade the interior of the circle with center at the origin and radius 3.
(b) Use a graphing calculator to shade the exterior of the circle x> + (y — 2)*= 1.

(GC) Use a graphing calculator to graph the following inequalities: (a) (x — )2+ y2 < 4; (b) X2+ y? — 6x — 8y > 0.



Equations and Their Graphs

The Graph of an Equation

The graph of an equation involving x and y as its only variables consists of all points (x, y) satisfying the
equation.

EXAMPLE 5.1: (a) What is the graph of the equation 2x — y = 3?

The equation is equivalent to y = 2x — 3, which we know is the slope—intercept equation of the line with slope 2
and y intercept —3.
(b) What is the graph of the equation x*> + y* — 2x + 4y — 4 =0?

Completing the square shows that the given equation is equivalent to the equation (x — 1)? + (y + 2)> = 9. Hence, its
graph is the circle with center (1, —2) and radius 3.

Parabolas

Consider the equation y = x2. If we substitute a few values for x and calculate the associated values of y, we
obtain the results tabulated in Fig. 5-1. We can plot the corresponding points, as shown in the figure. These
points suggest the heavy curve, which belongs to a family of curves called parabolas. In particular, the
graphs of equations of the form y = cx?, where ¢ is a nonzero constant, are parabolas, as are any other curves
obtained from them by translations and rotations.

Y
— 10
X y L g
3 9 (—x,y) - (x,y)
2 4 6
1 1 -
0 0 L 4
_1 1 -
-2 4 -2
-3 9 -
D W W T { L1 1 X
-3 -2 -1 (o} 2 3
Fig. 5-1

In Fig. 5-1, we note that the graph of y = x* contains the origin (0, 0) but all its other points lie above the
X axis, since x? is positive except when x = 0. When x is positive and increasing, y increases without bound.
Hence, in the first quadrant, the graph moves up without bound as it moves right. Since (—x)* = x?, it follows
that, if any point (x, y) lies on the graph in the first quadrant, then the point (—x, y) also lies on the graph in
the second quadrant. Thus, the graph is symmetric with respect to the y axis. The y axis is called the axis of
symmetry of this parabola.

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.
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Ellipses

2 2
To construct the graph of the equation -5-+<~-=1, we again compute a few values and plot the correspond-

ing points, as shown in Fig. 5-2. The graph suggested by these points is also drawn in the flgure 1t isa

member of a family of curves called ellipses. In particular, the graph of an equation of the form Z—z =1
is an ellipse, as is any curve obtained from it by translation or rotation. 2 2
Note that, in contrast to parabolas, ellipses are bounded. In fact, if (x, y) is on the graph of 9 y4 =1, then
2 2 2
R S A 1, and, therefore, x2 < 9. Hence, —3 < x < 3. So, the graph lies between the vertical lines x = -3

and x = 3. Its rightmost point is (3, 0), and its leftmost point is (=3, 0). A similar argument shows that the
graph lies between the horizontal lines y = -2 and y =2, and that its lowest point is (0, —2) and its highest point
is (0, 2). In the first quadrant, as x increases from 0 to 3, y decreases from 2 to 0. If (x, y) is any point on the
graph, then (—x, y) also is on the graph. Hence, the graph is symmetric with respect to the y axis. Similarly, if
(x, y) is on the graph, so is (x, —y), and therefore the graph is symmetric with respect to the x axis.

3 0 3

+2 =
2 _iv—s *1.5 (=1, ) L . y)
1 +3V2==+19 L
0 *2 -3 -2 -1 0 1 2 3 x
-1 i%\/f ik (x,~»)
-2 =43
-3 0 -2

Fig. 5-2

2

When a = b, the ellipse x_z +
at the origin and radius a. Thus, circles are special cases of ellipses.

2
<==1 is the circle with the equation x> + y> = ¢?, that is, a circle with center

Hyperbolas

2
Consider the graph of the equation % - 1. Some of the points on this graph are tabulated and plotted in

Fig. 5-3. These points suggest the curve shown in the2 figurze, which is a member of a family of curves called

2

Y

hyperbolas. The graphs of equations of the form % =1 are hyperbolas, as are any curves obtained

-
. . a
from them by translations and rotations.

¥
x ¥
*3 0
+4 + 3T =176
+5 +$=~+267 >
+2V3=+3.46 ,
-2
~
Fig. 53
2 y2 xZ y2
Let us look at the hyperbola o F= 1 in more detail. Since o= =1+ T > 1, it follows that x>>9, and

therefore, lxl = 3. Hence, there are no points on the graph between the vertical lines x = -3 and x = 3. If (x, y)
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is on the graph, so is (—x, y); thus, the graph is symmetric with respect to the y axis. Similarly, the graph is
symmetric with respect to the x axis. In the first quadrant, as x increases, y increases without bound.

Fig. 5-4

Note the dashed lines in Fig. 5-3; they are the lines y =% x and y=—%x, and they are called the asymp-
totes of the hyperbola: Points on the hyperbola get closer and closer to these asymptotes as they recede from
2 2
the origin. In general, the asymptotes of the hyperbola % - z—Z =1 are the lines y = 2" and y= -4
Conic Sections
Parabolas, ellipses, and hyperbolas together make up a class of curves called conic sections. They can be
defined geometrically as the intersections of planes with the surface of a right circular cone, as shown in

Fig. 5-4.

SOLVED PROBLEMS

1. Sketch the graph of the cubic curve y = x*.

The graph passes through the origin (0, 0). Also, for any point (x, y) on the graph, x and y have the same sign;
hence, the graph lies in the first and third quadrants. In the first quadrant, as x increases, y increases without
bound. Moreover, if (x, y) lies on the graph, then (—x, —y) also lies on the graph. Since the origin is the midpoint
of the segment connecting the points (x, y) and (—x, —y), the graph is symmetric with respect to the origin. Some
points on the graph are tabulated and shown in Fig. 5-5; these points suggest the heavy curve in the figure.

x y

0 0
172 1/8

1 1
3/2 27/8

2 8
—-1/2 -1/8
-1 -1
-3/2 —27/8
-2 -8

Fig. 5-5
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Sketch the graph of the equation y = —x2.

If (x, y) is on the graph of the parabola y = x? (Fig. 5-1), then (x, —y) is on the graph of y = —x2, and vice
versa. Hence, the graph of y = —x? is the reflection in the x axis of the graph of y = x2. The result is the parabola
in Fig. 5-6.

Sketch the graph of x = y2.
This graph is obtained from the parabola y = x> by exchanging the roles of x and y. The resulting curve is a
parabola with the x axis as its axis of symmetry and its “nose” at the origin (see Fig. 5-7). A point (x, y) is on

the graph of x = y? if and only if (y, x) is on the graph of y = x2. Since the segment connecting the points (x, y)
x+y x+y

2 2
is on the line y = x (see Fig. 5-8), the parabola x = y? is obtained from the parabola y = x? by reflection in the

and (y, x) is perpendicular to the diagonal line y = x (why?), and the midpoint

of that segment

line y = x.
y
-3 -2 -1 0 1 2 3
T 1 L x
—-1
— -2
-3
~ -4
—-s
— -6
- -7
- -8
-9
Fig. 5-6
y y
.(X. y)
T \
2 | N
'L \
I} 1 L 1 1 I L 1 { X
1 2 3 4 5 6 7 8 9 ®(y, x)
ok
_3 —
Fig. 5-7
Fig. 5-8

Let & be a line, and let F be a point not on &£. Show that the set of all points equidistant from F and & is a
parabola.

Construct a coordinate system such that F lies on the positive y axis, and the x axis is parallel to & and
halfway between F and &. (See Fig. 5-9.) Let 2p be the distance between F and &. Then & has the equation y = —p,
and the coordinates of F are (0, p).
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Consider an arbitrary point P(x, y). Its distance from & is ly + pl, and its distance from F is m .
Thus, for the point to be equidistant from F and &£, we must have ly + pl = /x> + (y — p)* . Squaring yields
(y+p)?=x2+ (y —p)?, from which we find that 4py = x2. This is the equation of a parabola with the y axis as its
axis of symmetry. The point F is called the focus of the parabola, and the line & is called its directrix. The chord
AB through the focus and parallel to & is called the latus rectum. The “nose” of the parabola at (0, 0) is called its
vertex.

Plx. y)

Fig. 5-9

5. Find the length of the latus rectum of a parabola 4py = x.
The y coordinate of the endpoints A and B of the lactus rectum (see Fig. 5-9) is p. Hence, at these points, 4p? = x*
and, therefore, x = +2p. Thus, the length AB of the latus rectum is 4p.

6. Find the focus, directrix, and the length of the latus rectum of the parabola y=+x? and draw its graph.
The equation of the parabola can be written as 2y = x?. Hence, 4p =2 and p=+. Therefore, the focus is
at (0, ), the equation of the directix is y=—1%, and the length of the latus rectum is 2. The graph is shown in
Fig. 5-10.

Y
4 -
3
> L
] =
F
A B
! | ) 1 ] 1 X
-3 -2 -1 1 2 3
Fig. 5-10

7. LetFand F’ be two distinct points at a distance 2¢ from each other. Show that the set of all points P(x, y) such
that PF + PF’ =2a, a > c is an ellipse.
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Construct a coordinate system such that the x axis passes through F and F”, the origin is the midpoint of the
segment FF’, and F lies on the positive x axis. Then the coordinates of F and F” are (c, 0) and (—c, 0).

B(0, b)

P(x, y)
f\. X
A e O)QO‘ F(c,0) / A(a,0)

B'(0, —b)

Fig. 5-11

(See Fig. 5-11.) Thus, the condition PF + PF’=2a is equivalent to \/(x -’ +y* + \/(x +¢)* +y? =2a.
After rearranging and squaring twice (to eliminate the square roots) and performing indicated operations, we
obtain

(@®—cA)x* +a*y* = a*(a®> - c?) (D

Since a > ¢, a* — ¢*> 0. Let b=+/a®> — ¢*. Then (1) becomes b?x? + a?y> = a*b?, which we may rewrite as

x2 2
ex + e 1, the equation of an ellipse.

When y = 0, x> = a%; hence, the ellipse intersects the x axis at the points A’(—a, 0), and A(a, 0), called the
vertices of the ellipse (Fig. 5-11). The segment A’A is called the major axis; the segment OA is called the
semimajor axis and has length a. The origin is the center of the ellipse. F and F” are called the foci (each is
a focus). When x = 0, y> = b2 Hence, the ellipse intersects the y axis at the points B’(0, —b) and B(0, b). The
segment B’B is called the minor axis; the segment OB is called the semiminor axis and has length b. Note that
b=va? - ¢* <+Ja* = a. Hence, the semiminor axis is smaller than the semimajor axis. The basic relation among
a,b,and cis a®> = b*+ %

The eccentricity of an ellipse is defined to be e = c¢/a. Note that 0 < e < 1. Moreover, e = Ja? =b?la= \/ 1-(bla)*.
Hence, when e is very small, b/a is very close to 1, the minor axis is close in size to the major axis, and the ellipse
is close to being a circle. On the other hand, when e is close to 1, b/a is close to zero, the minor axis is very small in
comparison with the major axis, and the ellipse is very “flat.”

Identify the graph of the equation 9x? + 16y* = 144.
The given equation is equivalent to x/16 + y?/9 = 1. Hence, the graph is an ellipse with semimajor axis
of length a = 4 and semiminor axis of length b = 3. (See Fig. 5-12.) The vertices are (—4, 0) and (4, 0). Since

c=+Ja*—b? =J16 -9 =+/7, the eccentricity e is ¢/a = J774=0.6614.

Identify the graph of the equation 25x> + 4y? = 100.

The given equation is equivalent to x*/4 + y?/25 = 1, an ellipse. Since the denominator under y? is larger
than the denominator under x2, the graph is an ellipse with the major axis on the y axis and the minor axis on
the x axis (see Fig. 5-13). The vertices are at (0, —=5) and (0, 5). Since ¢ = Ja? —b? =21, the eccentricity is
V21/5=0.9165.
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10.

Fig. 5-12 Fig. 5-13

Let F and F” be distinct points at a distance of 2¢ from each other. Find the set of all points P(x, y) such that
|P_F—W =2a,fora<c.

Choose a coordinate system such that the x axis passes through F and F”’, with the origin as the midpoint of
the segment FF’ and with F on the positive x axis (see Fig. 5-14). The coordinates of F and F” are (c, 0) and
(=c, 0). Hence, the given condition is equivalent to \/(x —c)?+y - \/(x +¢)? + y* =12a. After manipulations
required to eliminate the square roots, this yields

(¢ —a®)x* —a?y* =a*(c? — a?) 1)

Since ¢ > a, ¢? —Za2 >20. Let b=+/c* — a*. (Notice that a®> + b*> = ¢%.) Then (1) becomes b*x* — a*y* = a*b?, which
X
we rewrite as 7 7 = 1, the equation of a hyperbola.

When y = 0, x = +a. Hence, the hyperbola intersects the x axis at the points A’(-a, 0) and A(a, 0), which are
called the vertices of the hyperbola. The asymptotes are y= i%x. The segment A’A is called the fransverse axis.
The segment connecting the points (0, —b) and (0, b) is called the conjugate axis. The center of the hyperbola is
c _Nat+b* l+(b ?

the origin. The points F and F” are called the foci. The eccentricity is defined to be ¢ = = 7
Since ¢ >a, e > 1. When e is close to 1, b is very small relative to a, and the hyperbola has a very pointed “nose”;

when e is very large, b is very large relative to a, and the hyperbola is very “flat.”

Fig. 5-14
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11. Identify the graph of the equation 25x? — 16y* = 400.
The given equation is equivalent to x/16 — y?/25 = 1. This is the equation of a hyperbola with the x axis as its
transverse axis, vertices (—4, 0) and (4, 0), and asymptotes y =+3 x. (See Fig. 5.15.)

Fig. 5-15

12. Identify the graph of the equation y* — 4x§ = 4.2

The given equation is equivalent to yT —2_ =1, Thisis the equation of a hyperbola, with the roles of x and

y interchanged. Thus, the transverse axis is the y axis, the conjugate axis is the x axis, and the vertices are (0, —2)
and (0, 2). The asymptotes are x =+ y or, equivalently, y = +2x. (See Fig. 5-16.)

13. Identify the graph of the equation y = (x — 1)
A point (u, v) is on the graph of y = (x — 1)? if and only if the point (z — 1, v) is on the graph of y = x%. Hence,
the desired graph is obtained from the parabola y = x* by moving each point of the latter one unit to the right.
(See Fig. 5-17.)

-1 (=2 _

14. Identify the graph of the equation + ( 1.
A point (u, v) is on the graph if and only if the point (u — 1, v — 2) is on the graph of the equation x%/4 + y%/9 = 1.
Hence, the desired graph is obtained by moving the ellipse x%/4 + y*/9 = 1 one unit to the right and two units
upward. (See Fig. 5-18.) The center of the ellipse is at (1, 2), the major axis is along the line x = 1, and the minor
axis is along the line y = 2.

Fig. 5-16
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Y 4 (1,5)
(-1,2) (1,2) 3.2)
1 ' \ A i A X
(I,-1
Fig. 518
i 1 x
-3 -2 -1 o 1 2 3 4
Fig. 517

15. How is the graph of an equation F(x — a, y — b) = 0 related to the graph of the equation F(x, y) =07?
A point (u, v) is on the graph of F(x — a, y — b) =0 if and only if the point (u — a, v — b) is on the graph of
F(x, y) =0. Hence, the graph of F(x — a, y — b) = 0 is obtained by moving each point of the graph of F(x, y) =0
by a units to the right and b units upward. (If a is negative, we move the point lal units to the left. If b is negative,
we move the point |l units downward.) Such a motion is called a translation.

16. Identify the graph of the equation y = x? — 2x.

Competing the square in x, we obtain y + 1 = (x — 1)?. Based on the results of Problem 15, the graph is

obtained by a translation of the parabola y = x? so that the new vertex is (1, —1). [Notice that y + 1 is y — (-=1).] It
is shown in Fig. 5-19.

Fig. 5-19
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17. Identify the graph of 4x> — 9y? — 16x + 18y — 29 =0.

18.

Factoring yields 4(x? — 4x) — 9(y* — 2y) — 29 =0, and then completing the square in x and y produces

)2 1\
4(x =27 = 9(y — 1 = 36. Dividing by 36 then yields - 92) _U 41)

2 2
graph of this equation is obtained by translating the hyperbola % — yT =1 two units to the right and one unit

upward, so that the new center of symmetry of the hyperbola is (2, 1). (See Fig. 5-20.)

=1. By the results of Problem 15, the

Draw the graph of the equation xy = 1.

Some points of the graph are tabulated and plotted in Fig. 5-21. The curve suggested by these points is shown
dashed as well. It can be demonstrated that this curve is a hyperbola with the line y = x as transverse axis, the line
y = —x as converse axis, vertices (—1, —1) and (1, 1), and the x axis and y axis as asymptotes. Similarly, the graph
of any equation xy = d, where d is a positive constant, is a hyperbola with y = x as transverse axis and y = —x as

converse axis, and with the coordinate axes as asymptotes. Such hyperbolas are called equilateral hyperbolas.
They can be shown to be rotations of hyperbolas of the form x%/a? — y*/a® = 1.

y
~ 7~
AN rd
~ //
~ 7~
< e
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CHAPTER 5 Equations and Their Graphs

SUPPLEMENTARY PROBLEMS

19.

20.

21.

22,

23.

24.

25.

26.

(a) On the same sheet of paper, draw the graphs of the following parabolas:

i) y=2x4 (i) y=3x4 (i) y = 4%
(iv) y=3x% (V) y=%x%
(b) (GC) Use a graphing calculator to check your answers to (a).

(a) On the same sheet of paper, draw the graphs of the following parabolas and indicate points of intersection:
i y=x% (i) y=-x% (iii) x = y*

(iv) x=—-y%
(b) (GC) Use a graphing calculator to check your answers to (a).

Draw the graphs of the following equations:

(@ y=x'-1 (b) y=(x-2y © y=@x+17>-2
(d y=-x e y=-(x-1y ) y=-(x-1y+2

(GC) Use a graphing calculator to answer Problem 21.

Identify and draw the graphs of the following equations:

(@) y-x’= (b) 25x%+ 36y =900 ) 2xX—y*=4
d xy=4 () 4 +4y’=1 (f) 8x=y?

(&) 10y=x (h) 4x°+9y>=16 (i) xy=-1
() 3y -x=9

Ans. (a) hyperbola, y axis as transverse axis, vertices (0, 1), asymptotes y = +x; (b) ellipse, vertices (+6, 0)
foci (i\/ﬁ ,0); (c) hyperbola, x axis as transverse axis, vertices (i\/f ,0), asymptotes y = ixﬁx;
(d) hyperbola, y = x as transverse axis, vertices (2, 2) and (-2, —2), x and y axes as asymptotes; (e) circle,
center (0, 0), radius ; () parabola, vertex (0, 0), focus (2, 0), directrix x = —2; (g) parabola, vertex (0, 0),
focus (0, 3), directrix y = -3, (h) ellipse, vertices (+2, 0), foci (i%\/g ,0); (1) hyperbola, y = —x as transverse
axis, vertices (—1, 1) and (1, —1), x and y axes as asymptotes; (j) hyperbola, y axis as transverse axis, vertices
(0, £/3), asymptotes y = +x3x/3

(GC) Use a graphing calculator to draw the graphs in Problem 23.

Identify and draw the graphs of the following equations:

(a) 4x?-3y>+8x+12y—-4=0 (b) 5x2+y*=20x+6y+25=0 (¢) ¥*-6x—-4y+5=0

(d) 2xX*+y*—4x+4y+6=0 (e) 3x*+2y’+12x—-4y+15=0 ) x=-D(y+2)=1

(g) xy-3x-2y+5=0[Hint: Compare (f).] (h) 4x2+y*+8x+4y+4=0
(i) 222-8x-y+11=0 (j) 25x*+16y* - 100x — 32y —284=0

Ans. (a) empty graph; (b) ellipse, center at (2, —3); (c) parabola, vertex at (3, —1); (d) single point (1, =2);
(e) empty graph; (f) hyperbola, center at (1, —2); (g) hyperbola, center at (2, 3); (h) ellipse, center at
(-1, 2); (i) parabola, vertex at (2, 3); (j) ellipse, center at (2, 1)

(GC) Use a graphing calculator to draw the graphs in Problem 25.



27.

28.

29.

30.

31.

32.

33.

CHAPTER 5 Equations and Their Graphs

Find the focus, directrix, and length of the latus rectum of the following parabolas: (a) 10x? = 3y; (b) 2y* =
(©)dy=x*+4x+38; (d) 8y =—x*

Ans. (a) focus at (0, 45), directrix y = —;, latus rectum 3; (b) focus at (3,0), directrix x = — 3, latus rectum 3;
(c) focus at (-2, 2), directrix y = 0, latus rectum 4; (d) focus at (0, —2), directrix y =2, latus rectum 8

Find an equation for each parabola satisfying the following conditions:

(a) Focus at (0, —3), directrix y =3 (b) Focus at (6, 0), directrix x =2

(c) Focus at (1, 4), directrix y =0 (d) Vertex at (1, 2), focus at (1, 4)

(e) Vertex at (3, 0), directrix x =1

(f) Vertex at the origin, y axis as axis of symmetry, contains the point (3, 18)

(g) Vertex at (3, 5), axis of symmetry parallel to the y axis, contains the point (5, 7)

(h) Axis of symmetry parallel to the x axis, contains the points (0, 1), (3, 2), (1, 3)

(i) Latus rectum is the segment joining (2, 4) and (6, 4), contains the point (8, 1)

(j) Contains the points (1, 10) and (2, 4), axis of symmetry is vertical, vertex is on the line 4x — 3y =6

Ans. (@) 12y == (0) 8(x = 4) =% () 8(y = 2) = (v = 1) (d) 8(y = 2) = (x = 1)’ () 8(x = 3) = %
(F)y =205 () 20y = 5) = (=37 () 2(x =) ==5(y =)’ ) 4y = 5) = ~(x = 4%
(Dy-2=2(x-3)or y—4=26(x—-24Y

Find an equation for each ellipse satisfying the following conditions:

(a) Center at the origin, one focus at (0, 5), length of semimajor axis is 13

(b) Center at the origin, major axis on the y axis, contains the points (1, 23 ) and (4, J15 )
(c) Center at (2, 4), focus at (7, 4), contains the point (5, 8)

(d) Center at (0, 1), one vertex at (6, 1), eccentricity %

(e) Fociat (0, +4), contains (£, 1)

() Foci (0, £9), semiminor axis of length 12

X2y y _ (x 2) -4 . x (-DF L W

Ans. (a)m 169 1 (b) 4 _6 1 () +2—0—1,(d)%+2—0—1,(e)x +2—5—1,
x2 y2 B
O Tzt =1

Find an equation for each hyperbola satisfying the following conditions:

(a) Center at the origin, transverse axis the x axis, contains the points (6, 4) and (-3, 1)
(b) Center at the origin, one vertex at (3, 0), one asymptote is y=%x
(c) Has asymptotes y= +./2x, contains the point (1, 2)
(d) Center at the origin, one focus at (4, 0), one vertex at (3, 0)
2 xZ x2 y2

52y . Y e Yy _
Ans. (a) y—f—l,(b) ?_T_l’(c) 7—)6 —1,(d) ?—7—1

Find an equation of the hyperbola consisting of all points P(x, y) such that IPF — PF’|=2/2, where F = W2,42)
and F’ = (—/2,-/2).

Ans. xy=1

2

2
(GC) Use a graphing calculator to draw the hyperbola % - yT =1 and its asymptotes y =+ x.

(GC) Use a graphing calculator to draw the ellipses x2 + 4y> =1 and (x — 3)*> + 4(y — 2)* = 1. How is the latter
graph obtained from the former one?



CHAPTER 6

Functions

We say that a quantity y is a function of some other quantity x if the value of y is determined by the value of x.
If f denotes the function, then we indicate the dependence of y on x by means of the formula y = f (x). The letter
x is called the independent variable, and the letter y is called the dependent variable. The independent variable
is also called the argument of the function, and the dependent variable is called the value of the function.

For example, the area A of a square is a function of the length s of a side of the square, and that function can
be expressed by the formula A = s°. Here, s is the independent variable and A is the dependent variable.

The domain of a function is the set of numbers to which the function can be applied, that is, the set of
numbers that are assigned to the independent variable. The range of a function is the set of numbers that the
function associates with the numbers in the domain.

EXAMPLE 6.1: The formula f (x) = x* determines a function f that assigns to each real number x its square. The do-
main consists of all real numbers. The range can be seen to consist of all nonnegative real numbers. (In fact, each value
x%is nonnegative. Conversely, if r is any nonnegative real number, then r appears as a value when the function is applied

to \/r, since r = (\/r)2.)

EXAMPLE 6.2: Let g be the function defined by the formula g(x) = x> — 4x + 2 for all real numbers. Thus,
g=1)2 -4 +2=1-4+2=—1
and
g(-2)=(-2)*-4(2)+2=4+8+2=14

Also, for any number a, gla+ 1)=(a+1)*-4(a+ 1)+2=a*>+2a+1-4a-4+2=a>-2a—- 1.

EXAMPLE 6.3: (a) Let the function /(x) = 18x — 3x? be defined for all real numbers x. Thus, the domain is the set of
all real numbers. (b) Let the area A of a certain rectangle, one of whose sides has length x, be given by A = 18x — 3x2.
Both x and A must be positive. Now, by completing the square, we obtain

A=-3(x* —6x)=-3[(x-3)* —9]=27 - 3(x—3)*

Since A >0, 3(x —3)>< 27, (x —3)><9, Ix — 31 < 3. Hence, -3 < x — 3 < 3, 0 < x < 6. Thus, the function determin-
ing A has the open interval (0, 6) as its domain. The graph of A =27 — 3(x — 3)* is the parabola shown in Fig. 6-1.
From the graph, we see that the range of the function is the half-open interval (0, 27).

Notice that the function of part (b) is given by the same formula as the function of part (a), but the domain of the
former is a proper subset of the domain of the latter.

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.



CHAPTER 6 Functions

Fig. 6-1

The graph of a function f'is defined to be the graph of the equation y = f(x).

EXAMPLE 6.4: (a) Consider the function f{x) = Ixl. Its graph is the graph of the equation y = Ixl, and is indicated in
Fig. 6-2. Notice that f (x) = x when x = 0, whereas f (x) = —x when x < 0. The domain of f consists of all real numbers.
(In general, if a function is given by means of a formula, then, if nothing is said to the contrary, we shall assume that the
domain consists of all numbers for which the formula is defined.) From the graph in Fig. 6-2, we see that the range of
the function consists of all nonnegative real numbers. (In general, the range of a function is the set of y coordinates of
all points in the graph of the function.) (b) The formula g(x) = 2x + 3 defines a function g. The graph of this function is
the graph of the equation y = 2x + 3, which is the straight line with slope 2 and y intercept 3. The set of all real numbers
is both the domain and range of g.

7
-+

Fig. 6-2

EXAMPLE 6.5: Let a function g be defined as follows:

x? if2<x<4
gx)=
x+1 ifl<x<?2

A function defined in this way is said to be defined by cases. Notice that the domain of g is the closed interval [1, 4].

In a rigorous development of mathematics, a function f'is defined to be a set of ordered pairs such that, if
(x, y) and (x, z) are in the set f, then y = z. However, such a definition obscures the intuitive meaning of the
notion of function.



CHAPTER 6 Functions

SOLVED PROBLEMS

-1
1. Given f(x)= h find (a) £ (0); (b) f (=1); (¢) f (2a); (d) f (1/x); () f (x + h).
0-1 1 -1-1 2 2a—1
@ fO)=577="3 b) fD=g5="3 (©) f(za)zm
Ix-1 x—x* x+h-1 x+h-1
@ =g m=te © Ty T o i 12
2. Iff(x)=2% show that (a) f(x+3)— f(x— 1) =4 f(x) and (b) ]}igt?; = f(4).
r 2x+3
(@) fOr+3)- flx-1=2" =27 =212~ H= 5 f(v) 0 FE =S =2 =)
3. Determine the domains of the functions
(@ y=v4-x’ (b) y=+x*-16 © y=x12
1 X
@ =53 © y=wi7

(a) Since y must be real, 4 — x> > 0, or x> < 4. The domain is the interval =2 < x < 2.
(b) Here, x> — 16 >0, or x> > 16. The domain consists of the intervals x < —4 and x > 4.
(c) The function is defined for every value of x except 2.

(d) The function is defined for x # +3.

(e) Since x>+ 4 # 0 for all x, the domain is the set of all real numbers.

4. Sketch the graph of the function defined as follows:
f(x)=5when0<x<1 f(x)=10whenl<x<2
f(x)=15when2<x<3 f(x)=20when3<x<4 etc.
Determine the domain and range of the function.

The graph is shown in Fig. 6-3. The domain is the set of all positive real numbers, and the range is the set of
integers, 5, 10, 15, 20, . . ..

y
25 Q= — —
20 [0
15 | or—
10 |- [0 e ——
§ Qe

1 1 ) ! 1 x

o] 1 2 3 4 5

Fig. 63

5. Arectangular plot requires 2000 ft of fencing to enclose it. If one of its dimensions is x (in feet), express its area
y (in square feet) as a function of x, and determine the domain of the function.
Since one dimension is x, the other is +(2000 — 2x) = 1000 — x. The area is then y = x(1000 — x), and the
domain of this function is 0 < x < 1000.

6. Express the length / of a chord of a circle of radius 8 as a function of its distance x from the center of the circle.
Determine the domain of the function.
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From Fig. 6-4 we see that $/=+/64 —x?, so that [ =264 — x>. The domain is the interval 0 < x < 8.

/I
/

Fig. 6-4

From each corner of a square of tin, 12 inches on a side, small squares of side x (in inches) are removed, and
the edges are turned up to form an open box (Fig. 6-5). Express the volume V of the box (in cubic inches) as a
function of x, and determine the domain of the function.

Fig. 6-5

The box has a square base of side 12 — 2x and a height of x. The volume of the box is then V=x(12 — 2x)* =
4x(6 — x)>. The domain is the interval 0 < x < 6.

As x increases over its domain, V increases for a time and then decreases thereafter. Thus, among such boxes
that may be constructed, there is one of greatest volume, say M. To determine M, it is necessary to locate the
precise value of x at which V ceases to increase. This problem will be studied in a later chapter.

If f (x) = x* + 2x, find w and interpret the result.

=2a+2+h

fla+h)—f(a) [(a+h)*+2a+h)]-(a*+2a)
h B h

On the graph of the function (Fig. 6-6), locate points P and Q whose respective abscissas are a and a + h.
The ordinate of P is f{a), and that of Q is fla + h). Then

fla+h)— f(a) difference of ordinates

h ~ difference of abscissas

= slope of PQ

Qlath,flat+h}

A ke f(a+h) — f(a)
\ ( z
P(a,i(a))-'v
[~

Fig. 6-6
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9.

10.

Letf (1) = = 2x + 3. Bvaluate (2) £ (3); (0)f (=3); () (=): () (x +2): (@) f (¢ =2); (Df (x + h): () f (6 + ) -
F@: (y LatD =)
I

(@ f(3)=3-23)+3=9-6+3=6

(b) f(-3)=(-3>-2(-3)+3=9+6+3=18

©) f(x)=(=x)?=-2(-x)+3=x*+2x+3

d fx+2)=x+2)>-2x+2)+3=x>+4x+4-2x-4+3=x>+2x+3

€ fx=-2)=(x=-2-2(x=-2)+3=x"—4x+4-2x+4+3=x>-6x+ 11

) fx+h)=x+h?>=-2x+h)+3=x>+2hx+h*-2x-2h+3=x>+ (2h - 2)x+ (h* = 2h + 3)

@ fx+h)—f(X)-[*+Q2h=2)x+(h*=2h+3)] - (2 =2x+3)=2hx+ " —2h=hQx+h-2)

(h) f(x+h)—f(x)=h(2x+h—2)
h

7 =2x+h-2

Draw the graph of the function f(x)=+/4 — x?, and find the domain and range of the function.

The graph of fis the graph of the equation y=+/4 — x?. For points on this graph, y* = 4 — x?; that is, x> + y* = 4.
The graph of the last equation is the circle with center at the origin and radius 2. Since y =~/4 — x* 20, the
desired graph is the upper half of that circle. Fig. 6-7 shows that the domain is the interval -2 < x <2, and the
range is the interval 0 <y < 2.

y

Fig. 6-7

SUPPLEMENTARY PROBLEMS

11.

12.

13.

14.

15.

If f (x) = x* — 4x + 6, find (a) £ (0); (b) £ (3); (¢) f (=2). Show that f(3) = f(Z) and f (2 — h) =f (2 + h).

Ans.  (a)—6;(b) 3; (c) 18

— 1
I )= ind @0 0105 002 Show vt £ 1 )=~ and (=4 )= 55

x+1

Ans. (a)—1;(b)0; (c) 3

If f (x) = x2 — x, show that f (x + 1) = f (—x).

If f (x) = 1/x, show that f(a)— f(b)= f( b“_ba )

If y=f(x)= % show that x =f(y).
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16. Determine the domain of each of the following functions:

(@) y=x>+4 (b) y=Jx2+4 (©) y=~/x’-4 (d) y:xi3
2x 1 . S

X
(e) y=6:3iyrﬁ (f) y=J6rP» (€9) y:x2+1 (h) y= PR
Ans. (a), (b), (g) all values of x; (¢) IxI 22; () x#=-3; () x#=—-1,2; (f) -3<x<3;(h)0<x<?2

17. Compute w in the following cases:
(a) f(x)zﬁwhenaiZanda+h¢2
(b) f(x)=+vx—4 whena=>4anda+h=4

(© f(x)=%whena¢—l anda+h#-1

1

Ans. @) Gy ® Toraedog © Gib@r e D

18. Draw the graphs of the following functions, and find their domains and ranges:

x—1 if0<x<l1
— 42 —
(@ f=-+1 (b) f(x) - e
(c) f(x)=[x] = the greatest integer less than or equal to x
2 _
@ fw=24 © f@=5-2 ) f@=—4x
(g f)=Ix-3l (h) f(x)=4/x @ fx)=Ixl/x
X ifx>0
(G) f)=x-1I k) JSO= 5 £x <0

Ans. (a) domain, all numbers; range, y <1
(b) domain, x > 0; range, -1<y<QOory=2
(c) domain, all numbers; range, all integers
(d) domain, x #2; range, y #4
(e) domain, all numbers; range, y <5
(f) domain, x = 0; range, y <0
(g) domain, all numbers; range, y =0
(h) domain, x # 0; range, y #0
(i) domain, x # 0; range, {—1, 1}
(j) domain, all numbers; range, y <0
(k) domain, all numbers; range, y =0

19. (GC) Use a graphing calculator to verify your answers to Problem 18.

20. Evaluate the expression w for the following functions f:

(@ f)=3x-x ® f)=2x
© f@)=3x-5 ) f=x-2
2

Ans. (a)3-2x-h ()3 (d) 3x2+3xh + k2

®) L2+ h) +2x

21. Find a formula for the function f whose graph consists of all points satisfying each of the following equations.
(In plain language, solve each equation for y.)

(@ xy+4x-2=0 (b) xzi%i (©) 4’ —4xy+y*=0
2-4 2(x—1
ans. @ £0=2"2 ) f0 =" 0 p =2
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22. Graph the following functions and find their domain and range:

x+2 if-1<x<0 2—x if0<x<?2 x*—4 I
(b) gx)= © hx)=1x-2

X if0<x<l1 x—1 if3<x<4 4 ifx=2

(a) f(X)={

Ans. (a) domain = (-1, 1], range = [0, 2)
(b) domain = union of (0, 2) and [3, 4), range = (0, 3)
(c) domain and range = set of all real numbers

23. (GC) Verity your answers to Problem 22 by means of a graphing calculator.

24. In each of the following cases, define a function that has the given set & as its domain and the given set R as its
range: (a) @ =(0,2) and R = (1,7); (b) D =(0, 1) and R = (1, o0).

1
1-x

Ans. (a) One such function is f (x) = 3x + 1. (b) One such function is f(x)=

25. (a) Prove the vertical line test: A set of points in the xy plane is the graph of a function if and only if the set
intersects every vertical line in at most one point.

(b) Determine whether each set of points in Fig. 6-8 is the graph of a function.

Ans. Only (b) is the graph of a function.

[
\_+/

(a) (b)

(©) (d
Fig. 68



Limits

Limit of a Function
If fis a function, then we say:

A is the limit of f(x) as x approaches a

if the value of f(x) gets arbitrarily close to A as x approaches a. This is written in mathematical notation as:
lim f(x) = A
xX—a

For example, lim x? = 9, since x* gets arbitrarily close to 9 as x approaches as close as one wishes to 3. The
definition of im' f(x)=A was stated above in ordinary language. The definition can be stated in more precise
mathematicalxl_ﬁ(hguage as follows: lim f(x) = A if and only if, for any given positive number €, however
small, there exists a positive number o such that, whenever 0 < |x — | < §, then [f(x) — A| < €.

The gist of the definition is illustrated in Fig. 7-1. After € has been chosen [that is, after interval (ii)
has been chosen], then 6 can be found [that is, interval (i) can be determined] so that, whenever x # a is
on interval (i), say at x,, then f(x) is on interval (ii), at f(x ). Notice the important fact that whether or not
liil(} f(x)=A is true does not depend upon the value of f(x) when x = a. In fact, f(x) need not even be defined

when x = a.
Xo f(xo)
O- O O x —0 +—t Oo— f(x)
a—=a a a+é A—¢€ A A+te
(i) (i)
Fig. 7-1
2 _
EXAMPLE 7.1: lim ’;2 _24 =4, although ); 24 is not defined when x = 2. Since
x—2 - -

x2—-4_(x-2)x+2) _
x=-2 " x—=2 =x+2

x*—4
2

2
we see that =——~ approaches 4 as x approaches 2.

x
EXAMPLE 7.2: Letus use the precise definition to show that lim (4x — 5) = 3. Let €> 0 be chosen. We must produce
x—-2

some &> 0 such that, whenever 0 < |x — 2|< §, then |(4x—5)—-3|<e.
First we note that |[(4x — 5) — 3| = |[4x — 8| = 4|x - 2|.
If we take 8 to be € /4, then, whenever 0 < [x—2| < 0, |[(4x—5)-3|=4x-2|<4d=€.

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.
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Right and Left Limits

Next we want to talk about one-sided limits of f(x) as x approaches a from the right-hand side or from the

left-hand side. By lim f(x) =A we mean that f'is defined in some open interval (¢, a) and f(x) approaches A
as x approaches a through values less than a, that is, as x approaches a from the left. Similarly, hm fx)=A
means that fis defined in some open interval (a, d) and f(x) approaches A as x approaches a from the right.
If f is defined in an interval to the left of @ and in an interval to the right of a, then the statement hm Jx)=Ais
equivalent to the conjunction of the two statements hm f(x)=Aand hm f(x)=A. We shall see by examples
below that the existence of the limit from the left does not imply the ex1stence of the limit from the right, and

conversely.
When a function is defined only on one side of a point a, then we shall identify hm f (x) with the one-sided

limit, if it exists. For example, if f(x) = v/x, then fis defined only at and to the rlght of 0. Hence, since hm

\/— 0, we will also write hm \/— 0. Of course, hm \/_ does not exist, since \/; is not defined when X <

0. This is an example where the existence of the 11m1t from one side does not entail the existence of the limit
from the other side. As another interesting example, consider the function g(x) = +/1/x, which is defined only
for x > 0. In this case, hm v1/x does not exist, since 1/x gets larger and larger without bound as x approaches

0 from the right. Therefore hm ~1/x does not exist.

EXAMPLE 7.3: The function f(x) = /9 —x" has the interval =3 < x < 3 as its domain. If @ is any number on the in-
terval (-3, 3), then lglz J9—x? exists and is equal to /9 —a?. Now consider a = 3. Let x approach 3 from the left; then
lim /9-x* = 0. For x > 3, \/9—x2 is not defined, since 9 — x? is negative. Hence, hm J9—x2 = hm 9-x* =0.

x—3"

Similarly, lim \9-x* = Jim 9-x* =0.

x—>-3%

Theorems on Limits
The following theorems are intuitively clear. Proofs of some of them are given in Problem 11.

Theorem 7.1: If f(x) = ¢, a constant, then lim f(x) = c.

x—a

For the next five theorems, assume lim f(x) = A and hm g(x)=B.

X—a

Theorem 7.2: hm ¢ f(x)=clim f(x)=cA.

x—a

Theorem 7.3:  lim [f(x)+ g(x)]=lim f(x)*+limg(x)=A + B.
Theorem 7.4: lim [ f(x)g(x)]=lim f(x)-lim g(x)=A- B.

.
Theorem 7.5: lim (f(x)):M_A

—al gx) )" Timg(x) ~ B’ if B #0.

Theorem 7.6:  lim¢/f(x) = ,flim f(x) = YA, if YA is defined.

Infinity
Let

lim f(x) = +oo

mean that, as x approaches a, f(x) eventually becomes greater than any preassigned positive number, however
large. In such a case, we say that f(x) approaches -+ as x approaches a. More precisely, lim f(x) = +e<if and only

if, for any positive number M, there exists a positive number & such that, whenever 0 < |x — a| < 8, then f(x) > M.
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Similarly, let
lim f(x) = —o<

mean that, as x approaches a, f(x) eventually becomes less than any preassigned number. In that case, we say
that f(x) approaches —eo as x approaches a.
Let

lim £ (x) = oo

mean that, as x approaches a, |f(x)| eventually becomes greater than any preassigned positive number. Hence,
lim f(x) = e if and only if lim [f(x)| = +eo.

x—a x—a

These definitions can be extended to one-sided limits in the obvious way.

EXAMPLE 7.4:
. im—L 1
(a) 1}2&7:-’-% (b) 13211 (x—1)? = (©) £1LI(}—=°C
EXAMPLE 7.5:
(@) lim 1 e Asx approaches 0 from the right (that is, through positive numbers), 1/x is positive and eventu-
x=0t X

ally becomes larger than any preassigned number.

(®) lim % = —oco since, as x approaches O from the left (that is, through negative numbers), 1/x is negative and
x—=0"

eventually becomes smaller than any preassigned number.

The limit concepts already introduced can be extended in an obvious way to the case in which the variable
approaches +oo or —eo. For example,

lim f(x)=A

X—>+oo
means that f(x) approaches A as x — +oo, or, in more precise terms, given any positive €, there exists a
number N such that, whenever x > N, then | f(x)— A| < €. Similar definitions can be given for the statements
lim f(x)=A, im f(x)=40cc, lim f(x)=—oco, lim f(x)=—cc, and lim f(x)=4co.
X—>—00 X—>+oo X—>—00 Xx—a X—>—00

EXAMPLE 7.6: lim l=O and lim (2+x—12)=2.

x40 X X400
Caution: When lim f(x) = te< and lim g(x) = Zoo, Theorems 7.3—7.5 do not make sense and cannot be used.

For example, 1imL2 = +oc and 1imL4 = o0, but
x=0 X x=0 X

. 1/x2 —1: 2
lim J = lim =0

Note:  We say that a limit, such as lim f(x) or lim f(x) exists when the limit is a real number, but not when the
x—a X—>+00

2 .
X" =4 exigts. However, although ljml2 = +oc,
2 x—=0 X

L . 2 _
limit is +eo or —oo or oo, For example, since lim & 4 _ 4, we say that lim
1 -2 X—2 =2 X—

we do not say that [im — exists.
X

x—0

SOLVED PROBLEMS

1.  Verify the following limit computations:

(@) lim5x=51itrzlx=5~2=10

x=2
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(b) lim 2x+3)=2limx+lim3=2-2+43=7
() lim(x*—4x+)=4-8+1=-3

lim(x —2)
(@ limi=2=a22— .1
a3 X+2 11n31(x+2) 5
oxP—4_4-4 _
(e Nm g =27470

(f) limy25-x = flim (25-x°) =9 =3

x—4
[Note: Do not assume from these problems that lim f(x) is invariably f(a).]

@ lim< =23 — Jim (x-5)=-10

-5 X+ x—-5

2. Verify the following limit computations:

. xX— T xX— T _l
(@ lm s =lim s a3 =7

The division by x — 4 before passing to the limit is valid since x # 4 as x — 4; hence, x — 4 is never zero.

_ 2
x3—27=1im(x 3)(.X +3x+9)_limx2+3x+9_2

(b) lim g = i = S+ 3y Mm% 2

22
(RS =X i E 2RI = g ZRUEI _ iy (2,04 1) = 2

lim
© 0 h A0 10

h—0

Here, and again in Problems 4 and 5, % is a variable, so that it might be thought that we are dealing with
functions of two variables. However, the fact that x is a variable plays no role in these problems; for the moment,
x can be considered a constant.

—x? 2 _ 2 2
(d lim 4-2 iy BBV HS) @ x)(3+2x +5)=lim(3+\/x2+5)=6
=23-x2+5 =2 B-J2+5)G+J2+5) =2 4-x X2

24y — . —1 2) ..
X+ x 2:]1m(x )+ ):hmx+%=°°;n01imitexists.

() lim= = = im = = lim=—

3. In the following problems (a)—(c), you can interpret lim as either lim or lim : it will not matter which. Verify
the limit computations.

@ fm 2 gy 372 _3-0_1
o+ 7 9+ 7/ 910 3
b g SRl 642kl 64040 _6
®) Im g~ I s34 =5-0+0 3
x24+x=2 x+1/x2=2/x* 0
C 1 —:. ——————  —
© lim o= lim —— s 7=0
. 2x3 . 2x
@ Tim oy = im e =
3
© lim — = lim —2 =t

xotoo X241 xotee 14+ 1/x2

() lim (x°-=7x*-2x+5)=lim x5(1—1—%+i§):+tx since
X X X"

X—>+00 X—>+00

lim (1—1—%+i§):(1—0—0+0):1 and lim x° =+eo
x x*x F—rtos

X—+00

(8 lim (x*-7x*—-2x+5)=lim x5(1—;—%+%)=—m since

X——00 X—>—00 X X
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lim 1—1—%+%)=(1—0—0+0)=1 and lim x° = —co
X——o0 X X X X=mee

Jfx+h) - f(x)
A .

Given f(x) = x> — 3x, find LILI(}

Since f(x) = x2 — 3x, we have f(x + h) = (x + h)* — 3(x + h) and

h—0

— 2 2 _ _ _ 2 _
limf(th fO) _po 4 2hx+ 12 =3x—3h) — (x 3x):1im2hx+22—3h

h—0 ]’l h—0

=£in(}(2x+h—3)=2x—3.

Given f(x)=+5x+1 find %13(} w when x>—%,
tim L 20

h—0

lim\/5x+5h+1—\/5x+1

h—0 h

S5x+5h+1=5x+1 J5x+5h+1+~/5x+1

=1lim
10 h SSx+5h+1+-/5x+1
Ox+5h+1)—(5x+1)
= 1um
=0 h(\[5x +Sh+1+/5x+1)

=1lim S = S
=0 J5x+5h+1+/5x+1 2/5x+1

(a) In each of the following, (a) to (e), determine the points x = a for which each denominator is zero. Then see
what happens to y as x = a~ and as x — a*, and verify the given solutions.
(b) (GC) Check the answers in (a) with a graphing calculator.

(a) y=f(x)=2/x: The denominator is zero when x =0. Asx — 07, y = —o0; as x — 0*, y —> 4oo.

_ _ x—1 . : : — _ _n- —oo* _N1+
(b) y—f(x)——(x+3)(x_2).Thedenomlnatorlszeroforx— 3and x=2. Asx = —-37, y = —oo; as x — —37,

Y=+, Asx — 27,y —> —oojas x — 24, y —> +oo.

© y=fx)= W_@?—l): The denominator is zero for x=—2 and x=1. As x = —27, y —> —oo; as x — —2%,

y—>+o0 Asx — 17,y —> toojasx —> 1%,y —> —oo,

+2)(x—1

(d) y=f(x)=%lThedenominatoriszeroforx=3.Asx%3‘,y—>+oo;asx—>3*,y—>+oo.
+2)1-

(e) y:f(x)=%:Thedenominatoriszeroforx:3‘Asx—>3*,y—>+oo; asx — 3%,y —> —oo,

For each of the functions of Problem 6, determine what happens to y as x — —eo and x — +oo.

(a) Asx — +oo,y=2/x = 0. When x <0, y < 0. Hence, as x — —oo, y = 0~. Similarly, as x — 4o0, y — 0*.

(b) Divide numerator and denominator of m by x? (the highest power of x in the denominator),

obtaining

1/x—1/x2
1+ 3/x)1-2/x)

Hence, as x — *oo, 0-0 0
Y2 TFoa-0) 10

As x — —oo, the factors x — 1, x + 3, and x — 2 are negative, and, therefore, y — 0~. As x — +oo, those factors

are positive, and, therefore, y — 0*.

(¢) Similar to (b).
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10.

11.

(d) x+2)(x-1) _ X +x=2 _1+1/x=2/x’
(x=3)? X2 —=6x+9  1-6/x+9/x*’
power of x in the denominator). Hence, as x — oo, y —

after dividing numerator and denominator by x? (the highest

%tg; 8 = % =1. The denominator (x — 3)*is
always nonnegative. As x — —eo, both x + 2 and x — 1 are negative and their product is positive; hence,
y — 1*. As x = +oo, both x + 2 and x — 1 are positive, as is their product; hence, y — 1*.
© x+2)A-x) _ —x2—x+2 _ —x—14+2/x
x-3 x-3 1-3/x
power of x in the denominator). As x — +eo, 2/x and 3/x approach 0, and — x — 1 approaches + . Thus, the
denominator approaches 1 and the numerator approaches =+ co. As x — —oo, x + 2 and x — 3 are negative and

1 — x is positive; s0, y —> +oo. As x — +oo, x + 2 and x — 3 are positive and 1 — x is negative; so, y —> —oo.

, after dividing numerator and denominator by x (the highest

Examine the function of Problem 4 in Chapter 6 as x — a~ and as x — a* when a is any positive integer.

Consider, as a typical case, a =2. As x — 27, f(x) — 10. As x = 2*, f(x) — 15. Thus, lxi_rgf(x) does not exist.
In general, the limit fails to exist for all positive integers. (Note, however, that lrlgg fx)= JLHJ f(x)=35, since f(x)
is not defined for x <0.)

Use the precise definition to show that lim (x* +3x)=10.

Let €>0 be chosen. Note that (x —2)>=x>—4x + 4, and so, x> + 3x — 10 = (x = 2>+ 7Tx — 14 = (x — 2)* +
7(x —2). Hence |(x* + 3x) — 10| = |(x — 2)* + 7(x — 2)| < |x — 2]* + 7|x — 2|. If we choose & to be the minimum of 1
and €/8, then 8% < §, and, therefore, 0 < |x — 2| < § implies |[(x* +3x)—10|< 8> +76<5+76=80 <€,

If lim g(x) = B # 0, prove that there exists a positive number & such that 0 < |x — a| < & implies |g(x)| > J%l

x—a

Letting € = |B[/2 we obtain a positive & such that 0 < |x — a| < § implies [g(x) — B| < |B|/2. Now, if 0 < [x —a| < &,
then |B| = |g(x) + (B — g(x))| < Ig(x)| + |B — g(x)| < |g(x)| + |B|/2 and, therefore, |B|/2 < |g(x)|.

Assume (I) lim f(x)=A and (II) lim g(x) = B. Prove:

(@ lm[f()+g(]=A+B (b) lim f(g()=AB () lim % =4 B0

(a) Let €>0 be chosen. Then € /2> 0. By (I) and (II), there exist positive &, and &, such that 0 < |x —a| < §,
implies |f(x)—A|<€/2 and 0 < |x — a| < &, implies |g(x) — B| < € /2. Let & be the minimum of &, and J,.
Thus, for 0 < lx —a| < 8, | f(x)— A|< € /2 and |g(x)— B| < € /2. Therefore, for 0 < |x — a| < §,

() + g(x) = (A+ B)| =[(f (x) - A) + (8(x) = B)|

<lf@-Al+lg-Bl<§+S=e

(b) Let €>0 be chosen. Choose € to be the minimum of €/3 and 1 and €/(3|B|) (if B #0), and €/(3|A]) (if
A #0). Note that (€")> < € since € <1 Moreover, |Ble'<e /3 and |A|€"< € /3. By (I) and (II), there exist
positive &, and 8, such that 0 < |x — a| < §, implies |f(x)— A|<€* and 0 < |x — a| < 6, implies |g(x) - B|<€".
Let & be the minimum of &, and &,. Now, for 0 < |x —a| < 6,

| f(x)g(x)— AB|=|(f(x) = A)(g(x) = B) + B(f(x)— A)+ A(g(x) — B)|
<[ ()= A)(g(x) = B)| +[B(f(x) - A)| + |A(g(x) - B)|
=1f(x) - Allg(x) - Bl +|Bllf (x) - Al + |Allg(x) - B|

<(€)? * <+ ELE<E L ELE
_(e)+|B|e+|A|e_e+3+3_3+3+3 €

(c) By part (b), it suffices to show that limﬁ = % Let €>0 be chosen. Then B* €/2> 0. Hence, there

x—a &
Bl’e
7

exists a positive &, such that 0 < |x — a| < §, implies |g(x)— B|<
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By Problem 10, there exists a positive &, such that 0 < |x — a| < 6, implies |g(x)| > |B|/2. Let & be the minimum
of &, and §,. Then 0 < |x — a| < § implies that

|1 _1|_1B-s@|_|BPe 2
g0 BT Blel = 2 TBP

=€

12. Prove that, for any polynomial function
f=ax"+a,_x""'+--+ax+a,, lim f(x) = f(a)

This follows from Theorems 7.1-7.4 and the obvious fact that !CILI‘}X =a.

13. Prove the following generalizations of the results of Problem 3. Let f(x)=a,x"+a, x"'+---+a,x+a, and
gx)=bx* +b,_x*"+---+bx+b; be two polynomials.

f&x) _a, -
(a) ﬂlm ¢(x) b, ifn=k
(b) xlggqjgcgg 0 ifn<k
fo_, . o . .
(¢) xh—> PTes B if n> k. (It is +oo if and only if @ and b, have the same sign.)
JS(x) -+ . .. . ek
(d) thl (%) oo if n > k. (The correct sign is the sign of a b (—1)""*.)
1 X
14. Prove (a) hm N Goy T : (b) }LI?wﬁ om oo

(a) Let M be any negative number. Choose 6 positive and equal to the minimum of 1 and ]Mi[ Assume x < 2

and 0 < |x — 2| < & Then |x— 2 < 6° <8< L. Hence, ;3>|M|=—M- But (x - 2)*<0.
M 2]
1 1
Therefore, m: |x 2|3 <M.

(b) Let € be any positive number, and let M =1/e. Assume x > M. Then

|_x o1 11
I+ T xe1 " xr 1 Sx<M~—€

2
(c) Let M be any positive number. Assume x > M + 1. Then 2 x7 =x>M.

x—1

15. Evaluate: (a) lim Jfl; (b) lim J%; © 1imJ£l

(a) When x>0, |x| =ux. Hence, lim J;l =lim 1=1.

x—0

(b) When x <0, |x| = — x. Hence, }L%l%l= lim —1=-1.

x—0"

- L e
©) llmJ—l does not exist, since lim b # lim J—l
x—=0 X x—0" X x—0" X

SUPPLEMENTARY PROBLEMS

16. Evaluate the following limits:

(a) li_Ig (x*—4x)

(o) lLm (x*+2x*-3x-4)

x—-1

3x—1)2
(c) lim ((;+ 1))2
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. 375 — 3—.75
@ lim3es=

.ox—1
) lxlggxz—l

. x2—4
) lgl%xz—Sx+6

. X2 +3x+2
(®) }Ln—ll x> +4x+3

. X —
(h) lgl; x> —4
. . -2
l X
@ lm —a
. . Ax=2
¢ lm-s—
. (x+hP-x*
() lm=—
O lim—2=1

=l \x?+3-2

Ans.  (a)—4; (0) 0; (¢) 73 (d) 05 (e) 73 (F) —4; (2) %3 (h) 3 (i) 0; (j) e, no limit; (k) 3x% (1) 2

17. Evalute the following limits:

. I’ —4x°+2x-13
(@) xh—grlm =3x° +x% = 5x% +2x

lim 14x3 —5x+27

(b) X—>+oo x*+10

. 2x°+12x+5
© xh—glm Tx3+6

. 2x3+7
d xh—grlm 5x*-3x-4

() lim (3x*—25x—12x—17)

X—>+o0

(f) lim (3x*—25x*-12x—17)

X—>—oo

(g) lim (3x*—25x°-8)

X——o0

Ans.  (a) —%; (b) 0; (c) +o0; (d) —o0; (&) +eo; (f) —o0; () +oo

18. Evaluate the following limits:

@ lim 33

(0 lim o2
© }1&1& x> +5

@ lim XEEEE
© lim x+3

xotee X2 +5Xx+6

f . 3x — 37x
® lim S5




19.

20.

21.

22,

23.

24,

25.

26.

27.

28.

29.
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3 =3
® lim 375+

Ans. (a) 35 (b) —%:(c) 0; (d) +oo; (e) 0; () 1; () —1

fla+h) - f(a)

Find lim— for the functions f'in Problems 11 12,13, 15, and 16 (a, b, d, g) of Chapter 6.
3
Ans. (11)2614 4; (12) (a+1)2’(13) 2a—-1;(15)— (4a 5)2,(16) (a) 2a, (b) \/ g (@ @+37
a
© @iy
(GC) Investigate the behavior of

if x>0
s )_{x+1 if x<0

as x = 0. Draw a graph and verify it with a graphing calculator.

Ans. lim f(x)=0; lim f(x)=1; lim f(x) does not exist.
Use Theorem 7.4 and mathematical induction to prove limx" =a" for all positive integers n.

For f(x) = 5x — 6, find § > 0 such that, whenever 0 < |x — 4| < §, then | f(x)— 14| < €, when (a) €=% and
(b) € =0.001.

Ans. (a) 757 (b) 00002
Use the precise definition to prove: (a) lim5x=15; (b) lim x*=4; (c) lrigr;(xz -3x+5)=3.

Use the precise definition to prove:
2

@ liml=e  (b) lim Ho=w  (© lim X (d) lim xx—z—oo

=0 X -1 X xtoo X — 1 xs—o0 X+ 1

Let f(x), g(x), and h(x) be such that (1) f(x) < g(x) < h(x) for all values in certain intervals to the left and right of
a, and (2) lim f(x)=1im h(x) = A. Prove limg(x)=A.

(Hint: For €> 0, there exists 8 > 0 such that, whenever 0 < |x — a| < 8, then | f(x) — A|<€ and |h(x) - A| < € and,
therefore, A—€< f(x)Sg(xX)Sh(x)<A+€)

Prove: If f(x) < M for all x in an open interval containing a and if lim f(x)=A, then A < M.

(Hint: Assume A > M. Choose €= %(A — M) and derive a contradiction.)
(GC) Use a graphing calculator to confirm the limits found in Problems 1(d, e, f), 2(a, b, d), 16, and 18.

(a) Show that }Lr{logx— x2-1)=0.
(Hint: Multiply and divide by x++/x*—1.)

2 2
(b) Show that the hyperbola % - % =1 gets arbitrarily close to the asymptote y = %x as x approaches co.

\/x+3—\/§.

(a) Find lgr(}
(Hint: Multiply the numerator and denominator by vx+3 + V3)

(b) (GC) Use a graphing calculator to confirm the result of part (a).
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30. Letf(x)= Jx -1 if x >4 and f(x) =x*> — 4x + 1 if x < 4. Find:
(@ lim f&x) () lim f@) (0) lim f)
Ans. (a)1;(b) 1;(c) 1

31. Letg(x)=10x—7if x>1and g(x) =3x+2if x < 1. Find:
(@ lim g (b lim g)  (¢) lim g(x)
Ans. (a) 3; (b) 5; (c) It does not exist.
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Continuity

Continuous Function
A function f'is defined to be continuous at x, if the following three conditions hold:

(1) f(x,) is defined;

(i) lim f(x) exists;
(i) lim f(x) = f(x,).

For example, f(x) = x> + 1 is continuous at 2, since hm f(x)=5= f(2). Condition (i) implies that a func-

tion can be continuous only at points of its domain. Thus f (x) =+/4—x? is not continuous at 3 because f(3)
is not defined.

Let f'be a function that is defined on an interval (a, x,) to the left of x, and/or on an interval (x, b) to the
right of x,. We say that fis discontinuous at X, if fis not continuous at X that is, if one or more of the condi-
tions (i)—(iii) fails.

EXAMPLE 8.1:
@ f(x= o is discontinuous at 2 because f(2) is not defined and also because hm f(x) does not exist
(since hmf(x)—oo) See Fig. 8-1.

(x+2)(x—2)
x=2 -

14
(b) f(x)=——% is discontinuous at 2 because f(2) is not defined. However, 1irI21 fx)= linzl
lim(x+2) =4 so that condition (ii) holds. ’ '

The discontinuity at 2 in Example 8.1(b) is said to be removable because, if we extended the function f
by defining its value at x =2 to be 4 then the extended function g would be continuous at 2. Note that g(x) =

x + 2 for all x. The graphs of f(x)=
a “hole.” (See Fig. 8-2.) Removing the discontinuity consists simply of filling the “hole.”

and g(x) =x+2 are identical except at x = 2, where the former has

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.
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/.

/ 0 2

Fig. 8-2

The discontinuity at 2 in Example 8.1(a) is not removable. Redefining the value of f at 2 cannot change
the fact that lin; 1

does not exist.
x-2

We also call a discontinuity of a function fat x, removable when f(x,) is defined and changing the value
of the function at x, produces a function that is continuous at x,.

EXAMPLE 8.2: Define a function f as follows:

X2 ifx#2
f(x)‘{o ifx=2

Here IXILI; f(x)=4, but f(2) = 0. Hence, condition (iii) fails, so that f has a discontinuity at 2. But if we change the
value of fat 2 to be 4, then we obtain a function 4 such that i(x) = x? for all x, and 4 is continuous at 2. Thus, the
discontinuity of fat 2 was removable.

EXAMPLE 8.3: Let f be the function such that f(x)= % for all x # 0. The graph of fis shown in Fig. 8-3. fis dis-
continuous at 0 because f(0) is not defined. Moreover,

. —fim X . i =X —
g Feo=lim =1 and Ji £ = li ZF=—1

Thus, 11151 fx)# lir(r)1+ f(x). Hence, the discontinuity of fat 0 is not removable.

A

\4

Fig. 8-3

The kind of discontinuity shown in Example 8.3 is called a jump discontinuity. In general, a function f
has a jump discontinuity at X, if lim f (x) and lim f(x) both exist and lim f(x) # lim f(x). Such a discontinuity
is not removable. o o o o

EXAMPLE 8.4: The function of Problem 4 in Chapter 6 has a jump discontinuity at every positive integer.

Properties of limits lead to corresponding properties of continuity.
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Theorem 8.1:  Assume that fand g are continuous at x. Then:
(a) The constant function A(x) = ¢ for all x is continuous at every x,,.
(b) cfis continuous at x,, for any constant c. (Recall that cf has the value ¢ - f (x) for each argument x.)
(c) [+ gis continuous at x,.
(d) f- giscontinuous at x,.
(e) fgis continuous at x,,.
(f) flgis continuous at x, if g(x,) # 0.

(2) 4/f is continuous at x,if g/ f(x,) is defined.

These results follow immediately from Theorems 7.1-7.6. For example, (c) holds because

lim (£()+g(x) = lim £(x)+ lim g(x) = f(x,)+g(x)

Theorem 8.2:  The identify function /(x) = x is continuous at every x,,.

This follows from the fact that }15{1 X=X,

We say that a function fis continuous on a set A if fis continuous at every point of A. Moreover, if we just
say that fis continuous, we mean that f is continuous at every real number.

The original intuitive idea behind the notion of continuity was that the graph of a continuous function was
supposed to be “continuous” in the intuitive sense that one could draw the graph without taking the pencil off
the paper. Thus, the graph would not contain any “holes” or “jumps.” However, it turns out that our precise
definition of continuity goes well beyond that original intuitive notion; there are very complicated continuous
functions that could certainly not be drawn on a piece of paper.

Theorem 8.3: Every polynomial function
f=ax"+a,_x""'+--+ax+a,

is continuous.
This is a consequence of Theorems 8.1 (a—e) and 8.2.

EXAMPLE 8.5: As an instance of Theorem 8.3, consider the function x> — 2x + 3. Note that, by Theorem 8.2, the identity
function x is continuous and, therefore, by Theorem 8.1(e), x? is continuous, and, by Theorem 8.1(b), —2x is continuous. By
Theorem 8.1(a), the constant function 3 is continuous. Finally, by Theorem 8.1(c), x> — 2x + 3 is continuous.

Theorem 8.4: Every rational function H (x) = %, where f(x) and g(x) are polynomial functions, is continuous on
the set of all points at which g(x) # 0. g

This follows from Theorems 8.1(f) and 8.3. As examples, the function H (x) = ﬁ is continuous at all

points except 1 and —1, and the function G(x) = 18 continuous at all points (since x*> + 1 is never 0).

+1
We shall use a special notion of continuity with respect to a closed interval [a, b]. First of all, we say that
a function fis continuous on the right at a if f(a) is defined and lim f(x) exists, and lim f(x) = f(a). We say

that f'is continuous on the left at b if f(b) is defined and lir’I} f(x) exists, and lirig f(x)=f().

Definition:  fis continuous on [a, b] if fis continuous at each point on the open interval (a, b), fis continuous on the
right at a, and fis continuous on the left at b.

Note that whether fis continuous on [a, b] does not depend on the values of f; if any, outside of [a, b]. Note
also that every continuous function (that is, a function continuous at all real numbers) must be continuous on
any closed interval. In particular, every polynomial function is continuous on any closed interval.
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We want to discuss certain deep properties of continuous functions that we shall use but whose proofs are
beyond the scope of this book.

Theorem 8.5 (Intermediate Value Theorem): If fis continuous on [a, b] and f(a) # f(b), then, for any number ¢
between f(a) and f(b), there is at least one number X, in the open interval (a, b) for which f(x)) = c.

Figure 8-4(a) is an illustration of Theorem 8.5. Fig. 8-5 shows that continuity throughout the interval
is essential for the validity of the theorem. The following result is a special case of the Intermediate Value
Theorem.
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(b) f{x)=0 has three roots
between x =a and x = b.
Fig. 8-4
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(b) f(x) =0 has no root
between x =g and x = b.
Fig. 85

Corollary 8.6: If fis continuous on [a, b] and f(a) and f(b) have opposite signs, then the equation f(x) =0 has at least
one root in the open interval (a, b), and, therefore, the graph of f crosses the x-axis at least once between a and b. (See
Fig. 8-4(b).)

Theorem 8.7 (Extreme Value Theorem): If fis continuous on [a, b], then ftakes on a least value m and a greatest
value M on the interval.

As an illustration of the Extreme Value Theorem, look at Fig. 8-6(a), where the minimum value m occurs
at x = ¢ and the maximum value M occurs at x = d. In this case, both ¢ and d lie inside the interval. On
the other hand, in Fig. 8-6(b), the minimum value m occurs at the endpoint x = a and the maximum value
M occurs inside the interval. To see that continuity is necessary for the Extreme Value Theorem to be true,
consider the function whose graph is indicated in Fig. 8-6(c). There is a discontinuity at ¢ inside the interval;
the function has a minimum value at the left endpoint x = a but the function has no maximum value.
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Another useful property of continuous functions is given by the following result.

Theorem 8.8: If fis continuous at ¢ and f(c) > 0, then there is a positive number 6 such that, whenever
¢c—8<x<c+ 6, then f(x)>0.

This theorem is illustrated in Fig. 8-7. For a proof, see Problem 3.
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f(e)
fle—39)
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Fig. 8-7

SOLVED PROBLEMS

1. Find the discontinuities of the following functions. Determine whether they are removable. If not removable,
determine whether they are jump discontinuities. (GC) Check your answers by showing the graph of the function
on a graphing calculator.

(@ f(x)= % Nonremovable discontinuity at x = 0.
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_ x—1 . . _ _
b fx)= G Nonremovable discontinuities at x = —3 and x = 2.
© flxo= % Nonremovable discontinuity at x = 3.
d fx)= );32_—_297 Has a removable discontinuity at x = 3. (Note that x> — 27 = (x — 3)(x?

+3x+9).) Also has a nonremovable discontinuity at x = —3.
4—x?

© S0

Has a removable discontinuity at x = +2. Note that

2
4—x2 3++x*+5 =3+\/m.

3—Jx2+53+/x2+5

2
) flx)= x(%xD—ZZ Has a nonremovable discontinuity at x = 1.
(g) f(x)=[x]=the greatest integer < x. Has a jump discontinuity at every integer.
(h) f(x)=x-[x]. Has a nonremovable discontinuity at every integer.
1) f)=3x-Tx*+4x-2. A polynomial has no discontinuities.

-

G) fo= {(2) ;f i 4 8 Removable discontinuity at x = 0.

X if x<0.
k) f(x)=4x* if0<x<1 No discontinuities.

2—x ifx2>1.

2. Show that the existence of limw

h—0

implies that f'is continuous at x = a.

lim( f(a+ )~ fla)) = }ing(w : h) -

1imw -lim /2 = lim

flath-f@ o_,
h—0 h—0 h—0 h
But

lim (f(a+h) = f(@)=lim f(a-+h)~lim f(@)=lim f(a+h)- f(a)

Hence, Lm(} f(a+h)= f(a). Note that Lm(} fla+h)=1lim f(x). So, lim f(x)= f(a).

3. Prove Theorem 8.8.
By the continuity of fat c, liin f(x)=f(c). If we let €= f(c)/2 > 0, then there exists a positive J such that 0 <
lx — ¢l < § implies that [f(x) — fx(cSI < f(c)/2. The latter inequality also holds when x = ¢. Thus, |x — ¢l < § implies
If(x) = f(c)l < f(c)/2. The latter implies —f(c)/2 < f(x) — f(c) <f(c)/2. Adding f(c) to the left-hand inequality, we
obtain f(c)/2 < f(x).

SUPPLEMENTARY PROBLEMS

4. Determine the discontinuities of the following functions and state why the function fails to be continuous at those
points. (GC) Check your answers by graphing the function on a graphing calculator.

2 _3y— X 3 ifx=22
W S0y o[ 2
4—x ifx<3

©) f)=Ixl-x (d f(x)=9x-2 if0<x<3

x—1 ifx<0

© f=5=1 (1) fy=EteSLIctlS
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(®) f@)=x =T ) f=—2t
i) feo=5t3tl () =272

Ans. (a) Removable discontinuity at x = —2. (Note that x2 — 3x — 10 = (x + 2)(x — 5).)
(b,c,g) None.
(d) Jump discontinuity at x = 0.
(e) Removable discontinuities at x = + 1.
(f) Removable discontinuities at x = 3, x = —5. (Note that x> + 2x = 5= (x + 5)(x = 3) and X’ + x> — 17x +
15=@x+5x-3)(x-1).)
(h) Removable discontinuity at x = 2 and nonremovable discontinuity at x = 3.
(i) Removable discontinuity at x = —1 and nonremovable discontinuity at x = —3.
() Removable discontinuity at x = 2 and nonremovable discontinuity at x = —2.
(k) Removable discontinuity at x = 1 and nonremovable discontinuity at x = —1.

Show that f(x) = Ixl is continuous.

24y
If Fig. 8-5(a) is the graph of f(x)= %, show that there is a removable discontinuity at x =7 and that
¢ =10 there.

Prove: If fis continuous on the interval [a, b] and c is a number in (a, b) such that f(c) < 0, then there exists a
positive number & such that, whenever ¢ — d < x < ¢ + 6, then f(x) < 0.

(Hint: Apply Theorem 8.8 to —f.)

Sketch the graphs of the following functions and determine whether they are continuous on the closed interval
[0, 1]:
-1 ifx<0

1 .
(@ f(x)=4 0 if0<x<I (b) f(x)z{} ifx>0
1 ifx>1 1 ifx<0
© f(x)={_j§2 giig @ fo)=1if0<x<1
x ifx<0
(e) f(x)=40 if0<x<1
x ifx=>1

Ans. (a) Yes. (b) No. Not continuous on the right at 0. (c) Yes. (d) No. Not defined at 0. (¢) No. Not continuous
on the left at 1.
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The Derivative

Delta Notation

Let f be a function. As usual, we let x stand for any argument of f, and we let y be the corresponding value
of f. Thus, y = f(x). Consider any number x, in the domain of f. Let Ax (read “delta x”) represent a small
change in the value of x, from x to x, + Ax, and then let Ay (read “delta y”) denote the corresponding change
in the value of y. So, Ay = f(x, + Ax) — f(x,). Then the ratio

Ay _ changeiny _ f(x, +Ax)— f(x,)
Ax "~ changeinx ~ Ax

is called the average rate of change of the function f on the interval between x and x, + Ax.

EXAMPLE 9.1: Lety=f(x) =x>+ 2x. Starting at x, = 1, change x to 1.5. Then Ax = 0.5. The corresponding change in

yis Ay=f(1.5) - f(1) =5.25 — 3 =2.25. Hence, the average rate of change of y on the interval betweenx=1and x=1.5

¢ &y _225
S Ay =G =45

The Derivative

If y = f(x) and x, is in the domain of f, then by the instantaneous rate of change of f at x, we mean the limit
of the average rate of change between x, and x, + Ax as Ax approaches 0:

lim &Y Ay f()c0 +Ax)— f(x,)

a0 Ax T A,\—)O Ax

provided that this limit exists. This limit is also called the derivative of f at x,,.

Notation for Derivatives
Let us consider the derivative of f at an arbitrary point x in its domain:

tim &Y = i SO AX) f(x)
Ax—0 AX Ax%O

The value of the derivative is a function of x, and will be denoted by any of the following expressions:

Dy=2=y=p=dy=td = tim &

The value f”(a) of the derivative of f at a particular point a is sometimes denoted by %

a

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.
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Differentiability

A function is said to be differentiable at a point x, if the derivative of the function exists at that point.
Problem 2 of Chapter 8 shows that differentiability implies continuity. That the converse is false is shown
in Problem 11.

SOLVED PROBLEMS

1.

3.

Given y = f(x) = x> + 5x — 8, find Ay and Ay/Ax as x changes (a) from x, =1 to x, = x,+ Ax = 1.2 and (b) from
x,=1tox =038

(@ Ar=x —x,=12-1=02andAy=f(x,+Ax) —f(x) =f(1.2) - f(1) =-0.56 — (-2) = 1.44.
Sl _144 5,

Ax~ 0.2

(b) Ax=08—1=-02and Ay=£(0.8)— f(1)=-3.36— (-2) =—1.36. So 2.==L36 _¢ ¢

AT =02

Geometrically, Ay/Ax in (a) is the slope of the secant line joining the points (1, —2) and (1.2, —0.56) of the
parabola y = x> + 5x — 8, and in (b) is the slope of the secant line joining the points (0.8, —3.36) and (1, -2) of the
same parabola.

If a body (that is, a material object) starts out at rest and then falls a distance of s feet in ¢ seconds, then physical
laws imply that s = 16¢>. Find As/At as ¢ changes from ¢, to 7, + At. Use the result to find As/Ar as ¢ changes:
(a) from 3 to 3.5, (b) from 3 to 3.2, and (c) from 3 to 3.1.

As _ 16(t, + Aty =162 _ 321,Ar +16(Ar)*

o= X < =321, +16 At

(a) Here,=3, At=0.5, and As/At = 32(3) + 16(0.5) = 104 ft/sec.
(b) Heret,=3, At=0.2, and As/At =32(3) + 16(0.2) = 99.2 ft/sec.
(c) Heret,=3,Ar=0.1, and As/At = 97.6 ft/sec.

Since As is the displacement of the body from time t =1, to t = 7, + At,

As _ displacement

A ime = average velocity of the body over the time interval

Find dy/dx, given y = x* — x2 — 4. Find also the value of dy/dx when (a) x=4, (b) x=0, (¢) x =-1.

y+Ay:(x+Ax)3 —(.X+AX)2 -4
= x> +3x2(Ax) + 3x(Ax)> + (Ax)’ — x> = 2x(Ax) — (Ax)* — 4

Ay =(3x*=2x)Ax+ (Bx—1)(Ax)* + (Ax)?

LY 32 04 Br—DAx+(Ax)

Ax ™~
% = iimo [Bx?=2x+Bx—DAx+(Ax)*]=3x*-2x
@ 2 =3ap-2w=40. & L =30r-20=0 © P =3c1p-2=s

x=4 x=0 x=—1
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4. Find the derivative of y =f(x) =x*> + 3x + 5.
Ay= f(x+Ax)— f(x)=[(x+Ax)* +3(x+ Ax)+5)] - [x*> +3x + 3]
=[x2+2xAx+ (Ax)* +3x +3Ax+5]—[x*> +3x+5]=2xAx+ (Ax)* +3Ax
=2x+Ax+3)Ax

Ay _

H—2x+Ax+3

So, %: lim (2x+Ax+3)=2x+3.
X Ax—0

1 atx=1and x=3.
x—2
1 1 _(x=-2)—(x+Ax-2)

Ay =fO+ AN =[O =G A9 =2 " Y=2 " =D+ Ar—2)

5. Find the derivative of y= f(x)=

_ -Ax
T (x=-2)(x+Ax-2)
A -1
Ax (x=2)(x+Ax-2)
dy .. -1 __ -1
S0, G T T+ A=) - =2
I S B P e S
Atx=1, gr=Tgr=l. Atx=3, Gl=aThe =1,
6. Find the derivative of f(x)= 2x-3
) 3x+4°
2(x+Ax)-3
Fo+ A =30 Rn+4

_2x+2Ax-3 2x-3
JEH A=) =353 5d  3xid

_CBx+DI2x-3)+2Ax]-(2x-3)[(3x+4)+3Ax]
B Bx+4)3x+3Ax+4)

_ (6x+8-6x+9Ax 17Ax
T Bx+HBx+3Ax+4) T Bx+4)Bx+3Ax+4)

Jxr+Ax) - f(x) _ 17
Ax Gx+HBx+3Ax+4)

o 17 Y
S = i e G+ 3Ax+4) ~ Gr +4)°

7. Find the derivative of y= f(x)=+2x+1.

y+Ay=2x+2Ax+1)"
Ay=(2x+2Ax+ D)2 — 2x+1)"2

QRx+2Ax+ D2+ 2x+1)"?
QRx+2Ax+ D2+ 2x+1)"?

=[x +2Ax+1)" —2x+1)"2]

(2x+2Ax+1)—(2x+1) 2Ax

T Xt 2Ax+ )P+ 2x+ D7 T 2x+2Ax+ D)7 + 2x+ D)7

Ay _ 2
Ax  2x+2Ax+1)"?+Q2x+1)"?

D _ iy 2 S—
dx " aoy Qx 28X+ D4 Qx4 )7 x4 D7
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8. Find the derivative of f(x) = x'. Examine f(0).
FOx+Ax)=(x+Ax)'"?
fx+Ax) = f(x)=(x+Ax)"” = x"3

_ [(x+Ax)l/3 _xl/3][(x+Ax)2/3 +xl/3(x+Ax)l/3 +x2/3]
- (x+Ax)2’3 +x1/3(x+Ax)1/3 + x2/3

_ x+Ax—x
Gt A7 + x5 (x+ AP + 127

Jx+ A - f(x) 1
Ax

- (x+Ax)2’3 +x”3(x+Ax)”3 1 x2/3

, . 1 1
x) = lim =
f ( ) Ars0 (x+ Ax)2/3 + xl/3(x + Ax)l/3 + x2/3 3x2/3
The derivative does not exist at x = 0 because the denominator is zero there. Note that the function f'is
continuous at x = 0.

9. Interpret dy/dx geometrically.
From Fig. 9-1 we see that Ay/Ax is the slope of the secant line joining an arbitrary but fixed point P(x, y) and
a nearby point Q(x + Ax, y + Ay) of the curve. As Ax — 0, P remains fixed while Q moves along the curve toward
P, and the line PQ revolves about P toward its limiting position, the tangent line PT moves to the curve at P.
Thus, dy/dx gives the slope of the tangent line at P to the curve y = f(x).

Y

y = f(z)

Q(x + Az, y + Ay)

Fig. 9-1

For example, from Problem 3, the slope of the cubic y = x* — x> — 4 is m = 40 at the point x = 4; itis m =0 at
the point x = 0; and it is m = 5 at the point x = —1.

10. Find ds/dt for the function of Problem 2 and interpret the result.

As _ ds _ 1 -
AN 32t,+16At. Hence, o Bg}] (32t, +16Ar) = 32t
As Ar — 0, As/At gives the average velocity of the body for shorter and shorter time intervals Az. Then we can
consider ds/dt to be the instantaneous velocity v of the body at time 7.
For example, at t = 3, »=32(3) = 96 ft/sec. In general, if an object is moving on a straight line, and its
position on the line has coordinate s at time ¢, then its instantaneous velocity at time ¢ is ds/dt. (See Chapter 19.)

11. Find f'(x) when f(x) = lxl.
The function is continuous for all values of x. For x < 0, f(x) = —x and

= lim =2 = lim—1=—1
Ax—0 Ax—0

) = Jim A = () Ax
Feoo=lm =
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12.

13.

Similarly, for x > 0, f(x) = x and

Ax
=lim A= lim1=1

Atx=0, f(x) = 0 and limwz Jim &1

Ax—0

_ Ax] —Ax Al Ax s .
t AsoAx -0, A A =—-1—-1. But, as Ax - 0, A A 1— 1. Hence, the derivative does not exist
atx=0.

Since the function is continuous at 0, this shows that continuity does not imply differentiability.

Compute €= % - Z— for the function of (a) Problem 3 and (b) Problem 5. Verify that € > 0 as Ax — 0.

(@) e=[3x>-2x+(CBx—DAx+(Ax)*]- (3x* = 2x)=(Bx— 1+ Ax) Ax

-1 -1l (=) + (A =2) 1
(x=2)(x+Ax-2) (x—2)* (x=22(x+Ax-2) ~ (x=2)*(x+Ax— 2)
Both obviously go to zero as Ax — 0.

(b) e=

Interpret Ay = Z Ax + € Ax of Problem 12 geometrically.
In Fig. 9-1, Ay=RQ and ZyAx PRtan ZTPR = RS; thus, € Ax=SQ. For a change Ax in x from P(x, y), Ay

is the corresponding change in y along the curve while Z—Ax is the corresponding change in y along the tangent

line PT. Since their difference € Ax is a multiple of (Ax)?, it goes to zero faster than Ax, and dy Ax can be used as

an approximation of Ay when |Ax| is small.

SUPPLEMENTARY PROBLEMS

14.

15.

16.

17.

Find Ay and Ay/Ax, given

(a) y=2x-3 and x changes from 3.3 to 3.5.
(b) y=x?+ 4x and x changes from 0.7 to 0.85.
(¢) y=2/x and x changes from 0.75 to 0.5.

Ans. (a) 0.4 and 2; (b) 0.8325 and 5.55; (¢) 4 and — &

Find Ay, given y = x* — 3x + 5, x =5, and Ax = —0.01. What then is the value of y when x = 4.99?

Ans.  Ay=-0.0699; y=14.9301

Find the average velocity (see Problem 2), given: (a) s = (37> + 5) feet and 7 changes from 2 to 3 seconds.
(b) s = (2¢% + 5¢ — 3) feet and 7 changes from 2 to 5 seconds.

Ans. (a) 15 ft/sec; (b) 19 ft/sec

Find the increase in the volume of a spherical balloon when its radius is increased (a) from r to r + Ar inches;
(b) from 2 to 3 inches. (Recall that volume V =4$7r3)

Ans.  (a) 47[3r% +3r Ar+(Ar)?]Ar in®; (b) Z 7 in’



18.

19.

20.

21.

22,

23.

24.
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Find the derivative of each of the following:

(@ y=4x-3 (b) y=4-3x () y=x*+2x-3
d y=1/* (&) y=Qx-D/2x+1) () y=(1+20/1-2x)
@ y=vx (h) y=1//x () y=+1+2x

() y=UJ2+x

Ans. (a) 4; (b) =3; (c) 2(x + 1); (d) =2/x%; (e)
) 32+ 07"

4 . 4 . 1 . | 1.
Q2x+D* () (1—2x)2’(g) 2Jx (h) Toxdx] ® JI+2x’

Find the slope of the tangent line to the following curves at the point x = 1 (see Problem 9): (a) y = 8 — 5x%;

(b) y=—"7 (©)

x+3°

Ans. (a)-10;(b) -1; (c) —¢

(GC) Use a graphing calculator to verify your answers in Problem 19. (Graph the curve and the tangent line that
you found.)

Find the coordinates of the vertex (that is, the turning point) of the parabola y = x> — 4x + 1 by making use of
the fact that, at the vertex, the slope of the tangent line is zero. (See Problem 9.) (GC) Check your answer with a
graphing calculator.

Ans. (2,-3)

Find the slope m of the tangent lines to the parabola y = —x*> + 5x — 6 at its points of intersection with the x axis.

Ans. Atx=2,m=1.Atx=3, m=-1.

When an object is moving on a straight line and its coordinate on that line is s at time ¢ (where s is measured in
feet and ¢ in seconds), find the velocity at time ¢ = 2 in the following cases:

(@ s=£+3t (b) s=£-3p2 (©) s=r+2
(See Problem 10.)

Ans. (a) 7 ft/sec; (b) O ft/sec; (c) + ft/sec

Show that the instantaneous rate of change of the volume V of a cube with respect to its edge x (measured in
inches) is 12 in*/in when x =2 in.
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Rules for Differentiating
Functions

Differentiation

Recall that a function f'is said to be differentiable at x,, if the derivative f’(x,) exists. A function is said to be
differentiable on a set if the function is differentiable at every point of the set. If we say that a function is
differentiable, we mean that it is differentiable at every real number. The process of finding the derivative
of a function is called differentiation.

Theorem 10.1 (Differentiation Formulas): In the following formulas, it is assumed that u, », and w are functions
that are differentiable at x; ¢ and m are assumed to be constants.

€8 %(c) =0 (The derivative of a constant function is zero.)

) %(x) =1 (The derivative of the identity function is 1.)

3) Leuy=ct

@) %(u+v+...) =%+%+... (Sum Rule)
4) %(u —v)= % - % (Difference Rule)
(6) %(W/) = u% + v% (Product Rule)

N ==

provided that v # 0

(8) %(%) =— le provided that x # 0
9) %( x") = mx"! (Power Rule)

(Quotient Rule)

Note that formula (8) is a special case of formula (9) when m = —1. For proofs, see Problems 1-4.

EXAMPLE 10.1: D (x*+7x+5)=D (x*)+D (7x)+D_(5)  (Sum Rule)

=3x*+7D (x)+0 (Power Rule, formulas (3) and (1))

=3x2+7 (formula (2))

Every polynomial is differentiable, and its derivative can be computed by using the Sum Rule, Power Rule, and
formulas (1) and (3).

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.
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Composite Functions. The Chain Rule

The composite function fog of functions g and fis defined as follows: (fog)(x) = f(g(x)). The function g
is applied first and then f - g is called the inner function, and fis called the outer function. fog is called the
composition of g and f.

EXAMPLE 10.2: Letf(x) =x?and g(x) =x + 1. Then:
(fe)(x)=f(g(x)=fx+D)=(x+1)> =x>+2x+1
(go )= g(f(x)=g(x*)=x>+1

Thus, in this case, fog#gof.

When fand g are differentiable, then so is their composition fog. There are two procedures for finding
the derivative of fog. The first method is to compute an explicit formula for f(g(x)) and differentiate.

EXAMPLE 10.3: Iff(x) =x*>+ 3 and g(x) = 2x + 1, then
d
y=[f(gx)=fQRx+D)=Q2x+1)*+3=4x"+4x+4 and d—§=8x+4

Thus, D (fog)=8x+4.

The second method of computing the derivative of a composite function is based on the following rule.

Chain Rule
D, (f(gx) =f"(gx))-g'(x)

Thus, the derivative of fo g is the product of the derivative of the outer function f (evaluated at g(x)) and the derivative
of the inner function (evaluated at x). It is assumed that g is differentiable at x and that fis differentiable at g(x).

EXAMPLE 10.4: In Example 10.3, f’(x) = 2x and g’(x) = 2. Hence, by the Chain Rule,

D, (f(g(x)=f"(g(x) g'(x) =2g(x)-2=4g(x)=4(2x+1)=8x+4

Alternative Formulation of the Chain Rule
Let u = g(x) and y = f(u). Then the composite function of g and fis y = f(u) = f(g(x)), and we have the formula:

dy _dy du ;
= du dx (Chain Rule)

EXAMPLE 10.5: Lety=1u’and u = 4x> — 2x + 5. Then the composite function y = (4x? — 2x + 5)° has the derivative

Ay _dydu _ 5 g o304k 2yt SRk
dx ~ du dx_3” Bx—2)=3(4x>-2x+5)*(8x—2)

Warning. In the Alternative Formulation of the Chain Rule, d—i = ﬂd—“, the y on the left denotes the com-
posite function of x, whereas the y on the right denotes the original function of u. Likewise, the two oc-
currences of u have different meanings. This notational confusion is made up for by the simplicity of the
alternative formulation.
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Inverse Functions

Two functions fand g such that g(f(x)) = x and f(g(y)) = y are said to be inverse functions. Inverse functions
reverse the effect of each other. Given an equation y = f(x), we can find a formula for the inverse of f by
solving the equation for x in terms of y.

EXAMPLE 10.6:

(a) Letf(x)=x+ 1. Solving the equation y = x + 1 for x, we obtain x =y — 1. Then the inverse g of fis given by the
formula g(y) =y — 1. Note that g reverses the effect of f and f reverses the effect of g.

(b) Let f(x) =—x. Solving y = —x for x, we obtain x = —y. Hence, g(y) = —y is the inverse of f. In this case, the inverse
of fis the same function as f.

(¢) Let f(x)=+/x. fis defined only for nonnegative numbers, and its range is the set of nonnegative numbers. Solv-
ing y= Jx for x, we get x =y?, so that g(y) = y*. Note that, since g is the inverse of f, g is only defined for non-
negative numbers, since the values of f are the nonnegative numbers. (Since y = f(g(y)), then, if we allowed g to
be defined for negative numbers, we would have —1 = f(g(—1)) =f(1) = 1, a contradiction.)

(d) The inverse of f(x) =2x — 1 is the function g(y) = y +1

Notation
The inverse of f will be denoted f~'.

Do not confuse this with the exponential notation for raising a number to the power —1. The context will
usually tell us which meaning is intended.

Not every function has an inverse function. For example, the function f(x) = x* does not possess an in-
verse. Since f(1) = 1 =f(—1), an inverse function g would have to satisfy g(1) = 1 and g(1) =—1, which is
impossible. (However, if we restricted the function f(x) = x* to the domain x > 0, then the function g(y) = \/§
would be an inverse function of f.)

The condition that a function f must satisfy in order to have an inverse is that f is one-fo-one, that is, for
any x; and x,, if x; # x,, then f(x,) # f(x,). Equivalently, fis one-to-one if and only if, for any x, and x,, if
J(x) =f(xy), then x; = x,

EXAMPLE 10.7: Let us show that the function f(x) = 3x + 2 is one-to-one. Assume f(x,) = f(x,). Then 3x, + 2 =
. . . . -2
3x, +2, 3x1 =3x,, X, = x,. Hence, fis one-to-one. To find the inverse, solve y = 3x + 2 for x, obtaining x = yT Thus,
2
o= 2= . (In general, if we can solve y = f(x) for x in terms of y, then we know that fis one-to-one.)
Theorem 10.2 (Differentiation Formula for Inverse Functions): Let fbe one-to-one and continuous on an inter-
val (a, b). Then:

(a) The range of fis an interval I (possibly infinite) and fis either increasing or decreasing. Moreover, f ! is continu-
ous on L.

(b) If fis differentiable at x, and f"(x,) # 0, then f ' is differentiable at y, = f(x,) and (f™)'(y,) = %
0
The latter equation is sometimes written
de_ 1
dy dy
dx
where x =f~"(y).
For the proof, see Problem 69.
EXAMPLE 10.8:
. L dy dx _ 1
- =2 = fl(y)= S oy, - L .
(@) Lety=f(x)=x*forx>0.Then x=f (y)—\/§. Since e 2x, dy = 2x 2\/7 Thus, D (\/7)_ \/, (Note that

this is a special case of Theorem 8.1(9) when m = 1.)
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dy de_ 1 _ 1
3 1/3 —
(b) Lety=f(x)=x’forall x. Then x= f~!(y)=3/y =y"* forall y. Since == Tc =3x2, dy =3 3 =575 - This holds for

all y # 0. (Note that f~(0) = 0 and f’(0) = 3(0)>=0.)

Higher Derivatives
If y = f(x) is differentiable, its derivative y’ is also called the first derivative of f. If ¥’ is differentiable, its
derivative is called the second derivative of f. If this second derivative is differentiable, then its derivative is

called the third derivative of f, and so on.

Notation
First derivative: v,  f(x), %, Dy
o " ” d*y
Second derivative: Y, f7(x), el D?y
. . . ” 7 d3y 3
Third derivative: 7, (), PR Dy
L d"y
h . OO n
n'™ derivative: ymw, fm, P D}y

SOLVED PROBLEMS

1. Prove Theorem 10.1, (1)-(3): (1) i (c) 0; (2) dx(x)—l 3) —(cu) c—.

Remember that —— f (x)= }m% %}C—m

() re=lim 5= lim0=0

@ = lim SERDE lim R fim 1=

3) %(Cu):gglocu(x+AAx))c—cu(x) g)glocu()c+Ax))C u(x)
e lim MG -

2. Prove Theorem 10.1, (4), (6), (7):

d du | dv
“) —(u+v+--)—a+a+
©) Lan=udly,du
du _dv

vE-—u
7 %(l) = M provided that » # 0

v

(4) It suffice to prove this for just two summands, # and ». Let f(x) = u + v. Then

JOx+AxY) - f(x) _ ulx+Ax)+v(x+ Ax) —u(x) — v(x)
- Ax

u(x + Ax) — u(x) v(x+ Ax)—v(x)
Ax Ax

Taking the limit as Ax — 0 yields —(u +v)="= + %
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(6) Letf(x)=uv. Then

Sx+Ax) = f(x) _ u(x+ Ax)v(x + Ax) —u(x)v(x)
X - Ax

_ u(x+ Ax)v(x+ Ax) — v(xX)u(x + Ax)]+ [v(X)u(x + Ax) — u(x)v(x)]
- Ax

v(x+ Ax)—v(x)
Ax

u(x+ Ax) —u(x)

=u(x+ Ax) Ax

+v(x)
Taking the limit as Ax — 0 yields

%(uv) - u(x)%v(x) + v(x)%u(x) - u% + vix—”

Note that }m}) u(x + Ax) = u(x) because the differentiability of u implies its continuity.

(7) Set fx)=4= 583 , then

u(x+Ax)  u(x)
JOx+AD) - f(x)  v(x+Ax) v(x) _ u(x+ Ax)v(x)—u(x)v(x+ Ax)
Ax N Ax N Ax{v(x)v(x + Ax)}

_ulx + Ax)v(x) — u(x)v(x)] — [u(x)v(x + Ax) — u(x)v(x)]
N Ax[v(x)v(x+ Ax)]

v(x + Ax)—v(x)
Ax

. (%) u(x+ AAx))C— u(x) u(x)

v(x)v(x + AXx)

4 d du  dv
d _d B v(x)dxu(x)—u(x)d y(x) B yd__u_
and for Ax —= 0, Ef(x)_ﬁ(u)_ B X _ xyz dx

v

3. Prove Theorem 10.1(9): D, (x™) = mx™!, when m is a nonnegative integer.
Use mathematical induction. When m =0,

D,(x")=D,(x")=D,(1)=0=0-x" = mx""

Assume the formula is true for m. Then, by the Product Rule,
D (x™")=D (x"-x)=x"D (x)+xD (x™)=x" -1+ x-mx™"
=x"+mx" =(m+1)x"

Thus, the formula holds for m + 1.

4. Prove Theorem 10.1(9): D (x™) = mx™!, when m is a negative integer.
Let m = —k, where k is a positive integer. Then, by the Quotient Rule and Problem 3,

D, (x")=D, (x*)=D, (%)
D M=1-D(Y) k0
- (xk)Z - x2k

xk—l | |
= —k—x2k =—kx % = mxm-
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11.

12.
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Differentiate y = 4 + 2x — 3x2 — 5x> — 8x* + 9x°.

% =0+2(1)-3(2x) —5(3x%) —8(4x*) + 9(5x*) =2 — 6x — 15x* — 32x° + 45x*

Differentiate y= % + % + x_23 =x4+3x7+2x7

x
ﬂ__ ) _n .3 A4y 2 _ 3 _god__ 16 6
=¥ +3(-2x7)+2(-3x*)=—x 6x 6x7t = 2T

Differentiate y = 2x"? + 6x'3 — 2x32,

% — 2(%)6—1/2)_’_ 6(%)6—2/3)_ 2(%x1/2) — x—l/2 + 2x—2/3 _ 3X”2 — %*—% _ 3x1/2

x X
Differentiate y= x1_2/z + % - % - ;7 =2x2 4 6x713 —2x732 —4x734,
dr {1 (L) of 3] o 3]

Differentiate y=3/3x? — % = (3x)"3 — (5x)12,
X

Q_l 2N\=2/3 __l _3/2 — 2x 5 — 2 1
dx 3(3)( )3 (6x) ( 2)(5)6) 2(5) Ox*)7 + 2(5x)(5x)"? Q/g + 2X\/§

Prove the Power Chain Rule: D,(y™) = my™'D,y.
This is simply the Chain Rule, where the outer function is f(x) = x™ and the inner function is y.

Differentiate s = (> — 3)*.
By the Power Chain Rule, % =4(t* - 3)*(21) = 8¢(¢* - 3)°.

Differentiate (a) z= ﬁ =3(@ =) 2 (b) f(x)=x+6x+3 = (x? +6x+3)".
dz _ 1_oy3.d 0 oy ar_ 2 2V 3 () — 12y

(@) d—y—3( 2)(a® —y?) dy(a ¥*)=3(=2)(a> - y*)( 2y)——(az_yz)3

(b) F(0) =4 +6x+3) 4L (2 4+ 63+ 3) = L (x7 + 63+ 3) 2 2+ 6) = = )-:’+ 5

Differentiate y = (x? + 4)2(2x* — 1),
Use the Product Rule and the Power Chain Rule:
Y= +42 L2~ 1) + (20 1) L (22 + 42
dx dx

=2+ 42O - 1P L v - D+ v - PO + 4L +4)

= (3 +4)2(3)(2x7 — D?(6x2) + (247 — 1) 2)(x? + 4)(2x)
=2x(x* +4)(2x° —12(13x +36x - 2)
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3-2x
3+2x°

Use the Quotient Rule:

14. Differentiate y=

d d
e 3B+ 2x)a(3— 2x)—(3- 2X)E(3+ 2X) _ (B+2x)(=2)— (3-2x)(2) __ 12
B+ 2x) (G+2x) (3+2x)°
. . __xr %
15. Differentiate y= Ja—x G-

ﬂz (4—x2)1/2%(Xz)—XZ%(ﬁl——xz)”z _ (4_x2)1/2(2x)_(x2)(%)(4_x2)—1/2(_2x)

dx 4-x 4—x?
A=)+ A=) 4 =) 2x(4—-xH)+xP 8x—x3
- 4—X2 (4_x2)l/2 - (4_x2)3/2 - (4_x2)3/2
16. Find %, given x = y\/1—y2.
By the Product Rule,
dx _ 14 ovang _ 21/2_1_2)’2
dy =Y 20 yTEE2N A=) N

By Theorem 10.2,

dy 1 1=y

dx ~dxldy ~ 1-2y

17. Find the slope of the tangent line to the curve x = y? — 4y at the points where the curve crosses the y axis.

. . . dx _ . ﬂ 1 1
The 1ntersect109 points are (0, 0) and (0, 4). We have dy = 2y—4 and so dx - dxidy - 2y—4'
At (0, 0) the slope is —+, and at (0, 4) the slope is +.

18. Derive the Chain Rule: D, ( f(g(x)) =f"(g(x)) - g'(x)).
Let H = fog. Lety=g(x) and K= g(x + h) — g(x). Also, let F(t)= M — f’(y) fort#0.

Since llinol F()=0,let F(0)=0. Then f(y+1) —f(y) =t(F(f) + f'(y)) for all &. When 1 =K,
fO+K) - f()=KFK)+ f(y)
flglx+m)— f(g(x)=K(FEK)+ f'(y)

renees At =B _ K riiy+ o)
Now i K — g SR =8 _

Since %m(} K=0, £1rr01 F(K)=0. Hence,

H'(x)= f'(0g’'(x)= f'(g(x))g’(x).

—1 and u=3x*+2.

. dy . _ uz
19. Find —, given y= T

dx

dy 4y

d 2 2
W@ e FEa Rt

and T3 T
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dy _dydu_  4u 2x 8x

Then A dude T G 3l BuG £ 17

20. A point moves along the curve y = x* — 3x + 5 so that x = %\/? + 3, where ¢ is time. At what rate is y changing
when t =47
We must find the value of dy/dt when ¢ = 4. First, dy/dx = 3(x*> — 1) and dx/dt =1/ (4\/; ). Hence,

dy_dydx 3(*-1
dr —dxdt ™~ 4t

dy 3(16-1) 45 . . .
— — 1 = - = ==
Whent=4, x=5+4 +3=4, and ar a0) 3 units per unit of time.

21. A point moves in the plane according to equations x = £ + 2t and y = 2¢* — 6t. Find dy/dx when t =0, 2, and 5.

Since the first equation may be solved for ¢ and this result substituted for ¢ in the second equation, y is a
function of x. We have dy/dt = 61> — 6. Since dx/dt = 2t + 2, Theorem 8.2 gives us dt/dx = 1/(2t + 2). Then

ﬂ_ dy dt 26([2

dx —Ea S(t—l)

1 _
_1)2(t+1)_

The required values of dy/dx are -3 att=0,3 atr=2,and 12 att= 5.

22. Ify=x2—4xand x=~/2¢> +1, find dy/dt when t =+/2.

o de_ 2
dx =22 and g =mETm

So dy _dydx_ 41(x=2)
dt  dxdt (2P +1)"?

When 1=2, x=13 and %:4\/55/_55‘2): 4*5/5(5—2\/5).

23. Show that the function f(x) = x> + 3x% — 8x + 2 has derivatives of all orders and find them.
f/(x)=3x2+6x—8,f"(x)=6x+6,f"(x) =6, and all derivatives of higher order are zero.

24. Investigate the successive derivatives of f(x) =x*3 at x = 0.

ff@=5x""and  f(0)=0

4

02" and f”(0) does not exist

Fr@ =4 =
£®™(0) does not exist for n > 2.

25. If f(x)= % =2(1—x)"", find a formula for f®(x).
f=2-D-x)7D=2(1-x7=21H1-x)"
f7(x)=2N=2)1-x)7 (=) =22)(1~-x)"

f7(x0)=22H(=3)1-x)* (=) =23H1 - x)™*

which suggest f @(x) = 2(n!)(1 — x)"**+ V. This result may be established by mathematical induction by showing
that if f®(x) = 2(k!)(1 —x)"**D, then

FED () = =20k Dk + 1)(1 = )~ % (=1) = 2[(k + )!](1 - x)- <)
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SUPPLEMENTARY PROBLEMS

26. Prove Theorem 10.1 (5): D(u— v) =D,u— D v.
Ans. Du—-v)=Du+(-v)=Du+D(—v)=Du+DJ((-1)v)=Du+ (-1)D,v=Du— D vby
Theorem 8.1(4, 3)
In Problems 27 to 45, find the derivative.
27. y=xX+5x*-10x>+6 Ans. % =5x(x*+4x*-4)
dy _
— 172 _ 432 —1/2 3 3/2
28. y=3x"2-x¥4+2x Ans. e 2\/— 3 x—1/x
14 1.5 -2 dy__1_.2
29. y= T Nl X7+ 4x Ans. i e
30. y=+2x+2Jx Ans. ¥ =(1+2)/\2x
2 ., 6 , 112 +2¢%3
31. f))=—"F+— Ans. tH)y=——5
0= Hose
32. y=(1-5x)° Ans. ¥ =-30(1 — 5x)°
33, f)=Cx—x*+1)* Ans.  f'(x)=12(1 = x)(Bx — x> + 1)
34, y=G+4x—xH)"? Ans. y=Q2-x)y
_3r+2 dao _ 5
35. 0=573 Ans. g = G 3y
5
_(_x Y s 5x*
36. y—(1+x) Ans. y _(1+x)6
, 8—5x)
37. y=2x2- Ans. y =820
y=2x x ns. y N
’ 3— 4X2
38. f(x)=xv3-2x2 Ans. X)=—
FAC)) S N
dy _ 2x2—4x+3
39, y=(x—1)Vx>—2x+2 Ans. ——=t——=_" =
y=k-1) dx  [x?—2x+2
__w dz___ 1
40. = - 4W2 Ans. dw (1 _ 4W2)3/2
41. y=11+Jx Ans. y=—0>L
dx1++x
2. f= /=1 Ans.  flx)=—
S ) ns.  f'(x) GVl
43. y=(x*+3)*2x* - 5) Ans. ¥y =2x(x? 4+ 3)}(2x* — 5)%(17x% + 27x — 20)
?*+2 ds _ 10t
4. s= 3-2 Ans. a = (3—t2)2
4
[ x2-1 ,_36x3(x*—1)°
5. y= (2)(3 +1) Ans. Y =T 05 Ty
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For each of the following, compute dy/dx by two different methods and check that the results are the same:
@x=(1+2y) (b) x=

2+y’

In Problems 47 to 50, use the Chain Rule to find %

dy

y=tpu= Ans f(1+f)2

_ .3 —\2 dy _ ., 2
y=w+4, u=x*+2x Ans. $—6x (x+2)*(x+1)
y=l+u,u= Jx Ans. See Problem 42.
y=u, u=v(3-20), v=2 Ans.  See Problem 39.

dy _dydudv

(H " = A dv dx
In Problems 51 to 54, find the indicated derivative.
y=3x*-2x+x-5;y" Ans. y""=72x

- L. @ @ _ _105
y \/; 3y Ans. y 16x°72
F=V2-32; £7() Ans. ()=

(2-3x7)

_ X R ”_ 4—x

MV YT aa)”

y= Lz Ans. Y™ = =n" [(nilz“' D!
X
__1 W) = (1 o)
f(x) = 3)C ) Ans. f( )(x) = (—1) W
If y =f(u) and u = g(x), show that

@ d’y _dy du dy(du) ®) &y _dy du  d’y d*u du dy(du)

ST dn e e \dx o du Ao Tdn de dx T aw \dx

’”

d X y d d_3x_ 3(y//)2 / ///.
y3

dx _ oy
&) " oy

From == dy = y" derive
In Problems 59 to 64, determine whether the given function has an inverse; if it does, find a formula for the
inverse ! and calculate its derivative.

Jfx)=1/x Ans. x=f"Yy)=1/y; dx/dy =—x>=-1/y?
fx)=%x+4 Ans. x=f"1y)=3y—12; dx/dy =3.
fx)=+x-5 Ans. x=fYy)=y*+5; dx/dy=2y=2Jx-5
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62.

63.

64.

65.

66.

67.

68.

69.

fx)=x*+2 Ans. no inverse function
— 13 1 —2/3
fx)=x Ans. x=fl(y)= \/_, dy 3x =3V
_2x-1 _2y+1 dx___ 5
fx)= ) Ans. x=fl(y)= 20 dy - -2y
Find the points at which the function f(x) = |x + 2l is differentiable.

Ans.  All points except x = —2

(GC) Use a graphing calculator to draw the graph of the parabola y = x> — 2x and the curve y = |x*> — 2xI. Find all
points of discontinuity of the latter curve.

Ans. x=0andx=2

Find a formula for the nth derivative of the following functions: (a) f(x)= ﬁ; b fx)= Jx.

Ans. (a) f(n)(x) == (x 42‘]5!)’14-1

(b) F™(x)=(=1y" 3.5.7. 2 -2n-3) Y
n

Find the second derivatives of the following functions:
(@) fx)y=2x-17 (b) f(x)=3x2+5x—10
© f)=—t7 @ f0)=T-x

1

Ans.  (a) 0; (b) 6; (¢) —=57 x _,_4)3 (D) - 4 T-x"

Prove Theorem 10.2.

Ans. Hints: (a) Use the intermediate value theorem to show that the range is an interval. That f'is increasing
or decreasing follows by an argument that uses the extreme value and intermediate value theorems. The
continuity of f~! is then derived easily

f ‘M- _
Y=o T IFTON- f 00~ T@- f (%)
IO =700 X=X

By the continuity of !, as y — y,, x = X, and we get (f™)'(y,) = ﬁ
0




Implicit Differentiation

Implicit Functions

An equation f(x, y) = 0 defines y implicitly as a function of x. The domain of that implicitly defined function
consists of those x for which there is a unique y such that f(x, y) = 0.

EXAMPLE 11.1:

(a) The equation xy +x — 2y — 1 =0 can be solved for y, yielding y = _“; . This function is defined for x # 2.

(b) The equation 4x2 + 9y* — 36 = 0 does not determine a unique function y. If we solve the equation for y, we
obtain y =+%+/9—x*. We shall think of the equation as implicitly defining two functions, y =%+/9—x* and
y=-%+/9—x?. Each of these functions is defined for |x| < 3. The ellipse determined by the original equation is
the union of the graphs of the two functions.

1-

If y is a function implicitly defined by an equation f(x, y) = 0, the derivative y” can be found in two dif-
ferent ways:

1. Solve the equation for y and calculate y’ directly. Except for very simple equations, this method is usually
impossible or impractical.

2. Thinking of y as a function of x, differentiate both sides of the original equation f(x, y) =0 and solve the
resulting equation for y’. This differentiation process is known as implicit differentiation.

EXAMPLE 11.2:
(a) Findy’, given xy + x — 2y — 1 = 0. By implicit differentiation, xy’ + y D (x) — 2y’ = D (1) = D (0). Thus, xy" +y —

2y"=0. Solve for y":y" = ;ti . In this case, Example 11.1(a) shows that we can replace y by }Cié and find y’
in terms of x alone. We see that it would have been just as easy to differentiate y = )lc:)é by the Quotient Rule.

However, in most cases, we cannot solve for y or for y” in terms of x alone.

(b) Given 4x + 9y> — 36 = 0, find y’ when x =~/5. By implicit differentiation, 4D (x*) + 9D (y*) — D (36) = D (0).
Thus, 4(2x) + 9(2yy”) = 0. (Note that D (y*) = 2yy’ by the Power Chain Rule.) Solving for y’, we get y’ = —4x/9y.
When x=+/5, y=*%. For the function y corresponding to the upper arc of the ellipse (see Example 11.1(5)),
y=—%and y’ = —/5/3. For the function y corresponding to the lower arc of the ellipse, y=—% and y’ = —J513.

Derivatives of Higher Order

Derivatives of higher order may be obtained by implicit differentiation or by a combination of direct and
implicit differentiation.

EXAMPLE 11.3: In Example 11.2(a), y' = % Then

”_ n_ I+y)_ QC-x)y'—(1+y)(-D
Y ‘Dx(y)‘Dx(z—x)‘ 2-x)7?

1+y
_(2—x)y'+1+y_(Z_x)(2—x)+l+y_ 2+2y
RS (2-x) T (2-xy

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.



CHAPTER 11 Implicit Differentiation

EXAMPLE 11.4: Find the value of y” at the point (-1, 1) of the curve x*y + 3y — 4 =0.
We differentiate implicitly with respect to x twice. First, x>y + 2xy + 3y” =0, and then x%y” + 2xy” + 2xy" + 2y +

3y” =0. We could solve the first equation for y” and then solve the second equation for y”. However, since we only

wish to evaluate y” at the particular point (-1, 1), we substitute x = —1, y = 1 in the first equation to find y’=< and

then substitute x=—1, y=1, "=+ in the second equation to get y” —=1 —1 + 2 + 3y” = 0, from which we obtain y” = 0.
Notice that this method avoids messy algebraic calculations.

SOLVED PROBLEMS

1. Findy’, given x>y — xy* + x> +y*=0.
Dx(xzy) - Dx(xyz) + Dx(xz) +D, =0
X2y’ +yD (x*)—xD_(y*)—y*D (x)+2x+2yy’=0
X2y 4+ 2xy—x(2yy") =y +2x+2yy" =0
(x*=2xy+2y)y" +2xy—y*+2x=0

y2—2xy—2x

Y T X 2w+2y

2. Ifx*—xy+y?’=3,findy and y”.
D (x*)= D, (xy)+D,(y*)=0

2x—xy —y+2yy'=0

Hence, y’ = yzcx——_Zi . Then,

V= (x=2y)D (2x—y)—2x—y)D (x-2y)

(x=2y)
_ (x=2y)2-y) - 2x -y -2y’)
(x=2y)*
_ 2x—xy' —4y+2yy' —2x+4xy’+y—-2yy"  3xy’—3y
- (x=2y)* C(x=2y)
2x—y

3x(x— 2y) 3y _3x(2x—y)=3y(x—2y) _ 6(x*—xy+y?)
(=2 (x=2y)’ o (x=2y)
__ 18

(x—2y)°

3. Given X’y +xy*=2, find y" and y” at the point (1, 1).

By implicit differentiation twice,
Xy +3x%y+ x(3y*y)+y* =0

and X3y743x%y" +3x%y 4+ 6xy + 3xy*y” + y'[6xyy” + 3y* ]+ 3y*y =0

Substituting x = 1, y = 1 in the first equation yields y" = —1. Then substituting x=1, y=1, y"=—1 in the
second equation yields y” = 0.
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SUPPLEMENTARY PROBLEMS

10.

11.

12.

Find y”, given: (@) x +xy+y=2; (b) x* = 3xy +y* = 1.

20k Ay

Ans. (a) y = (1+x)2 4 m

”r

Find y’, y”, and y” at: (a) the point (2, 1) on x*> — y* — x = 1; (b) the point (1, 1) on x* + 3x%y — 6xy*> + 2y* = 0.

Ans. (a) %’ _%7 %; (b) 1’ 05 0

Find the slope of the tangent line at a point (x,, y,) of: (a) b>x* + a’y* = a’b?; (b) b’x* — a’y* = a’b?*; (c) ¥’ + y* -

6x%y =0.

b*x, 4x,y, — X2
; () —00

" © -1

b’x,
Ans. (a) ——2; (b
(a) a2y, (b)

Prove that the lines tangent to the curves 5y — 2x + y* — x*y = 0 and 2y + 5x + x* — x*y*> = 0 at the origin intersect
at right angles.

(a) The total surface area of a closed rectangular box whose base is a square with side y and whose height is x is
given by S = 2y? + 4xy. If S is constant, find dy/dx without solving for y.

(b) The total surface area of a right circular cylinder of radius r and height 4 is given by S = 2nr? + 2nrh. If S is
constant, find dr/dh.

Ans.(a) _)Hy—y; (b) _2r:-h

”

y
[T+O°T”

r

For the circle x* + y* = 2, show that

Given S = x(x + 2y) and V = mx?y, show that dS/dx = 21(x — y) when V is a constant, and dV/dx = —mx(x — y)
when S is a constant.

Derive the formula D (x™) = mx™" of Theorem 10.1(9) when m = p/q, where p and g are nonzero integers. You
may assume that x” is differentiable. (Hint: Let y = x”4. Then y? = x?. Now use implicit differentiation.)

(GC) Use implicit differentation to find an equation of the tangent line to Jx + \/§ =4 at (4, 4), and verify your
answer on a graphing calculator.

Ans. y=-x+38



Tangent and Normal Lines

An example of a graph of a continuous function fis shown in Fig. 12-1(a). If P is a point of the graph hav-
ing abscissa x, then the coordinates of P are (x, f(x)). Let Q be a nearby point having abscissa x + Ax. Then

the coordinates of Q are (x + Ax, f(x + Ax)). The line PQ has slope W As Q approaches P

along the graph, the lines PQ get closer and closer to the tangent line I to the graph at P. (See Fig. 12-1 (b).)
Hence, the slope of PQ approaches the slope of the tangent line. Thus, the slope of the tangent line is

lim W, which is the derivative f’(x).

Ax—0
y y
A A
Oxtx, f (x+Ax))
» x » X
(@) (b)
Fig. 12-1

If the slope m of the tangent line at a point of the curve y = f (x) is zero, then the curve has a horizontal
tangent line at that point, as at points A, C, and E of Fig. 12-2. In general, if the derivative of fis m at a point
(x,> ¥,)» then the point—slope equation of the tangent line is y — y, = m(x — x,). If fis continuous at x,, but

lim f’(x) = oo, then the curve has a vertical tangent line at x,, as at points B and D of Fig. 12-2.

XX,

Y

Fig. 12-2

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.



CHAPTER 12 Tangent and Normal Lines

The normal line to a curve at one of its points (x,, y,) is the line that passes through the point and is perpen-
dicular to the tangent line at that point. Recall that a perpendicular to a line with nonzero slope m has slope —1/m.
Hence, if m # 0 is the slope of the tangent line, then y — y, = —(1/m)(x — x,) is a point-slope equation of the
normal line. If the tangent line is horizontal, then the normal line is vertical and has equation x = x. If the
tangent line is vertical, then the normal line is horizontal and has equation y =y,.

The Angles of Intersection

The angles of intersection of two curves are defined as the angles between the tangent lines to the curves at
their point of intersection.
To determine the angles of intersection of the two curves:

Solve the equations of the curves simultaneously to find the points of intersection.
2. Find the slopes m, and m, of the tangent lines to the two curves at each point of intersection.

If m, = m,, the angle of intersection is 0°, and if m, = —1/m,, the angle of intersection is 90°; otherwise,
the angle of intersection ¢ can be found from the formula

—ImTm,

tan =7 mm,

¢ is the acute angle of intersection when tan ¢ > 0, and 180° —¢ is the acute angle of intersection when
tan ¢ < 0.

SOLVED PROBLEMS

1. Find equations of the tangent and normal lines to y = f(x) = x> — 2x2 + 4 at (2, 4).
f/(x) = 3x% — 4x. Thus, the slope of the tangent line at (2, 4) is m = f’(2) =4, and an equation of the tangent
line is y — 4 = 4(x — 2). The slope—intercept equation is y = 4x — 4.
An equation of the normal line at (2, 4) is y — 4 =—4(x — 2). Its slope—intercept equation is y=—+x+ 3.

2. Find equations of the tangent and normal lines to x*> + 3xy + y>=5 at (1, 1).
_ 2x+3y

3x+2y
at (1, 1) is —1. An equation of the tangent line is y — 1 = —(x — 1). Its slope—intercept equation is y = —x + 2. An
equation of the normal line is y — 1 =x — 1, thatis, y = x.

By implicit differentiation, 2x + 3xy”+ 3y + 2yy’= 0. So, y’' = . Then the slope of the tangent line

3. Find the equations of the tangent lines with slope m =—3% to the ellipse 4x> + 9y? = 40.
By implicit differentiation, y’= —4x/9y. So, at a point of tangency (x,, y,), m =—4x,/9y, = —%. Then y, = 2x,.
Since the point is on the ellipse, 4x; +9y; = 40. So, 4x; +9(2x,)> = 40. Therefore, x; =1, and x, = =1. The
required points are (1, 2) and (-1, -2).
At (1, 2), an equation of the tangent line is y—2=—%(x—1).
At (=1, =2), an equation of the tangent line is y+2=—3(x+1).

4. Find an equation of the tangent lines to the hyperbola x> — y? = 16 that pass through the point (2, —2).
By implicit differentiation, 2x — 2yy’= 0 and, therefore, y’= x/y. So, at a point of tangency (x, y,), the slope of
the tangent line must be x,/y,. On the other hand, since the tangent line must pass through (x,, y,) and (2, =2), the
Vo +2
x,—2°

0

slope is

X, Y, +2 L
Thus, —2 = h Hence, x7 — 2x, = y3 + 2y,. Thus, 2x, + 2y, = x — ¥} =16, yielding x, + y, =8, and,
therefore, y, =8 — x,.

If we substitute 8 — x, for y, in x; — y; =16 and solve for x, we get x, = 5. Then y, = 3. Hence, an equation of
the tangent line is y—3=3(x—5).
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5. Find the points of tangency of horizontal and vertical tangent lines to the curve x> — xy + y> = 27.
—-2x
g y—x
For horizontal tangent lines, the slope must be zero. So, the numerator y — 2x of y”must be zero, yielding y = 2x.
Substituting 2x for y in the equation of the curve, we get x> =9. Hence, the points of tangency are (3, 6) and (-3, —6).
For vertical tangent lines, the slope must be infinite. So, the denominator 2y — x of y”must be zero, yielding x = 2y.
Replacing x in the equation of the curve, we get y* = 9. Hence, the points of tangency are (6, 3) and (-6, —3).

By implicit differentiation, 2x — xy’— y + 2yy”’=0, whence y’ =

6. Find equations of the vertical lines that meet the curves (a) y = x>+ 2x? —4x + 5 and (b) 3y =2x* + 92> —= 3x — 3 in
points at which the tangent lines to the two curves are parallel.

Let x = x, be such a line. The tangent lines at x, have slopes:
For (a): y'=3x> +4x — 4; at x,, m, = 3x; +4x,— 4
For (b): 3y’=6x2+ 18x — 3; at x,, m, =2x2 + 6x, —1

Since m, =m,, 3x; +4x, —4=2x; +6x,—1. Then x; —2x,—3=0, (x,—3)(x,+ 1) = 0. Hence, x,=3 or x, = —1.
Thus, the vertical lines are x =3 and x =—1.

7. (a) Show that the slope—intercept equation of the tangent line of slope m # 0 to the parabola y? = 4px is y = mx + p/m.
(b) Show that an equation of the tangent line to the ellipse b%¢* + a*y* = a’b? at the point P (x,, y,) on the ellipse
is b2 x + a’yy = a’b*.

(@) y’=2ply. Let P (x,, y,) be the point of tangency. Then y; =4 px, and m = 2p/y,. Hence, y, = 2p/m and
X, =+y3/p = p/m*. The equation of the tangent line is then y — 2p/m = m(x — p/m?), which reduces to

y =mx+ p/m.
b2x bx, . . b?x, .
(b) y' =—2=.AtP, m=——2. An equation of the tangent line is y—y, =——5>(x — x,), which reduces to
a’y 0 azy, a’y,

b*x,x +a*y,y =b*x; +a’y; =a’b* (since (x,, y,) satisfies the equation of the ellipse).

8. Show that at a point P (x,, y,) on the hyperbola b°x* — a*y* = a’}*, the tangent line bisects the angle included
between the focal radii of P,
At P the slope of the tangent to the hyperbola is b%x /a*y, and the slopes of the focal radii P F“and P F (see
Fig. 12-3) are y /(x, + ¢) and y /(x, — c), respectively. Now

b*x, Yo
g = aty, X,+c _ (b2x2 — a*y?) + bex, _ a*b* + b*cx, _ b*(a* +cx,) _p
1+ b’x, (@ +b*)xyy, +a’cy, Cxyy, +a*cy, cy,(@*+cx)) oy,
2
aty, Xx,+c

since b?xZ —a’y; =a*b® and a® + b*=¢? and

Yo bx,
an = Xo_ A%y, _ b*ex, — (b*x3 —a*y?) _ b*cx, —a*b? _b
1+ b’x, ¥, (@ +b*)x,y, —a’cy, c*xyy, —a*cy, Y
a*x, Xy+c
Hence, o= B because tan o= tan f.
()

Pi{ao, yo)

(—ec, 0)F” (4]

/|

Fig. 12-3



10.

11.
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One of the points of intersection of the curves (a) y* = 4x and (b) 2x?> = 12 — Sy is (1, 2). Find the acute angle of
intersection of the curves at that point.
For (a), y’= 2/y. For (b), y’= —4x/5. Hence, at (1, 2), m, = 1 and m, =—%. So,
-m, 1+4%

— ml
tang = l+mm,  1-

=9

(SIS

Then ¢ =83° 40’ is the acute angle of intersection.

Find the angles of intersection of the curves (a) 2x*> + y? =20 and (b) 4y> — x> = 8.

Solving simultaneously, we obtain y? =4, y = +2. Then the points of intersection are (+2+/2, 2) and (£2+/2, —2).
For (a), y’=—2x/y, and for (b), y’= x/4y. At the point (2v/2, 2), m, =—2y/2 andm, = £+/2. Since mm, =1, the
angle of intersection is 90° (that is, the curves are orthogonal). By symmetry, the curves are orthogonal at each of
their points of intersection.

A cable of a certain suspension bridge is attached to supporting pillars 250 ft apart. If it hangs in the form of a
parabola with the lowest point 50 ft below the point of suspension, find the angle between the cable and the pillar.
Take the origin at the vertex of the parabola, as in Fig. 12-4. The equation of the parabola is y=%x> and
y’=4x/625.
At (125, 50), m = 4(125)/625 = 0.8000 and 6 = 38°40". Hence, the required angle is ¢ =90° —6=51° 20".

y

SUPPLEMENTARY PROBLEMS

12.

13.

14.

15.

Examine x? + 4xy + 16y = 27 for horizontal and vertical tangent lines.

Ans. Horizontal tangents at (3, —3) and (-3, 3). Vertical tangents at (6, —2) and (-6, —3).

Find equations of the tangent and normal lines to x> — y? = 7 at the point (4, =3).

Ans. 4x+3y=7and 3x—-4y=24

At what points on the curve y = x> + 5 is its tangent line: (a) parallel to the line 12x — y = 17; (b) perpendicular to
the line x + 3y =27

Ans.  (a) (2, 13),(=2,-3); (b) (1, 6),(-1,4)

Find equations of the tangent lines to 9x> + 16y? = 52 that are parallel to the line 9x — 8y =1.

Ans. 9x—8y=126
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16.

17.

18.

19.

20.

21.

22,

23.

24.

25.

26.

27.

28.

29.

Find equations of the tangent lines to the hyperbola xy = 1 that pass through the point (-1, 1).

Ans. y=QN2 -3)x+242 -2 y=—(22 +3)x—-242 -2

For the parabola y* = 4px, show that an equation of the tangent line at one of its points P(x,, y,) is y,y = 2p(x + x,).

For the ellipse b + a?y* = a’b?, show that the equations of its tangent lines of slope m are

y=mx*+a*m* + b*

For the hyperbola b’x* — a?y* = a’b?, show that (a) an equation of the tangent line at one of its points P(x,, y,) is
b’xx — a*y,y = a’b?; and (b) the equations of its tangent lines of slope m are y = mx+a*m* —b*.

Show that the normal line to a parabola at one of its points P bisects the angle included between the focal radius
of P and the line through P parallel to the axis of the parabola.

Prove: Any tangent line to a parabola, except at the vertex, intersects the directrix and the latus rectum (produced
if necessary) in points equidistant from the focus.

Prove: The chord joining the points of contact of the tangent lines to a parabola from any point on its directrix
passes through the focus.

Prove: The normal line to an ellipse at any of its points P bisects the angle included between the focal radii of P.

rove: (a) The sum of the intercepts on the coordinate axes of any tangent line to +/x +./y =+/a is a constant.
P (a) Th f the intercepts on th dinat f any tangent line to v/x +./y =a tant
(b) The sum of the squares of the intercepts on the coordinate axes of any tangent line to x*3+ y** =a*3 is a
constant.

Find the acute angles of intersection of the circles x* — 4x + y?> = 0 and x> + y* = 8.

Ans. 45°

Show that the curves y =x* + 2 and y = 2x? + 2 have a common tangent line at the point (0, 2) and intersect at the
point (2, 10) at an angle ¢ such that tan ¢ = <.

Show that the ellipse 4x2 + 9y*> = 45 and the hyperbola x> — 4y? = 5 are orthogonal (that is, intersect at a right angle).

Find equations of the tangent and normal lines to the parabola y = 4x? at the point (-1, 4).

Ans. y+8x+4=0;8y—-x-33=0

At what points on the curve y = 2x> + 13x% + 5x + 9 does its tangent line pass through the origin?

Ans. x=-3, -1, 2



Law of the Mean. Increasing anc
Decreasing Functions

Relative Maximum and Minimum

A function fis said to have a relative maximum at x if f(x,) 2 f(x) for all x in some open interval containing
x, (and for which f(x) is defined). In other words, the value of fat x; is greater than or equal to all values of
f at nearby points. Similarly, f'is said to have a relative minimum at x if f(x,) < f(x) for all x in some open
interval containing x,, (and for which f(x) is defined). In other words, the value of fat x is less than or equal
to all values of f at nearby points. By a relative extremum of f we mean either a relative maximum or a rela-

tive minimum of f.

Theorem 13.1: If fhas a relative extremum at a point x, at which f'(x,) is defined, then f’(x) = 0.

Thus, if fis differentiable at a point at which it has a relative extremum, then the graph of fhas a horizontal
tangent line at that point. In Fig. 13-1, there are horizontal tangent lines at the points A and B where f attains a relative
maximum value and a relative minimum value, respectively. See Problem 5 for a proof of Theorem 13.1.

Fig. 13-1

Theorem 13.2 (Rolle’s Theorem): Let fbe continuous on the closed interval [a, b] and differentiable on the open
interval (a, b). Assume that f(a) =f(b) =0. Thenf’(xo) = 0 for at least one point x, in (a, b).

This means that, if the graph of a continuous function intersects the x axis at x = a and x = b, and the func-
tion is differentiable between a and b, then there is at least one point on the graph between a and b where
the tangent line is horizontal. See Fig. 13-2, where there is one such point. For a proof of Rolle’s Theorem,

see Problem 6.

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.
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Fig. 13-2

Corollary 13.3 (Generalized Rolle’s Theorem): Let g be continuous on the closed interval [a, b] and differentiable
on the open interval (@, b). Assume that g(a) = g(b). Then g’(x,) = O for at least one point x, in (a, b).

See Fig. 13-3 for an example in which there is exactly one such point. Note that Corollary 13.3 follows
from Rolle’s Theorem if we let f(x) = g(x) — g(a).

Y

Fig. 13-3

Theorem 13.4 (Law of the Mean)™: Let fbe continuous on the closed interval [a, b] and differentiable on the open
interval (@, b). Then there is at least one point x, in (a, b) for which

b)— ’
O-1@ _ p

See Fig. 13-4. For a proof, see Problem 7. Geometrically speaking, the conclusion says that there is some
point inside the interval where the slope f’(xo) of the tangent line is equal to the slope (f(b) — f(a))/(b — a)
of the line P P, connecting the points (a, f(a)) and (b, f(b)) of the graph. At such a point, the tangent line is

parallel to P P, since their slopes are equal.

Fig. 13-4

" The Law of the Mean is also called the Mean-Value Theorem for Derivatives.
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Theorem 13.5 (Extended Law of the Mean): Assume that f(x) and g(x) are continuous on [a, b], and differentiable
on (a, b). Assume also that g’(x) # 0 for all x in (a, b). Then there exists at least one point X, in (a, b) for which

fB)=fla) _ ['(x)
gb)—gla)  g'(x)

For a proof, see Problem 13. Note that the Law of the Mean is the special case when g(x) = x.

Theorem 13.6 (Higher-Order Law of the Mean): If f and its first n — 1 derivatives are continuous on [a, b] and
f®(x) exists on (a, b), then there is at least one x, in (a, b) such that

f®)= @+ LD b - ay+ LD ”(“)aa ay +

Y]
(n-1)
(For a proof, see Problem 14.)
When b is replaced by x, formula (1) becomes
f@=f@+ L0 e LD -y +
2
f(n I)(a) . 1 f(n)( 0) ., ( )
(l’l 1)y ( - ) (X a)
for some x, between a and x.
In the special case when a = 0, formula (2) becomes
3

L) U
AR nl

for some x, between 0 and x.

Increasing and Decreasing Functions

A function fis said to be increasing on an interval if u < v implies f(u) < f(») for all u and v in the interval.
Similarly, f'is said to be decreasing on an interval if u < v implies f(u) > f(v) for all # and v in the interval.

Theorem 13.7: (a) If f” is positive on an interval, then fis increasing on that interval. (b) If f” is negative on an in-
terval, then f'is decreasing on that interval.

For a proof, see Problem 9.

SOLVED PROBLEMS

1. Find the value of x, prescribed in Rolle’s Theorem for f(x) = x* — 12x on the interval 0 <x < 24/3.
Note that f(0)= f(2+/3)=0. If f’(x) = 3x> — 12 =0, then x = = 2. Then x, =2 is the prescribed value.

2. Does Rolle’s Theorem apply to the functions (a) f(x)= 4x ,and (b) f(x)= gx on the interval (0, 4)?

(a) f(x)=0when x=0 or x=4. Since fhas a dlscontmulty at x =2, a point on [0, 4], the theorem does not
apply.
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(b) f(x)=0when x=0 or x=4. fhas a discontinuity at x = —2, a point not on [0, 4]. In addition,
F/(x) = (¢ + 4x — 8)/(x + 2)? exists everywhere except at x = —2. So, the theorem applies and x, = 23 1),
the positive root of x*> + 4x — 8 = 0.

3. Find the value of x, prescribed by the law of the mean when f(x) =3x*+4x-3anda=1,b=3.

fl@)=f(1) =4, f(b) = f(3) = 36, f"(x,) = 6x, + 4, and b — a = 2. So, 6x,+4 = 362‘ 4 ~16. Then x, = 2.

4. Find a value x, prescribed by the extended law of the mean when f(x) = 3x +2 and g(x) =x*>+ 1, on [1, 4].
We have to find x, so that

f) - f@ _ f&H-fO _14-5_3_F()_ 3
g0 —g@)  g@d-—g) 17275 gy 2%

—3
Then x,=3.

5. Prove Theorem 13.1: If f has a relative extremum at a point x, at which f”(x,) is defined, then f"(x ) = 0.
Consider the case of a relative maximum. Since f has a relative maximum at x,, then, for sufficiently small
+A
|AX], £(x, + Ax) < f(x,), and 50 f(x, + Ax) - f(x,) < 0. Thus, when Ax <0, M

Ax

So,

=i Of(xo +A0- ()

f(x +Ax)— f(X)
Ax~>0 A
When Ax >0, M < 0. Hence,
Ax
) = tim L0+ A=)

m LGt Ax) fx)

A;c~>()‘r

Since f'(x,) = 0 and f"(x,) < 0, it follows that f"(x) = 0.

6. Prove Rolle’s Theorem (Theorem 13.2): If fis continuous on the closed interval [a, b] and differentiable on the
open interval (a, b), and if f (a) =f(b) =0, then f’(xo) =0 for some point x, in (a, b).

If f(x) = 0 throughout [a, b], then f’(x) = 0 for all x in (a, b). On the other hand, if f(x) is positive (negative)
somewhere in (a, b), then, by the Extreme Value Theorem (Theorem 8.7), f has a maximum (minimum) value at
some point x, on [a, b]. That maximum (minimum) value must be positive (negative), and, therefore, x, lies on
(a, b), since f(a) = f(b) = 0. Hence, f has a relative maximum (minimum) at x,. By Theorem 13.1, f’(xo) =0.

7. Prove the Law of the Mean (Theorem 13.4): Let f be continuous on the closed interval [a, b] and differentiable on
the open interval (a, b). Then there is at least one point x, in (a, b) for which (f(b) - f(a@))/(b — a) = f’(xo).

Let F(x)= () f(a)- L&) =S @ (b) f SOZJ@ (g,
Then F(a) =0 = F(b). So, Rolle S Theorem applies to F on [a, b]. Hence, for some x, in (a, b), F'(xo) =0.
But F’(x)= f’(x)— W~ Thus, f'(x,)- W =0.

8. Show that, if g is increasing on an interval, then —g is decreasing on that interval.
Assume u < ». Then g(u) < g(v). Hence, —g(u) > —g(v).
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Prove Theorem 13.7: (a) If f” is positive on an interval, then f'is increasing on that interval, (b) If f” is negative on
an interval, then fis decreasing on that interval.

(a) Leta and b be any two points on the interval with a < b. By the Law of the Mean, ( f(b) — f(a))/(b — a) =
f’(xo) for some point x, in (a, b). Since x, is in the interval,f’(xo) > 0. Thus, ( f(b) — f(a))/(b —a) > 0. But,
a < b and, therefore, b — a > 0. Hence, f(b) — f(a) > 0. So, f(a) <f(b).

(b) Let g=—f. So, g’ is positive on the interval. By part (a), g is increasing on the interval. So, fis decreasing on
the interval.

Show that f(x) = x* + 20x — 6 is an increasing function for all values of x.
f'(x) =5x*+20 > 0 for all x. Hence, by Theorem 13.7(a), f is increasing everywhere.

Show that f(x) = 1 — x> — X7 is a decreasing function for all values of x.

f'(x) =-3x>="7x° <0 for all x # 0. Hence, by Theorem 13.7(b), f is decreasing on any interval not
containing 0. Note that, if x <0, f(x) > 1 =£(0), and, if x > 0, f(0) = 1 > f(x). So, fis decreasing for all real
numbers.

Show that f(x) = 4x> + x — 3 = 0 has exactly one real solution.
f(0)=-3 and f(1) = 2. So, the intermediate value theorem tells us that f(x) = 0 has a solution in (0, 1). Since
f'(x)=12x*+ 1> 0, fis an increasing function. Therefore, there cannot be two values of x for which f(x) = 0.

Prove the Extended Law of the Mean (Theorem 13.5): If f(x) and g(x) are continuous on [a, b], and differentiable
on (a, b), and g’(x) # 0 for all x in (a, b), then there exists at least one point X, in (a, b) for which
fB)=fla) _ ['(x)
gb)—gla) ~ g'(x,)"
Suppose that g(b) = g(a). Then, by the generalized Rolle’s Theorem, g’(x) = 0 for some x in (a, b),
contradicting our hypothesis. Hence, g(b) # g(a).

- f ()~ f(a)
Let F(x)= f(x)= f(b)~ m(g(X) - 8()).

—0= = ()~ LB = F(@)
Then F@=0=Fb) and F(0)=f() =5 —g&®

- J)-f@) ,

By Rolle’s Theorem, there exists x, in (a, b) for which f”(x 2B =g(@) (a) g'(x,)=0.

Prove the Higher-Order Law of the Mean (Theorem 13.6): If f and its first n — 1 derivatives are continuous on
[a, b] and f*(x) exists on (a, b), then there is at least one x, in (a, b) such that

” (n—1)
= f@+ L2 -+ L0 0 4o L o L0y M

Let a constant K be defined by

0= f@+ 20—+ L o-ay ++ LD - 0 4 Ko -ay @

and consider

F) = /0= O+ L2 00+ L o= xp 4o+ L8 40—t K- 2y
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Now F(a) =0 by (2), and F(b) = 0. By Rolle’s Theorem, there exists x, in (a, b) such that

F/(x) = )+ L G)b = x) ~ )l + [ e xo)}

+'_.+|:f(n)(x0) (b_xo)n—l _M(b_xo)n—z]_Kn(b_xo)n—l

(n=1)! (n=2)!
(n)
- {n _()IC())') b=x,)'=Kn(b—x,)""=0
Then K = % and (2) becomes (/).

15. If f/(x) = 0 for all x on (a, b), then f'is constant on (a, b).
Let u and v be any two points in (a, b) with u < ». By the Law of the Mean, there exists x, in (#, v) for which
PO (O] = f’(x,). By hypothesis, f(x,) = 0. Hence, f(v) — f(u) = 0, and, therefore, f(v) = f(u).

v—Uu

SUPPLEMENTARY PROBLEMS
16. If f(x) =x*—4x+ 3 on [, 3], find a value prescribed by Rolle’s Theorem.

Ans. x,=2

0

17. Find a value prescribed by the Law of the Mean, given:

(@ y=x3on [0, 6] Ans.  x,=23
(b) y=ax’+bx+con[x,x) Ans.  x,=%(x,+x,)

18. If f'(x) = ¢’(x) for all x in (a, b), prove that there exists a constant K such that f(x) = g(x) + K for all x in (a, b).
(Hint: D (f(x) — g(x)) =0 in (a, b). By Problem 15, there is a constant K such that f(x) — g(x) = K in (a, b).)

19. Find a value x, precribed by the extended law of the mean when f(x) = x* + 2x — 3, g(x) = x* — 4x + 6 on the
interval [0, 1].

Ans. &

20. Show that x* + px + ¢ = 0 has: (a) one real root if p > 0, and (b) three real roots if 4p* + 27¢* < 0.

21. Show that f(x)= g;:g has neither a relative maximum nor a relative minimum. (Hint: Use Theorem 13.1.)
22. Show that f(x) = 5x* + 11x — 20 = 0 has exactly one real solution.

23. (a) Where are the following functions (i)—(vii) increasing and where are they decreasing? Sketch the graphs.
(b) (GC) Check your answers to (a) by means of a graphing calculator.

1) f(x)=3x+5 Ans. Increasing everywhere
(i) f(x)=-Tx+20 Ans. Decreasing everywhere
(iii) f(x)=x*+6x—11 Ans. Decreasing on (—eo, —3), increasing on (=3, +oo)
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@iv) f(x)=5+8x—x* Ans. Increasing on (—eo, 4), decreasing on (4, +eo)

V) f(x)=+4—-x* Ans. Increasing on (-2, 0), decreasing on (0, 2)

Vi) fx)=|x-2|+3 Ans.  Decreasing on (—e, 2), increasing on (2, +oo)

(vii) f(x)= xzx_ T Ans. Decreasing on (—oo, —=2), (=2, 2), (2, +°0); never increasing

24. (GC) Use a graphing calculator to estimate the intervals on which f(x) = x°> + 2x> — 6x + 1 is increasing, and the
intervals on which it is decreasing.

25. For the following functions, determine whether Rolle’s Theorem is applicable. If it is, find the prescribed values.

(@) f(x)=x*-2on[-3,3] Ans.  No. Not differentiable at x = 0.
(b) f(x)=|x>-4|on [0, 8] Ans.  No. Not differentiable at x = 2.
(©) f(x)=|~4|on]0,1] Ans.  No. £(0) #f(1)

%) f(x):% on[-1,4] Ans. Yes. x,=5-+/6
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Maximum and Minimum Values

Critical Numbers
A number x, in the domain of f such that either f"(x,) = 0 or f”(x,) is not defined is called a critical number

of f.

Recall (Theorem 13.1) that, if f has a relative extremum at x, and f”(x,) is defined, then f"(x,) = 0 and,
therefore, X, is a critical number of f. Observe, however, that the condition that f’(xo) =( does not guarantee
that f has a relative extremum at x,. For example, if f(x) = x°, then f’(x) = 3x?, and therefore, 0 is a critical
number of f; but f has neither a relative maximum nor a relative minimum at 0. (See Fig. 5-5).

EXAMPLE 14.1:

(a) Letf(x)=7x>—3x+5. Then f’(x) = 14x — 3. Set f’(x) = 0 and solve. The only critical number of f is 3.
(b) Letf(x) =x>—2x*+x+ 1. Then f'(x) = 3x> — 4x + 1. Solving f’(x) = 0, we find that the critical numbers are 1 and +.
(c) Letf(x)=x*.Then f’(x)= % X3 = . Since f7(0) is not defined, O is the only critical number of f.

3xl/3

We shall find some conditions under which we can conclude that a function fhas a relative maximum or
a relative minimum at a given critical number.

Second Derivative Test for Relative Extrema
Assume that f’(x)) = 0 and that f”(x,) exists. Then:

(i) if f”(x,) <0, then fhas a relative maximum at x,;
(i) iff ”(xo) > (, then fhas a relative minimum at x,;
(iii) if f”(x,) = 0, we do not know what is happening at x,.

A proof is given in Problem 9. To see that (iii) holds, consider the three functions f(x) = x*, g(x) = —x*, and
h(x) = x3. Since f’(x) = 4x%, g’(x) = —4x3, and h’(x) = 342, 0 is a critical number of all three functions. Since
f7(x) = 1242, g”(x) = —12x2, and h”(x) = 6x, the second derivative of all three functions is 0 at 0. However,
fhas a relative minimum at 0, g has a relative maximum at 0, and 4 has neither a relative maximum nor a
relative minimum at 0.

EXAMPLE 14.2:

(a) Consider the function f{x) = 7x*> — 3x + 5 of Example 1(a). The only critical number was 3. Since f”(x) = 14,
f”(£)=14>0. So, the second derivative test tells us that f has a relative minimum at = .

(b) Consider the function f{x) = x* — 2x? + x + 1 of Example 1(b). Note that f”(x) = 6x — 4. At the critical numbers 1
and £, f”(1)=2>0and £”(1)=-2<0. Hence fhas a relative minimum at 1 and a relative maximum at 5.

(¢) In Example 1(c), f(x) = x** and f’(x)=%x""% The only critical number is 0, where f” is not defined. Hence, f”(0)
is not defined and the second derivative test is not applicable.

If the second derivative test is not usable or convenient, either because the second derivative is 0, or does
not exist, or is difficult to compute, then the following test can be applied. Recall that f’(x) is the slope of
the tangent line to the graph of f at x.

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.
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First Derivative Test
Assume f”(x,;) = 0.

Case {+, -}

If f” is positive in an open interval immediately to the left of x , and negative in an open interval immediately
to the right of x,

»» then fhas a relative maximum at x,. (See Fig. 14-1(a).)
Case {-, +}

If f” is negative in an open interval immediately to the left of x , and positive in an open interval immediately
to the right of x, then f has a relative minimum at x,. (See Fig. 14-1(b).)

Cases {+, +} and {-, -}

If f” has the same sign in open intervals immediately to the left and to the right of x,,
relative maximum nor a relative minimum at x,. (See Fig. 14-1(c, d).)
For a proof of the first derivative test, see Problem 8.

NS

| |

then f has neither a

X, Xo
(a) %)
] 1
X, X,
(0 (4)
Fig. 14-1

EXAMPLE 14.3: Consider the three functions f(x) = x*, g(x) = —x*, and h(x) = x3 discussed above. At their critical
number 0, the second derivative test was not applicable because the second derivative was 0. Let us try the first deriva-
tive test.

(a) f'(x) =4x%. To the left of 0, x < 0, and so, f’(x) < 0. To the right of 0, x > 0, and so, f’(x) > 0. Thus, we have the
case {—, +} and f must have a relative minimum at 0.

(b) g’ (x) =—4x>. To the left of 0, x <0, and so, g’(x) > 0. To the right of 0, x > 0, and so, g (x) < 0. Thus, we have the
case {+, —} and g must have a relative maximum at 0.

(¢) h’(x)=3x%. h’(x) > 0 on both sides of 0. Thus, we have the case {+, +} and % has neither a relative maximum nor
a relative minimum at 0. There is an inflection point at x = 0.

These results can be verified by looking at the graphs of the functions.
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Absolute Maximum and Minimum

An absolute maximum of a function f'on a set § occurs at x, in S if f(x) < f(x,) for all x in S. An absolute
minimum of a function fon a set § occurs at x, in § if f(x) 2 f(x ) for all x in S.

Tabular Method for Finding the Absolute Maximum and Minimum

Let fbe continuous on [a, b] and differentiable on (a, b). By the Extreme Value Theorem, we know that fhas
an absolute maximum and minimum on [a, b]. Here is a tabular method for determining what they are and
where they occur. (See Fig. 14-2.)

X S
€ fley)
& Sle)
o o
a fla)
b f(b)
Fig. 14-2

First, find the critical numbers (if any) C,s C,, ... Of fin (a, D). Second, list these numbers in a table, along
with the endpoints a and b of the interval. Third, calculate the value of f for all the numbers in the table.
Then:

1. The largest of these values is the absolute maximum of fon [a, b].
2. The smallest of these values is the absolute minimum of f on [a, b].

EXAMPLE 14.4: Let us find the absolute maximum and minimum of f{x) = x* — x> —x + 2 on [0, 2].
f'(x) =3x*—2x—1=(3x+ 1)(x — 1). Hence, the critical numbers are x =—4 and x = 1. The only critical number in

[0, 2] is 1. From the table in Fig. 14-3, we see that the maximum value of fon [0, 2] is 4, which is attained at the right
endpoint 2, and the minimum value is 1, attained at 1.

x S
1 1
0 2
2 4
Fig. 14-3

Let us see why the method works. By the Extreme Value Theorem, f achieves maximum and minimum
values on the closed interval [a, b]. If either of those values occurs at an endpoint, that value will appear in
the table and, since it is actually a maximum or minimum, it will show up as the largest or smallest value. If
the maximum or minimum is assumed at a point X, inside the interval, fhas a relative maximum or minimum
at x, and, therefore, by Theorem 13.1, f '(xo) = 0. Thus, X, will be a critical number and will be listed in the
table, so that the corresponding maximum or minimum value f(x,) will be the largest or smallest value in
the right-hand column.

Theorem 14.1:  Assume that fis a continuous function defined on an interval J. The interval J can be a finite or
infinite interval. If fhas a unique relative extremum within J, then that relative extremum is also an absolute extremum
onJ.

To see why this is so, look at Fig. 14-4, where fis assumed to have a unique extremum, a relative maxi-
mum at c. Consider any other number d in J. The graph moves downward on both sides of c. So, if f(d)
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were greater than f(c), then, by the Extreme Value Theorem for the closed interval with endpoints ¢ and
d, f would have an absolute minimum at some point u between ¢ and d. (u could not be equal to c or d.)
Then f would have a relative minimum at u, contradicting our hypothesis that f has a relative extremum only
at c. We can extend this argument to the case where fhas a relative minimum at ¢ by applying the result we
have just obtained to —f.

SOLVED PROBLEMS

1. Locate the absolute maximum or minimum of the following functions on their domains:
(@) y=-x% (0)y = (=35 (©) y=V25-47; (@) y=Vx-4.

(a) y=—x?has an absolute maximum (namely, 0) when x = 0, since y < 0 when x # 0. It has no relative
minimum, since its range is (—eo, 0). The graph is a parabola opening downward, with vertex at (0, 0).

(b) y=(x—3)?has an absolute minimum, 0, when x = 3, since y > 0 when x # 3. It has no absolute maximum,
since its range is (0, +e). The graph is a parabola opening upward, with vertex at (3, 0).

© y= \/m has 5 as its absolute maximum, when x = 0, since 25 — 4x? < 25 when x # 0. It has O as its
absolute minimum, when x = 3. The graph is the upper half of an ellipse.

(d) y=+/x—4 has 0 as its absolute minimum when x = 4. It has no absolute maximum. Its graph is the upper
half of a parabola with vertex at (4, 0) and the x axis as its axis of symmetry.

2. Let f(x)=1x°+1x*—6x+8. Find: (a) the critical numbers of f; (b) the points at which f has a relative maximum
or minimum; (c) the intervals on which fis increasing or decreasing.

(@) f'(x)=x*+x—6=(x+3)(x—2). Solving f'(x) = 0 yields the critical numbers —3 and 2.

(b) f”(x)=2x+ 1. Thus, f”(-3) =5 < 0 and f”(2) = 5. Hence, by the second derivative test, f has a relative
maximum at x = -3, where f(-3)=%. By the second derivative test, f has a relative minimum at x = 2,
where f(2)=3%.

(¢c) Look at f’(x) = (x + 3)(x — 2). When x > 2, f’(x) > 0. For -3 < x < 2, f'(x) < 0. For x <=3, f’(x) > 0. Thus, by
Theorem 13.7, fis increasing for x < —3 and 2 < x, and decreasing for -3 <x < 2.

A sketch of part of the graph of fis shown in Fig. 14-5. Note that f has neither absolute maximum nor absolute
minimum.
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3.

(-3, 43/2) Y

Fig. 14-5

Let f(x) = x* + 2x* — 3x? — 4x + 4. Find: (a) the critical numbers of f; (b) the points at which f has a relative
extremum; (c) the intervals on which fis increasing or decreasing.

(@) f'(x) =4x*+ 6x* — 6x — 4. It is clear that x = 1 is a zero of f’(x). Dividing f’(x) by x — 1 yields 4x> + 10x + 4,
which factors into 2(2x* + 5x + 2) = 2(2x + 1)(x + 2). Thus, f’(x) = 2(x — 1)(2x + 1)(x + 2), and the critical
numbers are 1, —1, and 2.

(b) f7(x)=12x*+ 12x — 6 = 6(2x* + 2x — 1). Using the second derivative test, we find: (i) at x=1, (1) =18 > 0,
and there is a relative minimum; (ii) at x =—%, f”(—4)=-9 < 0, so that there is a relative maximum; (iii) at
x=-2,1"(=2)=18 >0, so that there is a relative minimum.

(© f/(x)>0whenx>1,f’(x)<0when —t<x<1, f(x) >0 when —2 < x <-4, and f’(x) < 0 when x < -2.
Hence, f1is increasing when x > 1 or —2 < x < —%, and decreasing when —4 < x <1 orx <-2.

The graph is sketched in Fig. 14-6.

(—1/2, 81/16) Y

0 x
(-2,0 (1,0)
Fig. 14-6
Examine f(x)= s for relative extrema, and find the intervals on which fis increasing or decreasing.
f(x)=(x-2)",sothat f'(x)=—(x—2)2= —ﬁ. Thus, f” is never 0, and the only number where f” is not

defined is the number 2, which is not in the domain of f. Hence, f has no critical numbers. So, f has no relative
extrema. Note that f'(x) < 0 for x # 2. Hence, f is decreasing for x < 2 and for x > 2. There is a nonremovable
discontinuity at x = 2. The graph is shown in Fig. 14-7.
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Locate the relative extrema of f{x) = 2 + x** and the intervals on which f'is increasing or decreasing.

f(x)= % x 13 = 3)5 - Then x = 0 is a critical number, since f”(0) is not defined (but O is in the domain of f).

Note that f”(x) approaches o as x approaches 0. When x < 0, f*(x) is negative and, therefore, fis decreasing. When
x>0, f(x) is positive and, therefore, fis increasing. The graph is sketched in Fig. 14-8. f has an absolute minimum
atx=0.

Y

N

0,2)

0
Fig. 14-8

Use the second derivative test to examine the relative extrema of the following functions: (a) fix) = x(12 — 2x)?;

(b) f(x)=x*+ @

@ f'(x)=x(2)(12-2x)(-2) + (12 = 2x)*=(12 = 2x)(12 — 6x) = 12(x — 6)(x — 2). So, 6 and 2 are the critical
numbers. f”(x) = 12(2x — 8) = 24(x — 4). So, f”(6) =48 > 0, and f”(2) = —48 < 0. Hence, f has a relative
minimum at x = 6 and a relative maximum at x = 2.

roon e 250 _ 5(x*—125 o . 3_ _ 7oy — 3
b)) f(x)=2x 2= 2 ) So, the only critical number is 5 (where x* — 125 = 0). f”(x) = 2 + 500/x°.

Since f”(5) = 6 > 0, fhas a relative minimum at x = 5.

Determine the relative extrema of f{(x) = (x — 2)*°.
f(x)= W So, 2 is the only critical number. Since f’(2) is not defined, ”(2) will be undefined.
-

Hence, we shall try the first derivative test. For x < 2, f’(x) <0, and, for x > 2, f’(x) > 0. Thus, we have the case
{—, +} of the first derivative test, and f has a relative minimum at x = 2.

Prove the first derivative test.

Assume f’(x,) = 0. Consider the case {+, —}: If f’ is positive in an open interval immediately to the left of x,,
and negative in an open interval immediately to the right of x, then f has a relative maximum at x,. To see this,
notice that, by Theorem 13.8, since f” is positive in an open interval immediately to the left of x,, fis increasing
in that interval, and, since f” is negative in an open interval immediately to the right of x, fis decreasing in that
interval. Hence, fhas a relative maximum at x,. The case {—, +} follows from the case {+, —} applied to — f. In
the case {+, +}, f will be increasing in an interval around x, and, in the case {—, —}, f will be decreasing in an

interval around x,. So, in both cases, fhas neither a relative maximum nor minimum at x,).

Prove the second derivative test: If f(x) is differentiable on an open interval containing a critical value x, of f, and
f7(x,) exists and f”(x,) is positive (negative), then f has a relative minimum (maximum) at x,,.

Assume f”(x,) > 0. Then, by Theorem 13.8, f” is increasing at x,. Since f’(x,) = 0, this implies that f” is
negative nearby and to the left of x,, and f” is positive nearby and to the right of x,. Thus, we have the case {—, +}
of the first derivative test and, therefore, fhas a relative minimum at x,. In the opposite situation, where f”(x,) < 0,
the result we have just proved is applicable to the function g(x) = — f(x). Then g has a relative minimum at x, and,
therefore, fhas a relative maximum at x,.

. Among those positive real numbers u and » whose sum is 50, find that choice of u and » that makes their product
P as large as possible.

P =u(50 — u). Here, u is any positive number less than 50. But we also can allow u to be 0 or 50, since, in
those cases, P = 0, which will certainly not be the largest possible value. So, P is a continuous function u(50 — u),
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11.

12.

13.

defined on [0, 50]. P = 50u — u? is also differentiable everywhere, and dP/du = 50 — 2u. Setting dP/du = 0 yields
a unique critical number u = 25. By the tabular method (Fig. 14-9), we see that the maximum value of P is 625,
when u = 25 (and, therefore, v = 50 — u = 25).

u P
25 625
0 0
50 0
Fig. 14-9

Divide the number 120 into two parts such that the product P of one part and the square of the other is a maximum.

Let x be one part and 120 — x the other part. Then P = (120 — x)x? and 0 < x < 120. Since dP/dx = 3x(80 — x),
the critical numbers are 0 and 80. Using the tabular method, we find P(0) = 0, P(80) = 256,000 and P(120) = 0.
So, the maximum value occurs when x = 80, and the required parts are 80 and 40.

A sheet of paper for a poster is to be 18 ft? in area. The margins at the top and bottom are to be 9 inches, and the
margins at the sides 6 inches. What should be the dimensions of the sheet to maximize the printed area?

Let x be one dimension, measured in feet. Then 18/x is the other dimension. (See Fig. 14-10.) The only
18—1),and dA 18 3

restriction on x is that x > 0. The printed area in square feetis A =(x— 1)(— 2 _ 2.
x 2 dx x> 2

3/4

1/2 18/z

x
Fig. 14-10

Solving dA/dx = 0 yields the critical number x = 2+/3. Since d?A/dx* = —36/x* is negative when x = 2/3 , the
second derivative test tells us that A has a relative maximum at x = 2+/3 . Since 2.3 is the only critical number in
the interval (0, +o0), Theorem 14.1 tells us that A has an absolute maximum at x = 2./3. Thus, one side is 23 ft
and the other side is 18/(2\/5) =33 ft.

At 9 A.M., ship B is 65 miles due east of another ship A. Ship B is then sailing due west at 10 mi/h, and A is
sailing due south at 15 mi/h. If they continue on their respective courses, when will they be nearest one another,
and how near? (See Fig. 14-11.)

Let A, and B be the positions of the ships at 9 A.M., and A, and B, their positions ¢ hours later. The distance
covered in ¢ hours by A is 15¢ miles; by B, 10¢ miles. The distance D between the ships is determined by D? =
(15£)? + (65 — 10r). Then

dD _ ) dD _ 325t — 650
2D7 =2(15¢)(15) + 2(65 —10¢)(—10); hence, a D
Ao B B,
65 —10¢ 10t
156t
D
A

Fig. 14-11
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Solving dD/dt = 0, yields the critical number 7= 2. Since D > 0 and 3257 — 650 is negative to the left of 2 and
positive to the right of 2, the case (—, +) of the first derivative test tells us that r =2 yields a relative minimum for D.
Since # =2 is the only critical number, Theorem 14.1 implies that there is an absolute minimum at ¢ = 2.

Setting r =2 in D* = (15£)> + (65 — 10¢)? yields D = 15413 miles. Hence, the ships are nearest at 11 A.M., at
which time they are 1513 miles apart.

A cylindrical container with circular base is to hold 64 in®. Find its dimensions so that the amount (surface area)
of metal required is a minimum when the container is (a) an open can and (b) a closed can.

Let r and £ be, respectively, the radius of the base and the height in inches, A the amount of metal, and V the
volume of the container.

(a) Here V=mr’h =064, and A = 21trh + Tr2. To express A as a function of one variable, we solve for /4 in the first
relation (because it is easier) and substitute in the second, obtaining

A= 27'L'r6—42 +7rr? =
zr

128
r

+7ar* and %:_@4_2”,.:—2(7[732—64)
r r

and the critical number is r = 4/3/7 . Then h = 64/7r* = 4/3/x . Thus, r = h =4/3rx in.

Now dA/dr > 0 to the right of the critical number, and dA/dr < 0 to the left of the critical number. So, by
the first derivative test, we have a relative minimum. Since there is no other critical number, that relative
minimum is an absolute minimum.

(b) Here again V =mr’h = 64, but A = 21rh + 2102 = 2nr(64/nr?) + 21r? = 128/r + 27r%. Hence,

dA _ 128 _4(mr?=32)
dr —  r? +anr= r?

and the critical number is 7 =23/4/m . Then h=64/mr* =43/4/% . Thus, h=2r = 43/4/7 in. That we have
found an absolute minimum can be shown as in part (a).

The total cost of producing x radio sets per day is $(4x* +35x+ 25), and the price per set at which they may be
sold is $(50 — 1 x).

(a) What should be the daily output to obtain a maximum total profit?
(b) Show that the cost of producing a set is a relative minimum at that output.

(a) The profit on the sale of x sets per day is P = x(50 — £ x) — (4 x> + 35x + 25). Then dP/dx = 15 — 3x/2; solving
dP/dx = 0 gives the critical number x = 10.
Since d?Pldx? =—3 <0, the second derivative test shows that we have found a relative maximum. Since
x =10 is the only critical number, the relative maximum is an absolute maximum. Thus, the daily output that
maximizes profit is 10 sets per day‘1 )
(b) The cost of producing a setis C = X7 350H23 = %x +35+ 25 Then % = % - %; solving dC/dx =0
gives the critical number x = 10. * *
Since d?C/dx* = 50/x* > 0 when x = 10, we have found a relative minimum. Since there is only one

critical number, this must be an absolute minimum.

The cost of fuel to run a locomotive is proportional to the square of the speed and $25 per hour for a speed of
25 miles per hour. Other costs amount to $100 per hour, regardless of the speed. Find the speed that minimizes
the cost per mile.
Let v be the required speed, and let C be the total cost per mile. The fuel cost per hour is k2?, where k is a
constant to be determined. When » = 25 mi/h, k+* = 625k = 25; hence, k = 1/25.
costin$/h _ »2/25+100 _ » , 100

~ speedinmi/h v 2577
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17.

18.

19.

Then dC _ 1 100 _ (v=50)(w+50)

dv 25 ? 2502

Since » > 0, the only relevant critical number is v = 50. Since d>C/dv* = 200/* > 0 when v = 50, the second
derivative test tells us that C has a relative minimum at » = 50. Since »= 50 is the only critical number in (0, +o),
Theorem 14.1 tells us that C has an absolute minimum at » = 50. Thus, the most economical speed is 50 mi/h.

A man in a rowboat at P in Fig. 14-12, 5 miles from the nearest point A on a straight shore, wishes to reach a point
B, 6 miles from A along the shore, in the shortest time. Where should he land if he can row 2 mi/h and walk 4 mi/h?

P
5 V25 &
C B
A z 6—x
Fig. 14-12

Let C be the point between A and B at which the man lands, and let AC = x. The distance rowed is

: / 2
PC=+/25+x*, and the rowing time required is ¢, = df;:gge = 252+ X" The distance walked is CB = 6 — x,

and the walking time required is ¢, = (6 — x)/4. Hence, the total time required is

_ 25+ x* [ 6—x dr _ X 1 _ 2x—+25+x2
t [l+t2—T+ a Then E— —Z— .
2425+ 22 425+ x2

The critical number obtained from setting 2x —/25+x? =0 is x= %\/g ~2.89. Thus, he should land at a
point about 2.89 miles from A toward B. (How do we know that this point yields the shortest time?)

A given rectangular area is to be fenced off in a field that lies along a straight river. If no fencing is needed along
the river, show that the least amount of fencing will be required when the length of the field is twice its width.

Let x be the length of the field, and y its width. The area of the field is A = xy. The fencing required is
F=x+2y,and dF/dx =1+ 2 dyldx. When dF/dx =0, dy/dx=—%.

Also, dA/dx = 0=y + x dyldx. Then y—3x=0, and x = 2y as required.

To see that F has been minimized, note that dy/dx = — y*/A and

d’F _5d%y _ o ¥ dy)_ l(_i)_ Yy dy_ 1
o " 2ae " A )T A\ m2)m2a >0 when Go=—5

Now use the second derivative test and the uniqueness of the critical number.

Find the dimensions of the right circular cone of minimum volume V that can be circumscribed about a sphere of
radius 8 inches.

Let x be the radius of the base of the cone, and y + 8 the height of the cone. (See Fig. 14-13.) From the similar
right triangles ABC and AED, we have

x__Y+8 2 G4 +8)°
S_Jm and therefore x*= VY —6d

_ mx*(y+8) _ 64m(y+8)?
- 3 T3(py-8) -

4V _ 6An(y+8)(y—24)

Also, \% dy 3-8y

So,
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Fig. 14-13

The relevant critical number is y = 24. Then the height of the cone is y + 8 = 32 inches, and the radius of the base
is 8v/2 inches. (How do we know that the volume has been minimized?)

20. Find the dimensions of the rectangle of maximum area A that can be inscribed in the portion of the parabola
y* = 4px intercepted by the line x = a.
Let PBB’P’ in Fig. 14-14 be the rectangle, and (x, y) the coordinates of P. Then

Y
Ly B
y
x| a—% x
o
P’ B
Fig. 14-14
—oya-x0=2y[a-2 ) =2ay— 2 dA_, 3
A_Zy(a x)—z)’(a 4p)—20y 2]7 and dy_ a Zp

Solving dA/dy = 0 yields the critical number y =+/4ap/3. The dimensions of the rectangle are 2y =4 ,/3ap and
a—x=a- (y¥4p) =2al3.
Since d?A/dy* = =3y/p < 0, the second derivative test and the uniqueness of the critical number ensure that we

have found the maximum area.

21. Find the height of the right circular cylinder of maximum volume V that can be inscribed in a sphere of radius R.
(See Fig. 14-15.)

P

Fig. 14-15
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Let r be the radius of the base, and 2/ the height of the cylinder. From the geometry, V = 2ntr2h and r* + h> = R,
Then

dv _, (dh dh _
dr—Zﬂ:(r dr+2rh) and 2r+2hdr_0

3
From the last relation, % = —% , SO dd—‘: = 27[(—% + 2rh), When V is a maximum, Cé’l—‘: =0, from which r* = 2h2.

Then R? = 12 + h2 = 2h% + 2, so that h = R/x/3 and the height of the cylinder is 2/ = 2R//3. The second-
derivative test can be used to verify that we have found a maximum value of V.

22. A wall of a building is to be braced by a beam that must pass over a parallel wall 10 ft high and 8 ft from the
building. Find the length L of the shortest beam that can be used.
See Fig. 14-16. Let x be the distance from the foot of the beam to the foot of the parallel wall, and let y be the

distance (in feet) from the ground to the top of the beam. Then L =,/(x+8)>+ y*.

Beam Y
10
x 8
Fig. 14-16
.. . 10(x+8
Also, from similar triangles, % =2 : 8 and, therefore, y = % Hence,

2
L= o gp + 10UE8Y 8 firyog

dL _ x[(x* +100)" + x(x +8)(x> +100) ] - (x +8)(x> +100)"> __ x> —800
dx x? x23/x? +100

The relevant critical number is x = 23/100 . The length of the shortest beam is

23/100 +8\/7
=N 2 143/10,000 + 100 = (/100 +4)¥ ft
23/100 {10,000 ( )

The first derivative test and Theorem 14.1 guarantee that we really have found the shortest length.

SUPPLEMENTARY PROBLEMS

23. Examine each of the following for relative maximum and minimum values, using the first derivative test.

(@) f(x)=x*+2x-3 Ans. x=-—1 yields relative minimum —4

(b) f(x)=3+2x—x2 Ans. x=1 yields relative maximum 4

(©) f(x)=x*+2x*—4x-8 Ans.  x=3% yields relative minimum —2%; x = -2 yields relative
maximum 0

(d) fx)=x*—6x2+9x—-8 Ans. x =1 yields relative maximum —4; x = 3 yields relative

minimum —8
(e) f=2—-x)} Ans. neither relative maximum nor relative minimum
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) fx)=(x2—4)? Ans.  x =0 yields relative maximum 16; x = 2 yields relative
minimum 0

(2) f(x)=(x—4*x+3)° Ans.  x =0 yields relative maximum 6912; x = 4 yields relative
minimum 0; x = -3 yields neither

(h) f(x)=x>+48/x Ans. x=-2yields relative maximum —32; x = 2 yields relative
minimum 32

1) f)=(x—-DBx+2)% Ans. x=-2 yields relative maximum 0; x = 0 yields relative

minimum —/4; x = 1 yields neither

Examine the functions of Problem 23 (a — f) for relative maximum and minimum values, using the second
derivative test.

. a+a,++a
Show that y=(a, — x)> + (a, — x)* ++--+(a, — x)* has an absolute minimum when x = —'+—2———=

n
Examine the following for absolute maximum and minimum values on the given interval.

(a) y=—x*on-2<x<?2 Ans. maximum (= 0) at x=0

(b) y=(x—-32on0<x<4 Ans. maximum (= 9) at x = 0; minimum (= 0) atx =3
() y=~25-4x* on-2<x<2 Ans.  maximum (= 5) at x = 0; minimum (= 3) at x = +2
(d y=vx—4on4<x<29 Ans. maximum (= 5) at x = 29; minimum (= 0) at x =4

The sum of two positive numbers is 20. Find the numbers if: (a) their product is a maximum; (b) the sum of their
squares is a minimum; (c) the product of the square of one and the cube of the other is a maximum.

Ans. (a) 10, 10; (b) 10, 10; (¢) 8, 12

The product of two positive numbers is 16. Find the numbers if: (a) their sum is least; (b) the sum of one and the
square of the other is least.

Ans. (a)4,4;()8,2

An open rectangular box with square ends is to be built to hold 6400 ft* at a cost of $0.75/ft? for the base and
$0.25/ft? for the sides. Find the most economical dimensions.

Ans. 20x20x 16

A wall 8 ft high is 33 ft from a house. Find the shortest ladder that will reach from the ground to the house when
leaning over the wall.

Ans. 153t

A company offers the following schedule of charges: $30 per thousand for orders of 50,000 or less, with the
charge decreased by 37%¢ for each thousand above 50,000. Find the order size that makes the company’s
receipts a maximum.

Ans. 65,000

Find an equation of the line through the point (3, 4) that cuts from the first quadrant a triangle of minimum area.

Ans. 4x+3y-24=0
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33.

34.

35.

36.

37.

38.

39.

40.

41.

42,

43.

44.

At what point in the first quadrant on the parabola y = 4 — x> does the tangent line, together with the coordinate
axes, determine a triangle of minimum area?

Ans. (23313, 8/3)

Find the minimum distance from the point (4, 2) to the parabola y* = 8x.

Ans. 22

(a) Examine 2x* — 4xy + 3y? — 8x + 8y — 1 = 0 for maximum and minimum values of y. (b) (GC) Check your
answer to (a) on a graphing calculator.

Ans. (a) Maximum at (5, 3); (b) minimum at (-1, -3)

(GC) Find the absolute maximum and minimum of f(x) = x> — 3x* — 8x — 3 on [—1, 2] to three-decimal-place
accuracy.

Ans. Maximum 1.191 at x = —0.866; minimum —14.786 at x = 1.338

An electric current, when flowing in a circular coil of radius r, exerts a force F = O+ )T on a small magnet

located at a distance x above the center of the coil. Show that F'is greatest when x ==r.

=

The work done by a voltaic cell of constant electromotive force E and constant internal resistance r in passing
a steady current through an external resistance R is proportional to E*R/(r + R)>. Show that the work done is
greatest when R =r.

2

2
A tangent line is drawn to the ellipse % + 1y—6 =1 so that the part intercepted by the coordinate axes is a
minimum. Show that its length is 9.

2 2
A rectangle is inscribed in the ellipse fm + % =1 with its sides parallel to the axes of the ellipse. Find the
dimensions of the rectangle of (a) maximum area and (b) maximum perimeter that can be so inscribed.

Ans. (a) 202 x1542; (b)32x 18

Find the radius R of the right circular cone of maximum volume that can be inscribed in a sphere of radius r.
(Recall that the volume of a right circular cone of radius R and height 4 is $7R?h.)

")

Ans. R=

Wl

A right circular cylinder is inscribed in a right circular cone of radius r. Find the radius R of the cylinder if:
(a) its volume is a maximum; (b) its lateral area is a maximum. (Recall that the volume of a right circular cylinder
of radius R and height % is TR?h, and its lateral area is 2tRA.)

Ans. (a) R=%r; (b) R=%r

Show that a conical tent of given volume will require the least amount of material when its height 4 is V2 times
the radius r of the base. [Note first that the surface area A = (r?> + h?).]

Show that the equilateral triangle of altitude 3r is the isosceles triangle of least area circumscribing a circle of
radius r.
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45. Determine the dimensions of the right circular cylinder of maximum lateral surface area that can be inscribed in a
sphere of radius 8.

Ans. h=2r=8J2

46. Investigate the possibility of inscribing a right circular cylinder of maximum total area (including its top and
bottom) in a right circular cone of radius r and height A.

. . _1(_hr
Ans. If h > 2r, radius of cylinder = 5 ( - r)



Curve Sketching.
Concavity. Symmetry

Concavity

From an intuitive standpoint, an arc of a curve is said to be concave upward if it has the shape of a cup (see
Fig. 15-1(a)) and is said to be concave downward if it has the shape of a cap (see Fig. 15-1(b)). Note that a
more precise definition is available. An arc is concave upward if, for each x, the arc lies above the tangent
line at X, in some open interval around X, Similarly, an arc is concave downward if, for each Xo» the arc lies
below the tangent line at x, in some open interval around x,. Most curves are combinations of concave up-
ward and concave downward. For example, in Fig. 15-1(c), the curve is concave downward from A to B and
from C to D, but concave upward from B to C.

(@) (b) ©

Concave upward Concave downward

Fig. 15-1

The second derivative of ftells us about the concavity of the graph of f.

Theorem 15.1:

(a) Iff”(x)> 0 forxin (a, b), then the graph of fis concave upward for a < x < b.
(b) Iff”(x) <0 forxin (a, b), then the graph of fis concave downward for a < x < b.

For the proof, see Problem 17.

EXAMPLE 15.1:

(a) Letf(x) =x% Then f’(x) = 2x, f”(x) = 2. Since f”(x) > 0 for all x, the graph of fis always concave upward. This
was to be expected, since the graph is a parabola that opens upward.

(b) Let f(x)=y=+/1—x%.Then y*>=1—x2 x>+ y*> = 1. So, the graph is the upper half of the unit circle with
the center at the origin. By implicit differentiation, we obtain x + yy’ = 0 and then 1 + yy” + (y")*= 0. So,
y”=—[1+ (y")*)/y. Since y > 0 (except at x = 1), y” < 0. Hence, the graph is always concave downward,
which is what we would expect.

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.
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Points of Inflection

A point of inflection on a curve y = f(x) is a point at which the concavity changes, that is, the curve is concave
upward on one side and concave downward on the other side of the point. So, if y” exists in an open interval
containing x,, then y” < 0 on one side of x, and y” > 0 on the other side of x,. Therefore, if y” is continuous
at x, then y” =0 at X, Thus, we have:

Theorem 15.2:  If the graph of fhas an inflection point at x, and f” exists in an open interval containing x, and f” is
continuous at x,, then f”(x,) = 0.

EXAMPLE 15.2:

(a) Let f(x) =x3 Then f"(x) = 3x% f”(x) = 6x. Thus, f”(x) < 0 for x < 0, and f”(x) > 0 for x < 0. Hence, the graph of
f has an inflection point at x = 0. (See Fig. 5-5.) Note that f”(0) = 0, as predicted by Theorem 15.2.

(b) Let f(x) =x* Then f"(x) = 4x% and f”(x) = 12x% Solving f”(x) = 0 yields x = 0. However, the graph of f does not
have an inflection point at x = 0. It is concave upward everywhere. This example shows that f” (x,) = 0 does not
necessarily imply that there is an inflection point at x;.

(c) Let f(x)=4x>+1+x>—6x+8. Solving f”(x) =2x+ 1 =0, we find that the graph has an inflection point at (=%, 4%).

Note that this is actually an inflection point, since f”(x) < 0 for x <—% and f”(x) > 0 for x >—1. See Fig. 14-5.

Vertical Asymptotes

A vertical line x = x, such that f(x) approaches + oo or —co as x approaches x, either from the left or the right
is called a vertical asymptote of the graph of f. If f(x) has the form g(x)/h(x), where g and & are continuous
functions, then the graph of f'has a vertical asymptote x = x, for every x, such that 4(x)) = 0 (and g(x,) # 0).

Horizontal Asymptotes

Ahorizontal line y =y, is called a horizontal asymptote of the graph of fif either lir{lm f(x)=y,or lLrilM fx)=y,.
Thus, a horizontal asymptote is approached by the graph as one moves further and further to the left or further
and further to the right.

EXAMPLE 15.3:

(a) Let f(x)= % Then the graph of f'has a vertical asymptote at x = 0, which is approached both from the left and the
right. The line y = O (that is, the x axis) is a horizontal asymptote both on the left and the right. See Fig. 5-21.

(b) Let f(x)= ﬁ Then x =2 is a vertical asymptote of the graph of f, which is approached both from the left and
the right. The line y = 0 is a horizontal asymptote, which is approached both on the left and the right. See Fig. 14-7.
(c) Letf(x)= % Then the graph of fhas vertical asymptotes at x = 1 and x = —3. The line y = 0 is a hori-

zontal asymptote, which is approached both on the left and the right.

(d) Let f(x)= i t g Then the graph of fhas a vertical asymptote at x = 3, which is approached both from the left

and the right. The line y = 1 is a horizontal asymptote, which is approached both on the left and the right.

Symmetry

We say that two points P and Q are symmetric with respect to a line [ if [ is the perpendicular bisector of the line
segment connecting P and Q. [See Fig. 15-2(a).]

We say that two points P and Q are symmetric with respect to a point B if B is the midpoint of the segment con-
necting P and Q.

A curve is said to be symmetric with respect to a line / (respectively, point B) if, for any point P on the curve, there
is another point Q on the curve such that P and Q are symmetric with respect to / (respectively, B). [See Fig. 15-2(b, ¢).]

If a curve is symmetric with respect to a line /, then [ is called an axis of symmetry of [. For example, any
line through the center of a circle is an axis of symmetry of that circle.
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Pe ,9! Q
- &
(a) (b) ()

Fig. 15-2

A A A

L s meatet .
x9) ) 1 o)
‘ (xeiy ] {_x,_y)

(a) (b) (c)

Fig. 15-3

Points (x, y) and (—x, y) are symmetric with respect to the y axis, and points (x, y) and (x, —y) are sym-
metric with respect to the x axis. Points (x, y) and (—x, —y) are symmetric with respect to the origin. See
Fig. 15-3(a-c).

Consider the graph of an equation F(x, y) = 0. Then:

(i) The graph is symmetric with respect to the y axis if and only if F(x, y) = 0 implies F(—x, y) =0.
(i) The graph is symmetric with respect to the x axis if and only if F(x, y) = 0 implies F(x, —y) =0.
(iii) The graph is symmetric with respect to the origin if and only if F(x, y) = 0 implies F(—x, —y) =0.

EXAMPLE 15.4

(a) The parabola y = x? is symmetric with respect to the y axis.
(b) The parabola x = y? is symmetric with respect to the x axis.

2
(c) Acircle x2+ y*=r?, an ellipse Z—z + z—z =
y axis, the x axis, and the origin.

2
1, and a hyperbola z—z - Z—Z =1 are symmetric with respect to the

EXAMPLE 15.5: A point P(a, b) is symmetric to the point Q(b, a) with respect to the line y = x. To see this, note first
that the line PQ has slope —1. Since the line y = x has slope 1, the line PQ is perpendicular to the line y = x. In addition,

the midpoint of the segment connecting P and Q is (#,b%), which is on the line y = x. Hence, the line y = x is the
perpendicular bisector of that segment.
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Inverse Functions and Symmetry

We say that two curves C, and C, are symmetric to each other with respect to a line L if, for any point P on
one of the curves, the point Q that is symmetric to P with respect to [ is on the other curve. (In other words,
if we “reflect” one of the curves in the line /, the result is the other curve.)

Theorem 15.3: Consider any one-to-one function fand its inverse function f~!. Then the graphs of fand f~! are sym-
metric to each other with respect to the line y = x.

To see this, assume that (a, b) is on the graph of f. Then f(a) = b. Hence, f~'(b) = a, that is, (b, a) is on the
graph of f~'. By Example 5, (a, b) and (b, a) are symmetric with respect to the line y = x.

EXAMPLE 15.6:

(a) If flx) = 2x, then f~'(x) = 1 x. Hence, the lines y = 2x and y = 1 x are symmetric with respect to the line y = x.

(b) Let C, be the parabola that is the graph of the equation y = x?, and let C, be the parabola that is the graph of the
equation x = y*. Then C, and C, are symmetric with respect to the line y = x, since the equation x = y* results from
the equation y = x* by interchanging x and y.

Even and Odd Functions

A function fis said to be even if, for any x in its domain, —x is also in its domain and f(—x) = f(x). fis said to
be an odd function if, for any x in its domain, —x is also in its domain and f(—x) = —f(x).

EXAMPLE 15.7:  Any polynomial, such as 3x% — 8x* + 7, that involves only even powers of x determines an even
function. Any polynomial, such as 5x° + 2x° — 4x3 + 3x, that involves only odd powers of x determines an odd function.

A function fis even if and only if its graph is symmetric with respect to the y axis. In fact, assume f'is
even and (x, y) is on its graph. Then y = f(x). Hence, y = f(—x) and, therefore, (—x, y) is on the graph. Thus,
the graph is symmetric with respect to the y axis. The converse is left as Problem 16(a).

A function fis odd if and only if its graph is symmetric with respect to the origin. In fact, assume fis odd
and (x, y) is on its graph. Then y = f(x). Hence, —y = f(—x) and, therefore, (—x, —y) is on the graph. Thus, the
graph is symmetric with respect to the origin. The converse is left as Problem 16(b).

Hints for Sketching the Graph G of y = f (x)

1. Calculate y’, and, if convenient, y”.

2. Usey’ to find any critical numbers (where y” =0, or y is undefined and y is defined). Determine whether
these critical numbers yield relative maxima or minima by using the second derivative test or the first
derivative test.

3. Use y' to determine the intervals on which y is increasing (when y’ > 0) or decreasing (when y’ < 0).

4. Use y” to determine where G is concave upward (when y” >0) or concave downward (when
y” < 0). Check points where y” = 0 to determine whether they are inflection points (if y” > 0 on one side
and y” < 0 on the other side of the point).

5. Look for vertical asymptotes. If y = g(x)/h(x), there is a vertical asymptote x = x, if 2(x,) = 0 and g(x,) # 0.

6. Look for horizontal asymptotes. If ll_)r?m f(x)=y,, then y =y, is a horizontal asymptote on the right. If

lim f(x) = y,. then y =, is a horizontal asymptote on the left.
7. Determlne the behavior “at infinity.” If 11m f (x) =+o< (respectively, —oo ), then the curve moves upward

(respectively, downward) without bound to the right. Similarly, if hm N f(x) =+ee (respectively, —co), then
the curve moves upward (respectively, downward) without bound {0 the left.

8. Find the y intercepts (where the curve cuts the y axis, that is, where x = 0) and the x intercepts (where
the curve cuts the x axis, that is, where y = 0).

9. Indicate any corner points, where y” approaches one value from the left and another value from the right.
An example is the origin on the graph of y = Ixl.

10. Indicate any cusps, where y” approaches +e from both sides or y” approaches —eo from both sides. An
example is the origin on the graph of y = Vixl.

11. Find any oblique asymptotes y = mx + b such that lim(f(x)=(mx+b)=0 or lim(f(x)~(mx+b)=0.
An oblique asymptote is an asymptote that is neither vertical nor horizontal. "
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SOLVED PROBLEMS

1. Examine y = 3x* — 10x* — 12x? + 12x — 7 for concavity and points of inflection.
We have

Y =12x3 —30x% — 24x +12

y”=36x> —60x—24=123x+1)(x—2)

Set y” =0 and solve to obtain the possible points of inflection x =—1 and 2. Then:

When x < —4. y” =+, and the arc is concave upward.
When -+ < x<2. y” =—, and the arc is concave downward.
When x > 2. y” =+, and the arc is concave upward.

The points of inflection are (—4,—3%) and (2, —63), since y” changes sign at x=—1 and x=2. See Fig. 15-4.

Y

>

(—1/8, —322/27)

(2,-63)

Fig. 15-4

2. Examine y = x* — 6x + 2 for concavity and points of inflection, and sketch the graph.

We have y” = 12x2. By Theorem 15.2, the possible point of inflection is at x = 0. On the intervals x < 0 and
x>0, y” is positive, and the arcs on both sides of x = 0 are concave upward. The point (0, 2) is not a point of
inflection. Setting y’ = 4x> — 6 = 0, we find the critical number x = 3/3/2. At this point, y” = 12x? > 0 and we have
a relative minimum by the second derivative test. Since there is only one critical number, there is an absolute
minimum at this point (where x ~ 1.45 and y ~ — 3.15). See Fig. 15-5.

Y

0,2)

Fig. 15-5

3. Examine y = 3x + (x + 2)* for concavity and points of inflection, and sketch the graph.

Yy =3+ and y” = . The possible point of inflection is at x = —2. When x > -2, y” is

3 -6
5(x +2)*° 25(x +2)7"3
negative and the arc is concave downward. When x < — 2, y” is positive and the arc is concave upward. Hence,
there is an inflection point at x = -2, where y = —6. (See Fig. 15-6.) Since y’ > 0 (except at x = -2), y is an
increasing function, and there are no relative extrema.



CHAPTER 15 Curve Sketching. Concavity. Symmetry

(—2,-6)

Fig. 15-6

If f”(x,) =0 and f” (x,) # O, then there is an inflection point at x,.
Since f”'(x,) = 0, f”'(x,) is either positive or negative. Hence, f” is either increasing or decreasing at x,. Since
f7(x,) =0, f” has opposite signs to the left and right of x . So, the curve will have opposite concavity on the two

sides of x,, and there is an inflection point at x,.

0’

Find equations of the tangent lines at the points of inflection of y = f(x) = x* — 6x> + 12x% — 8x.
A point of inflection exists at x = x, when f”(x,) = 0 and f”"(x,) # 0. Here,

f/(x)=4x>—18x* +24x -8
f7(x)=12x* =36x+24=12(x = 1)(x — 2)
F7(x)=24x—36=12(2x - 3)

The possible points of inflection are at x = 1 and 2. Since (1) # 0 and f"’(2) # 0, the points (1, —1) and (2, 0)
are points of inflection.
At (1, —1), the slope of the tangent line is m =f’(1) = 2, and its equation is

y=y,=m(x—x) or y+1=2x-1 or y=2x-3

At (2, 0), the slope is f’(2) = 0, and the equation of the tangent line is y = 0.

Sketch the graph of y = f(x) = 2x* — 5x* + 4x — 7.

() =6x*=10x+4, f"(x) = 12x — 10, and f"’(x) =12. Now, 12x — 10 > 0 when x> 2 and 12x — 10 < 0 when
x < 2. Hence, the graph of f'is concave upward when x > 2, and concave downward when x < 2. Thus, there is an
inflection point at x = 2. Since f”(x) = 2(3x* — 5x + 2) = 2(3x — 2)(x — 1), the critical numbers are x =% and x = 1.
Since f”(3)=-2<0 andf”(1) =2, there is a relative maximum at x =% (where y=—1& ~—5.96) and a relative

minimum at x = 1 (where y = — 6). See Fig. 15-7.

2
Sketch the graph of y= f(x) = xx— 5

=x2—4+4=x2—4+ 4

e =x+2+—2_ Theny =1-—2% and y" =

x=2 x—=2 (x—2)*

8
(x=2)*

Solving y” = 0, we obtain the critical numbers x =4 and x = 0. Since f”(4) =1 >0 and f”(0) = -1 < 0, there
is a relative minimum at x = 4 (where y = 8) and a relative maximum at x = 0 (where y = 0). Since y” is never 0,
there are no inflection points. The line x = 2 is a vertical asymptote. The line y = x + 2 is an oblique asymptote on
both sides, since, on the curve, y— (x+2) = 2 — 0 as x — +oo. See Fig. 15-8.
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2{3 5{6|1 2

\/

Fig. 15-7

v

8. Sketch the graph of g(x) = 2x> — 9x + 36.

g’(x) =6x? — 18x = 6x(x — 3) and g"”(x) = 12x — 18 = 6(2x — 3). So, the critical numbers are x = 0 (where y = 36)
and x = 3 (where y =9). Since g”(0) =-18 < 0 and g”(3) = 18 > 0, there is a relative maximum at x =0 and a
relative minimum at x = 3. Setting g”(x) =0 yields x =2, where there is an inflection point, since g”(x) = 6(2x — 3)
changes sign at x = 3.

g(x) > 4+ o0 as x — + o0, and g(x) — — o0 as x — — co. Since g(—1) =29 and g(-2) = —16, the intermediate
value theorem implies that there is a zero x, of g between —1 and 2. (A graphing calculator shows x, ~ —1.70.)
That is the only zero because g is increasing up to the point (0, 36), decreasing from (0, 36) to (3, 9), and then
increasing from (3, 9). See Fig. 15-9.
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36

\

Fig. 15-9
2

X
(x=2)(x—-6)"
There are vertical asymptotes at x =2 and x = 6.

9. Sketch the graph of y=

, 2x(x=2)(x—6)—2x*(x—4) _  8x(3—x)
y= (x—2)’(x—6)’ T (-2 (x-6)’

s (x=2)*(x—6)*(24 —16x) —8x(3— x)(2)(x — 2)(x — 6)(2x — 8)
r= (x—2)"(x—6)*

_ 8(2x* —9x2 +36)
T (x-2y(x-6)

The critical numbers are x = 0 (where y = 0) and x = 3 (where y = =3). Calculation shows that y”(0) > 0 and
v”(3) < 0. Hence, there is a relative minimum at x = 0 and a relative maximum at x = 3. Since y — 1 when x —
+oo, the line y = 1 is a horizontal asymptote on both the left and the right. Setting y” = 0 yields g(x) = 2x* — 9x* +
36 = 0. By Problem 8, we see that we have a unique inflection point x, ~ —1.70 (where y ~ 0.10). See Fig. 15-10.

A

ey Y

6
Fig. 15-10
10. Sketch the graph of y* (x> — 4) = x*.

4 2
y = xzx—_4 Then y=1+ \/;—_4 The curve exists only for x> > 4, that is, for x > 2 or x < -2, plus the isolated

point (0, 0).
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The curve is symmetric with respect to both coordinate axes and the origin. So, from now on, we shall
consider only the first quadrant. Then

, 38 4x*+32
y=ﬁ and y” (f 3

The only critical number is 242 (where y=4). Since y” > 0, the graph is concave upward and there is a
relative minimum at (2+/2, 4). The lines x = 2 and x = -2 are vertical asymptotes. The rest of the graph in the other
quadrants is obtained by reflection in the axes and origin. Note that there is also an oblique asymptote y = x, since
V=2 =xY(x* - 4) — x* =4/(x> = 4) — 0 as x — +oo. By symmetry, y = —x is also an asymptote. See Fig. 15-11.

i Yy
\\.}] iu/
AN : | s

AN
\
AN
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|
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I
|
u
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|
|
|
|
|
|

Y@@' —4) = =

Fig. 15-11

SUPPLEMENTARY PROBLEMS

11.

12.

13.

Examine the functions of Problem 23(a—f) of Chapter 14.

Ans. (a) No inflection point, concave upward everywhere
(b) No inflection point, concave downward everywhere
(¢) Inflection point at x =—%, concave upward for x > —%, concave downward for x <—%
(d) Inflection point at x = 2, concave upward for x > 2, concave downward for x < 2
(e) Inflection point at x = 2, concave downward for x > 2, concave upward for x <2

23 2[ 2\/_

(f) Inflection point at x = +=—, concave upward for x > =——

2.3 2.3 3

__< <_

and x < — , concave downward for

Prove: If f(x) = ax® + bx* + cx + d has two critical numbers, their average is the abscissa at the point of inflection.
If there is just one critical number, it is the abscissa at the point of inflection.

Discuss and sketch the graphs of the following equations:

@ xy=(x*-9)

Ans. Symmetric with respect to the origin, vertical asymptote x = 0, relative minimum at (3, 0), relative
maximum at (-3, 0), no inflection points, concave upward for x > 0

Ans. Symmetric with respect to the y axis, vertical asymptotes x = = 1, relative minimum at (0, 0), relative
maxima at (¥+/2, — 4), no inflection points, concave upward for Ixl <2



14.

15.

16.

17.
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2

_ 24 &
© y=x"+7

Ans. Vertical asymptote x = 0, relative minimum at (1, 3), inflection point at (—i/f ,0), concave upward for
x<—=32 andx>0

d y’=6x*-x°

Ans. Relative maximum at (4, 23/4 ), relative minimum at (0, 0), where there is a “cusp,” inflection point
(6, 0), concave upward for x > 6, oblique asymptote y = —x + 2 to the left and the right

.X2

€ y=1+-

1

Ans. Vertical asymptote x = 1, relative maximum at (0, 1), relative minimum at (2, 5), concave upward for x >
1 and downward for x < 1, no inflection points, increasing for x < 0 and x > 2, decreasing for 0 <x < 1 and
1 <x <2, oblique asymptote y = x + 2

_ X
() YA

Ans. Symmetric with respect to the origin, relative maximum at (1, £), relative minimum at (-1, — %),
increasing on —1< x < 1, concave upward on —J3<x<0 and x>+/3, concave downward on x < —/3
and 0 < x <+/3, inflection points at x =0 and x = +./3, horizontal asymptote y = 0 on both sides

(2) y=xJx-1

Ans. Defined for x > 1, increasing, concave upward for x > 4, and downward for x < %, inflection point

1, 443)
(h) y=x32-x

Ans. Relative maximum at x = 3, increasing for x < 3, concave downward for x < 3, inflection point (3, =3)

x+1
xZ

@ y=

Ans. Vertical asymptote x = 0, horizontal asymptote y = 0 on both sides, relative minimum (-2, —%), increasing
for =2 < x < 0, concave upward for —3 < x < 0 and x > 0, inflection point at (-3, —2),y —> + o asx — 0

Show that any function F(x) that is defined for all x may be expressed in one and only one way as the sum of an
even and an odd function. [Hint: Let E(x)=$(F(x)+ F(—x)).]

Find an equation of the new curve C, that is obtained when the graph of the curve C with the equation x? — 3xy +
2y? =1 is reflected in: (a) the x axis; (b) the y axis; (c) the origin.

Ans. (a) X2+ 3xy + 2y* = 1; (b) same as (a); (c) C itself

(a) If the graph of fis symmetric with respect to the y axis, show that f'is even. (b) If the graph of fis symmetric
with respect to the origin, then show that f'is odd. [Hint: For (a), if x is in the domain of f, (x, f(x)) is on the graph
and, therefore, (—x, f(x)) is on the graph. Thus, f(—x) = f(x).]

Prove Theorem 15.1: (a) If f”(x) > O for x in (a, b), then the graph of fis concave upward for a < x < b. (b) If
f”(x) <0 for x in (a, b), then the graph of f'is concave downward for a < x < b.
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18.

19.

[For (a), let x, belong to (a, b). Since f “(x,) > 0, f’ is increasing in some open interval I containing x,,.
Assume x in I and x > x,. By the law of the mean, f(x) — f(x,) = f'(x")(x — x,) for some x” with x, < x" < x. Since
f’is increasing, f(x,) < f’(x"). Then f(x) = f"(x")(x — x,) + f(x,) > f'(x)(x — x,) + f(x,). But y = f"(x )(x — x)) +
f(x,) is an equation of the tangent line at x,. A similar argument works when x < x,. Thus, the curve lies above the
tangent line and, therefore, is concave upward.]

(GC) Use a graphing calculator to draw the graph of f(x) = x> — 3x2 4+ 4x — 2. Show analytically that f'is
increasing and that there is an inflection point at (-1, 3). Use the calculator to draw the graph of f~' and y = x, and
observe that the graphs of fand f! are symmetric with respect to y = x.

2
(GC) Try to sketch the graph of y= m by standard methods and then use a graphing calculator for

additional information (such as the location of any vertical asymptotes).



CHAPTER 16

Review of Trigonometry

Angle Measure

The traditional unit for measuring angles is the degree. 360 degrees make up a complete rotation. However,
it turns out that a different unit, the radian, is more useful in calculus. Consider a circle of radius 1 and
with center at a point C. (See Fig. 16-1.) Let CA and CB be two radii for which the arc AB of the circle has
length 1. Then one radian is taken to be the measure of the central angle ACB.

—_ T~ A
P ~
Ve
// 1
/ 1
/
[
l\ C 1 /B
\ /
\ /
\ /
\\ Vs
\\ ///
Fig. 16-1

If u is the number of degrees in angle ACB, then the ratio of u to 360° is equal to the ratio of AB to the
circumference 2m. Since AB =1, u/360 = 1/271 and, therefore, u = 180/x. So,

1 radian = % degrees Y]

If = is approximated as 3.14, then 1 radian is about 57.3 degrees. Multiplying equation (1) by /180, we
obtain:

=T _radi
1degree = 130 radians (2)

The table in Fig. 16-2 shows the radian measure of some important degree measures.

Now take any circle of radius r with center O. (See Fig. 16-3.) Let Z/DOE contain 6 radians and let s be
the length of arc DE. The ratio of 0 to the number 27 of radians in a complete rotation is equal to the ratio
of s to the entire circumference 2rr. So, 6/21 = s/2nr. Therefore,

s=rf 3)

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.
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Degrees | Radians
T
30 3
T
45 -
4 b s
60 z
3
T
90 -
2 a E
180 T
3n
270 -
2
360 2n
Fig. 162 Fig. 163

Directed Angles

If an angle is thought of as being generated by a rotation, then its measure will be counted as positive if
the rotation is counterclockwise and negative if the rotation is clockwise. See, for example, angles of /2
radians and —m/2 radians in Fig. 16-4. We shall also allow angles of more than one complete rotation. For
example, Fig. 16-5 shows a counterclockwise angle generated by a complete rotation plus another quarter of
a complete rotation, yielding an angle of 2t + ®/2 = 57t/2 radians, and an angle of 3w radians generated by
one and a half turns in the counterclockwise direction.

|3_ NI

- — radlans
or or

radnans S
( 90%) 2 + 37 radians
(goo) + 2 radians

Fig. 16-4 Fig. 16-5

Sine and Cosine Functions

Consider a coordinate system with origin at O and point A at (1, 0). Rotate the arrow OA through an angle
of O degrees to a new position OB. Then (see Fig. 16-6):

1. cos Ois defined to be the x coordinate of the point B.
2. sin Ois defined to be the y coordinate of the point B.

B(cos 8, sin 8) ~

0 1 AQ0) x

Fig. 16-6
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EXAMPLE 16.1:

(a) If 6=m/2, the final position B is (0, 1). Hence, cos(n/2) = 0 and sin(r/2) = 1.

(b) If 8=m, then Bis (-1, 0). So, cos Tt =—1 and sin ©=0.

(¢) If 6=3m/2, then B is (0, —1). So, cos(3n/2) = 0 and sin(31/2) = —1.

(d) If =0 or 6=2m, then B is (1, 0). Hence, cos 0 =1 and sin 0 =0, and cos 2w =1 and sin 2w = 0.

Let us see that our definitions coincide with the traditional definitions in the case of an acute angle of
a triangle. Let 0 be an acute angle of a right triangle DEF and let AOBG be a similar triangle with hypot-
enuse 1. (See Fig. 16-7.) Since the triangles are similar, BG/BO=EF/ @, that is, BG = b/c, and, likewise,
0G =alc Hence, cos 0= a/c and sin 6 = b/c. This is the same as the traditional definitions:

cosf = adjacentside and  sing= opposite side
hypotenuse hypotenuse
E
by
opposite B(cos 0, sin 8)
side. b ~
~N
AN
N
1 \\
b \

¢ \

\

8 \

[ -
D adjacent F 0o a ¢ A(1,0) x
side, a ¢
Fig. 16-7
TABLE 16.1
7]

RADIANS DEGREES cos 6 sin 6
0 0 1 0
/6 30 V312 12
/4 45 \2/2 212
/3 60 12 312
/2 90 0 1
T 180 -1 0
3n2 270 0 -1

We now can use the values obtained from high-school trigonometry. [See Problem 22(a—c).] Table 16-1
lists the most useful values.
Let us first collect some simple consequences of the definitions.

(16.1) cos(6+ 2m) =cos O and sin(@ + 2m) = sin 6
This holds because an additional complete rotation of 27 radians brings us back to the same point.
(16.2) cos(—0) = cos 0 and sin(—0) = —sin O (see Fig. 16-8)
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(16.3) sin? 6+ cos? =1 [In accordance with tradiational notation, sin? 6 and cos? 6 stand for (sin 0)? and
(cos 6)2.] L
In Fig. 16-6, 1=0B =+/cos?6+sin’6 by Problem 1 of Chapter 2. (16.3) implies sin> 6= 1 —
cos? @ and cos? =1 —sin” 0.

» <

(_5+) (+’+)

) *+-)

Fig. 16-8 Fig. 16-9

(16.4) In the four quadrants, the sine and cosine have the signs shown in Fig. 16-9.

(16.5) For any point A(x, y) different from the origin O, let r be its distance from the origin, and let 6 be
the radian measure of the angle from the positive x axis to the arrow OA. (See Fig. 16-10.) The pair
(r, 0) are called polar coordinates of A. Then x =r cos 8 and y = r sin 6. (See Problem 8.)

For the derivation of more complicated formulas, we shall depend on the following result.

(16.6) cos(u — v) =cos u cos v+ sin u sin v
For the proof, see Problem 11.
(16.7) cos(u+ v) =cos u cos v— sin u sin v
Replace v by — »in (16.6) and use (16.2).
(16.8) cos(m/2 — v) =sin vand sin(T/2 — v) =cos v
Replace u by ®/2 in (16.6) and use cos(n/2) = 0 and sin(rn/2) = 1. This yields cos(m/2 — v) = sin ». In
this formula, replace » by (/2 — v) to obtain cos v = sin(7t/2 — v).
(16.9) sin(u + ») =sin u cos v+ cos u sin v
By (16.6) and (16.8),

sin(u +z) =cos[(n/2)— (u+2z)|=cos[(w/2—u)— 2]
=cos(m/2—u)cosv +sin(;w/2 — u)sinz = sinu cos z + cosu sin »

(16.10) sin(u — ») =sin u cos v — COS i Sin v
Replace v by — »in (16.9) and use (16.2).
(16.11) cos2u=cos>u—sinu=2cos’u—1=1-2sin’u
Replace vby u in (16.7) to get cos 2u = cos? u — sin® u. Use sin” u = 1 — cos? u and cos? u = 1 — sin?
u to obtain the other two forms.
(16.12) sin 2u =2 sin u cos u
Replace v by u in (16.9).

2(u)_l1+cosu
(16.13) cos ( 2)_—2

_ B 2 U
cosu—cos(Z 2)—2005 (2j 1
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by (16.11). Now solve for cos” (%)

by
A(x. y)

Fig. 16-10
u) l-cosu

(16.14) sin (5) 5
By (16.3) and (16.13),

cofuY_ o ,fu)_. ld+cosu 1-—cosu
sin (2]—1 cos (2)—1 )

(16.15) (a) (Law of Cosines). In any triangle AABC (see Fig. 16-11),

c2=a*+b*-2abcosb

For a proof, see Problem 11(a).
(b) (Law of Sines)

sinA _sinB _ sinC
a b c

where sin A is sin(£ZBAC), and similarly for sin B and sin C.

’ A
|

|

|

s ¢
|

|

|

I

é

P

C a B

Fig. 16-11



CHAPTER 16 Review of Trigonometry

SOLVED PROBLEMS

1. Translate the following degree measures into radian measures: (a) 54°; (b) 120°.

(a) 54°= 54(180 radlans) 1307z radians
(b) 120°= IZO(W radlans) = 23” radians

2. Translate the following radian measures into degree measures: (a) 2?” radians; (b) %r radians; (¢) 2 radians.

(a) 2% radians = 2—”(% degrees) =172°

5
Smt S5 (180 _ 1500
(b) % radians = == % ( T degrees)—lSO

(¢) 2 radians = 2(@ degrees) = (@)
V4 T

3. (a) In acircle of radius r = 3 centimeters, what arc length s along the circumference corresponds to a central
angle 0 of /6 radians?
(b) In a circle of radius 4 feet, what central angle corresponds to an arc length of 8 feet?

‘We know that s = r6, where 0 is measured in radians.

(a) s= 3(%) = % centimeters

—(s)|_8_ -
(b) 9—(r)—4—2rad1ans

4. What rotatlon% between 0 and 215 radians have the same effect as the rotations with the following measures?
(a) —radlans (b) 405°; (¢c) —%F radlam (d) =57 radians.

11z

(a) = = 2m+ %T So, the equivalent rotation is - 3n

4

(b) 405°= (360 +45)°. So, the equivalent rotation is 45°.

(©) —% +2n = ST” So, the equivalent rotation is ST” radians.
(d) —-5m+ 6w =m. So, the equivalent rotation is 7 radians.

radians.

5. Find sin @if @ is an acute angle such that cos@ =%
By (16.3), %2 +sin?@=1. So, sin?>6@ === and, therefore, sinf==x2. Since B is acute, sin 0 is positive. So,
sinf =42

6. Show that sin (1t — 6) = sin 6 and cos (1 — 6) = —cos 6.
By (16.10), sin (n — 6) = sin 7w cos 8 — cos 7 sin 8= (0) cos 6 — (-1)sin 8=sin 6. By (16.6), cos (t — 6) =
cos T cos O+ sin 1t sin 8= (—1) cos O+ (0) sin 6= —cos 6.

7. Calculate the following values: (a) sin 27/3; (b) s1n . (c) cos 9m; (d) sin 420°; (e) cos 3m/4; (f) cos T/12;
(g) sin /8; (h) sin 19°.

2 T\ _ . _ 3
(a) By Problem 6, s1nT—sm(7r 3 )—sm—3 =5
gk _ 3
(b) By (16.1), sm—3 —sm(27r+ 3)—sm—3 =5

(¢) By (16.1),cos 9t =cos (t+8mw) =cos w=—1
(d) By (16.1), sin390° =sin(30 + 360)° =sin30° =%

37 _ LB gosEo_ N2
(e) By Problem 6, COST—COS(E 4)— e )
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T oos(E— ) = cos EcosE 4 sinEsinE = LN2 L B3 N2 _V2+4/6
(f) cos12 cos(3 4) cos3cos4+s1n3sm4—2 5 T 5 5 = T
s 2T _I_COS(”/4)_1—(\/§/2)_2—\/§ . 2—\/5 . T_T
(g) By (16.14), sin (8)_ 3 =——5 =57 .Hence, sing =+3=7=—.Since 0<¢ <7,
sin % is positive and, therefore, sin% = —2_2\/5 .

(h) 19° cannot be expressed in terms of more familiar angles (such as 30°, 45°, or 60°) in such a way that any of
our formulas are applicable. We must then use the sine table in Appendix A, which gives 0.3256; this is an
approximation correct to four decimal places.

8. Prove the result of (16.5): If (r, 6) are polar coordinates of (x, y), then x =r cos @and y = r sin 6.
Let D be the foot of the perpendicular from A(x, y) to the x axis (see Fig. 16-12). Let F be the point on the ray
OA at a unit distance from the origin. Then F = (cos 6, sin 0). If E is the foot of the perpendicular from F to the x
axis, then OE = cos6 and FE =sinf Since AADO is similar to AFEO (by the AA criterion), we have:

Hence, x = r cos @ and y = r sin 6. When A(x, y) is in one of the other quadrants, the proof can be reduced to
the case where A is in the first quadrant. The case when A is on the x axis or the y axis is very easy.

A(x. y)

Fig. 16-12

9. Find rectangular coordinates of the point with polar coordinates r = 3, 8 = 1/6.

_ —3cosE =33 — rsinf=3sinE=3(L)=3
By (16.5), x—rcos@—30056 =3 5 , and y—rsm9—351n2 —3(2)—2.
10. Find polar coordinates of the point (1, /3 ). N
By (16.5), ?=x>+y*=1+3=4.Then r= 2. So, cosQ-—:% sin9=%=73.Thus, 9:%.

11. (a) Prove the law of cosines (16.15(a)). (b) Prove the law of sines (16.15(b)).

(a) See Fig. 16-11. Take a coordinate system with C as origin and B on the positive x axis. Then B has
coordinates (a, 0). Let (x, y) be the coordinates of A. By (16.5), x =5 cos 6 and y = b sin 6. By the distance
formula (2.1),

cz\/(x—a)2+(y—0)2 :\/(x—a)2+y2
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Therefore,

c¢?=(x—a)*+y*=(bcosO—a)’+ (bsin6)>
=b?cos’0—2abcosO+a® +b*sin? 0 (Algebra: (u—2)* =u? —2uv+ %)
=a®+b*(cos? 0 +sin> 0) — 2ab cos O

=a*+b*—2abcosh (by(16.3))

(b) See Fig. 16-13. Let D be the foot of the perpendicular from A to side BC, and let = AD . Then
sinB=AD/ AB=h/c. Thus, h = ¢ sin B and so the area of AABC = 4 (base x height) = L ah = Lacsin B.
(Verify that this also holds when ZB is obtuse.) Similarly, +bcsin A = the area of AABC = +absinC.
Hence, facsinB=+bcsinA =+absinC. Dividing by +abc, we obtain the law of sines.

A

|
c I h b

I
i
D

a C
Fig. 16-13
12. Prove the identity (16.6): cos(u — v) = cos u cos v+ sin u sin v.

Consider the case where 0 < v < u < v+ 1. (See Fig. 16-14.) By the law of cosines,
BC?* =17 +1%> = 2(1)(1)cos(£BOC). Thus,

(cosu —cosz)? + (sinu —sinz)?> =2 —2cos(u — 2)
cos?u—2cosucosz+cos?z+sinu—2sinusinz +sin? 7z =2 —2cos(u — 2)
(cos®u +sin? u) + (cos? 7 + sin® ) — 2(cosu cos  + sinusin ) = 2 — 2 cos(u — 2)
14+1—2(cosucosz+sinusinz) =2 —2cos(u — )

cosucosz + sinusinz = cos(u — )

All the other cases can be derived from the case above.

y

e L

Fig. 16-14
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SUPPLEMENTARY PROBLEMS
13. Change the following radian measures into degree measures: (a) 4 radians; (b) 7/10 radians; (c) 117/12 radians.

Ans. (a) (720/m)°; (b) 18°; (c) 165°

14. Change the following degree measures into radian measures: (a) 9°; (b) 75°; (c) (90/m)°.

Ans. (a) (7/20 radians; (b) 57/12 radians; (¢) + radian

15. Refer to the notation of Fig. 16-3. (a) If =7 and 6= /14, find s; (b) If 6= 30° and s = 2, find r.

Ans. (a)m/2; (b) 12/m

16. Find the angle of rotation between 0 and 27 that has the same effect as the following rotations: (a) 17n/4;
(b) 375°; (¢) —n/3; (d) =Tm/2.

Ans. (a) m/4; (b) 15°; (c) 5n/3; (d) /2

17. Evaluate: (a) cos (47/3); (b) sin(117/6); (c) cos210°; (d) sin315°; (e) cos75°; (f) sin73°.

Ans. (a) —%; (b) =1;(c) —/3/2;(d) —v2/2; (e) (J2—+/3)/2; (f) approximately 0.9563

18. Assume Ois acute and sin@ = +. Evaluate: (a) cos 0; (b) sin 26; (c) cos 26; (d) cos (6/2).

Ans. (a) J15/4; (b) J15/8; (c) %; d) (J8+215)/4

19. Assume 0 is in the third quadrant (1 < 6 < 31/2) and cos@ =—+. Find: (a) sin 6; (b) cos 26, (c) sin(6/2).

Ans. (a) —%; (b) %; (©) (3J/10)/10

20. In AABC, AB=5, AC =7, and cos(ZABC)=2. Find BC.
Ans. 42

21. Prove the identity SI06 - 1=cos20

b4 V2 T_ 1. n nﬁ
2

. . . T T _N2. T r_1 T T _
22. Derive the following values: (a) sin 4 =cosy =51 (b) sin 6 =COsT =753 (c) sin 3 =C08¢ =

[Hints: (a) Look at an isosceles right triangle AABC.

(b) Consider an equilateral triangle AABC of side 1. The line AD from A to the midpoint D of side BC is
perpendicular to BC. Then BD= 1. Since ZABD contains 7/3 radians, cos(x/3)= BD/AB=(1/2)/1= +. By
(16.8), sin (1/6) = cos (n/2 — ©/6) = cos (7/3).

(¢) sin*(m/3)=1-cos*(n/3)=1-4+=2. So, sin(r/3) = J3/2 and cos (n/6) = sin (1/3) by (16.8).]



Differentiation of
Trigonometric Functions

Continuity of cos x and sin x
It is clear that cos x and sin x are continuous functions, that is, for any 6,

%in(} cos(@+h)=cos@ and limsin (6+h)=sinf

h—0

To see this, observe that, in Fig. 17-1, as & approaches 0, point C approaches point B. Hence, the x coordi-
nate of C (namely, cos (8 + h)) approaches the x coordinate of B (namely, cos 6), and the y coordinate of C

(namely, sin (0 + h)) approaches the y coordinate of B (namely, sin 0).

_1 (cos (8 + k), sin (8 + h))
- - .~
7 C ~
// N\ (cos 6, sin 8)
/ 1 h \
/ B \
/ [’} \
4 }
| 1 |
\ /
\ /
\ /
AN /
~ s
~ ~ 4 — - -
Fig. 17-1

To find the derivative of sin x and cos x, we shall need the following limits.
(17.1) 1imSn€ _
60 0
17.2) liml=cos@_
6—0 9

For a proof of (17.1), see Problem 1. From (17.1), (17.2) is derived as follows:

1—cosf _1-cos@ 1+cos@ _ 1—cos’6
] 0 1+cosf  6(1+cosB)

__ sin’6  _sin@ _ sinf
T O(l+cosB) 6 1+cosO’

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.
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Hence,

. 1—cos@ _;. sin@ ;. _sin@ _, _sin0 _, 0 _, _
Lli% 0 _]el—rB 0 Ll—lgl+cos9_l Trcos0  Te1 - 10=0

(17.3) D (sinx)=cosx
(17.4) D (cosx)=-sinx

For a proof of (17.3), see Problem 2. From (17.3) we can derive (17.4), with the help of the chain rule
and (16.8), as follows:

D (cosx)=D,_ (sin(%— x)) = cos(%— x) -(=1)=—sinx

Graph of sinx

Since sin (x + 27) = sin x, we need only construct the graph for 0 <x < 27. Setting D (sin x) = cos x =0 and
noting that cos x =0 in [0, 27r] when and only when x = 7/2 or x = 372/2, we find the critical numbers 7/2 and
37/2. Since D?(sinx) = D_(cos x) = —sinx, and —sin(7r/2) = —1 < 0 and —sin(371/2) = 1 > 0, the second de-
rivative test implies that there is a relative maximum at (7z/2, 1) and a relative minimum at (37/2, —1). Since
D (sin x) = cos x is positive in the first and fourth quadrants, sin x is increasing for 0 < x < 7/2 and for
3m/2 < x < 2m. Since D?(sinx)=—sinx is positive in the third and fourth quadrants, the graph is concave
upward for 7 < x < 27. Thus, there will be an inflection point at (7, 0), as well as at (0, 0) and (27, 0). Part
of the graph is shown in Fig. 17-2.

Graph of cos x

Note that sin (/2 + x) = sin (71/2) cos x + cos (7£/2) sin x = 1- cos x + 0 - sin x = cos x. Thus, the graph of
cos x can be drawn by moving the graph of sin x by 7/2 units to the left, as shown in Fig. 17-3.
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The graphs of y = sin x and y = cos x consist of repeated waves, with each wave extending over an interval
of length 27. The length (period) and height (amplitude) of the waves can be changed by multiplying the
argument and the value, respectively, by constants.

EXAMPLE 17.1: Let y = cos 3x. The graph is sketched in Fig. 17-4. Because cos 3(x + 27/3) = cos (3x + 2m) =
cos 3x, the function is of period p = 27/3. Hence, the length of each wave is 27/3. The number of waves over an interval
of length 27 (corresponding to one complete rotation of the ray determining the angle x) is 3. This number is called
the frequency f of cos 3x. In general, pf = (length of each wave) X (number of waves in an interval of 27) = 2. Hence,

f=2nlp.

VANYANYANYANYAN
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Fig. 17-4

For any b > 0, the functions sin bx and cos bx have frequency b and period 27/b.

EXAMPLE 17.2: y=2 sinx. The graph of this function (see Fig. 17-5) is obtained from that of y = sin x by doubling
the y values. The period and frequency are the same as those of y = sin x, that is, p = 2w and f= 1. The amplitude, the
maximum height of each wave, is 2.

(9%
a
|
a
|
oar
o
SIERS
a
98]
a
D!
a
=

2k

Fig. 17-5

EXAMPLE 17.3: In general, if b >0, then y = A sin bx and y = A cos bx have period 27/b, frequency b, and amplitude
|Al. Figure 17-6 shows the graph of y = 1.5 sin 4x.
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Fig. 17-6
Other Trigonometric Functions
Tangent tanx = sinx
cosx
Cotangent cotx = cosx _ 1
SiInx tanx
Secant secx =
cos X
Cosecant cscx= 1
sin x
Derivatives
(17.5) D (tanx)=sec’x
(17.6) D (cotx)=—csc’x
(17.7) D (secx)=tanx secx
(17.8) D (cscx)=—cotxcscx
For the proofs, see Problem 3.
Other Relationships
(17.9) tan’x+1=sec’x
tan? x4+ 1= sin*x  ,_sin’x+cos’x __ 1 —sec?x
cos? x cos? x cos’ x

(17.10) tan(x+m)=tanx and cot(x+m)=cotx

Thus, tan x and cot x have period 7. See Problem 4.

(17.11) tan(-x)=—tanx and cot(—x)=—cotx

sin(—=x) _ —sinx _ _ sinx _

cos(—x) ~ cosx cosx

tan(—x) =

—tanx, and similarly for cot x
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Graph of y = tanx

Since tan x has period 7, it suffices to determine the graph in (—/2, 7/2). Since tan (—x) = —tan x, we need
only draw the graph in (0, 7/2) and then reflect in the origin. Since tan x = (sin x)/(cos x), there will be vertical
asymptotes at x = /2 and x = —7/2. By (17.5), D (tan x) > 0 and, therefore, tan x is increasing.

D?(tan x) = D (sec? x) = 2sec x(tan x sec x) = 2 tan xsec? x.

Thus, the graph is concave upward when tan x > 0, that is, for 0 < x < 7/2, and there is an inflection point
at (0, 0). Some special values of tan x are given in Table 17-1, and the graph is shown in Fig. 17-7.

TABLE 17-1

x tan x

0 0

T

6 g ~0.58

T

4 1

x| 3~1.73

3
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Fig. 17-7
For an acute angle 0 of a right triangle,
sinf _ opposite  adjacent _ opposite

tan6 = cos@ ~ hypotenuse ~ hypotenuse  adjacent
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Graph of y=sec x
Since sec x = 1/(cos x), the graph will have a vertical asymptote x = x, for all x, for which cosx, = 0, that is,
for x = (2n + 1)7/2, where n is any integer. Like cos x, sec x has a period of 27, and we can confine our at-
tention to (-7, 7). Note that Isec x| 2 1, since Icos x| < 1. Setting D (sec x) = tan x sec x = 0, we find critical
numbers at x = 0 and x = 7, and the first derivative test tells us that there is a relative minimum at x = 0 and
a relative maximum at x = 7.

Since

D?(secx) = D (tanxsec x) = tan x(tan x sec x) + sec x(sec? x) = sec x(tan” x + sec’ x)

there are no inflection points and the curve is concave upward for —7/2 < x < /2. The graph is shown in
Fig. 17-8.

i . Y4 i )
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Fig. 17-8

Angles Between Curves

By the angle of inclination of a nonvertical line &£, we mean the smaller counterclockwise angle o from
the positive x axis to the line. (See Fig. 17-9.) If m is the slope of &, then m = tan o. (To see this, look at
Fig. 17-10, where the line &' is assumed to be parallel to & and, therefore, has the same slope m. Then m =
(sin o0 — 0)/(cos a0 — 0) = (sin o)/(cos @) = tan @L.)

y
P2
! i P(cos a, sin a
/ /N

\ .
a N \
//( - \(Q - N \_-’////

Fig. 17-9 Fig. 17-10

By the angle between two curves at a point of intersection P, we mean the smaller of the two angles be-
tween the tangent lines to the curves at P. (See Problems 17 and 18.)
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SOLVED PROBLEMS

i SING
1. Prove (17.1): Llir(}—e =1.

Since %;9) = % , we need consider only 6> 0. In Fig. 17-11, let 6 = ZAOB be a small positive

central angle of a circle of radius OA = OB = 1. Let C be the foot of the perpendicular from B onto OA. Note
that OC = cos@ and CB = sin0. Let D be the intersection of OB and an arc of a circle with center at O and
radius OC. So,

Area of sector COD < area of ACOB < area of sector AOB

DB

0 [ Cll4_

OC =cos 8, CB =sins
Fig. 1711

Observe that area of sector COD =+60cos*@ and that area of sector AOB=16. (If W is the area of a sector
determined by a central angle 6 of a circle of radius r, then W/(area of circle) = 6/27. Thus, W/nr? = 6/27 and,
therefore, W =16r%)

Hence,
+0cos*0<1sinBcosf <10

Division by +8cos6 > 0 yields

sin @ 1
cos6 S—e < oS0

As 0 approaches 0%, cos@ —1, 1/(cos 8) —1. Hence,

1<lim3€ <1 Thus 1im 30—
6—0 9 6—-0 9

2. Prove (17.3): D (sin x) = cos x.

Here we shall use (17.1) and (17.2).
Let y =sin x. Then y + Ay = sin (x + Ax) and

Ay = sin(x + Ax) — sin x = cos xsin Ax + sin x cos Ax — sin x

= cosxsin Ax + sinx(cos Ax — 1)

dy . Ay .. sinAx , . _cosAx—1
4 2 - s SR 52
(o oy SR8y SO

=(cosx)(1) + (sinx)(0) = cos x

3. Prove: (a) D (tan x) = see? x (17.5); (b) D (sec x) = tan x sec x (17.7).

(a) % (tanx) = dd_x(

sinx | _ cosxcosx —sinx(—sinx)
cosx cos? x

2 in2
_ cos x+251n X _ 12 —sec? x
cos®x cos®x
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(b) Differentiating both sides of (17.9), tan? x + 1 = sec? x, by means of the chain rule, we get
2tanxsec? x =2secx D (secx).

Hence, D (sec x) = tan x sec x.

Prove (17.10): tan(x + ) = tan x.

sin(x + 7r) = sinxCcoS 7T + cOS xSin 7T = —sin x

coS(Xx + IT) = COSXCOS T — SIN X SIN T = —COS X

Hence,

sin(x+7) _ —sinx _ sinx

tan(x+ )= = =
( ) cos(x+7m) —cosx cosx

=tanx

tanu — tanv

Derive tan(u —v) = 1+ tanu tano

sin(u—v) _ sinucosv — cosusiny
cos(u—v) cosucosv+sinusiny

tan(u —v) =

sing _ sinv

_ _COSU___COsv
|4 Sinu sinv
cosu cosv

(divide numerator and denominator by cos u cos v)

_ _tanu—tany
1+ tanutanvy

Calculate the derivatives of the following functions: (a) 2cos 7x; (b) sin® (2x); (c) tan (5x); (d) sec (1/x).

(@ D (2 cos 7x)=2(-sin 7x)(7) = —14 sin 7x

(b) D (sin’ (2x)) = 3 (sin® (2x))(cos (2x))(2) = 6 sin* (2x) cos (2x)

(c) D (tan (5x)) = (sec? (5x))(5) = 5 sec? (5x)

(d) D (sec (1/x)) = tan(1/x) sec(1/x)(~1/x*) = —(1/x*) tan(1/x) sec(1/x)

Find all solutions of the equation cosx=+.

Solving (4)? + y2 =1, we see that the only points on the unit circle with abscissa 4 are (+,4/3/2) and
(4,- 3 /2). The corresponding central angles are 7/3 and 57/3. So, these are the solutions in [0, 27]. Since cos x
has period 27, the solutions are /3 + 27n and 57/3 + 27n, where n is any integer.

L. . sinSx, . sin3x.
Calculate the limits (a) £1£>I(} BT (b) lxlir(} ST lim

. osinSx _ . 5sinSx _ 5. sinu_s.q\_s
@ lrlilg X _£1—>02 Sx 2490 u =2()=3

. sin3x _ . sin3x _7x 3 _ 3, - sinu u
®) P_rgsin7x_£§% 3x sin7x 7_7},15} u },lg}sinu

—31(n=3
sinx 1. 1

() limianX_ppsinx 1, lim
x—0 X x—0 X COS x x—0 X u—0 COS X

=MD =1
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9. Lety=uxsinx. Find y”.
y'=xcosx+sinx

y” = x(—sinx) + cosx + cos x = —xsinx + 2cos x

"

y” =—xcosx—sinx — 2sinx =—xcosx — 3sinx

10. Lety=tan*(3x —2). Find y”.
y"=2tan(3x — 2)sec?(3x — 2) - 3=6tan(3x — 2)sec’*(3x — 2)
y” =6[tan(3x — 2) - 2sec(3x — 2) - sec(3x — 2) tan(3x — 2) - 3 + sec?(3x — 2)sec’ (3x — 2) - 3]
=36tan’(3x — 2)sec*(3x —2) + 18sec*(3x — 2)
11. Assume y =sin (x + y). Find y’.
y' =cos(x+y)-(1+y")=cos(x+y)+cos(x+y)-(y)
Solving for y’,

,_ cos(x+y)
T 1—cos(x+y)

12. Assume sin y + cos x = 1. Find y’.

sin x

cosy-y —sinx=0. So y'= cosy

, _ cosycosx—sinx(—siny)-y’ cosxcosy+sinxsiny-y’
Y cos?y cos?y

_cosxcosy+sinxsiny(sinx)/(cosy) _ cosxcos®y+sin® xsiny
cos?y cos’y

13. A pilot is sighting a location on the ground directly ahead. If the plane is flying 2 miles above the ground at
240mi/h, how fast must the sighting instrument be turning when the angle between the path of the plane and the
line of sight is 30°? See Fig. 17-12.

240 mi/h
[}
2
[} X
Fig. 17-12
% =-—240mi/h and x=2cotf

From the last equation, % =-2csc? 6%. Thus, —240 = —2(4)% when 6 =30°

4o _ -3
- 30rad/h = o deg/s
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Sketch the graph of f(x) = sin x + cos x.

f(x) has a period of 27t. Hence, we need only consider the interval [0, 27]. f'(x) = cos x — sin x, and f”(x) =
—(sin x + cos x). The critical numbers occur where cos x = sin x or tan x = 1, x = 7/4 or x = 57/4.
[ (rmld)= —(J2/2++/212)==/2 <0. So, there is a relative maximum at x = 7/4, y= V2.
f7(5rld)= —(—/2/2=/2/2)=+/2 > 0. Thus, there is a relative minimum at x = Smld,y= —/2. The
inflection points occur where f"(x) = —(sin x 4+ cos x) =0, sin x = —cos x, tan x = -1, x =34 or x = 771/4, y = 0.
See Fig. 17-13.

4y
\/j .
1 /
1 1 1
s 3n St It op  x
4 4 4 4
V2
Fig. 17-13

Sketch the graph of f(x) = cos x — cos? x.
f/(x)=—sinx —2(cos x)(—sin x) = (sinx)(2cosx — 1)

and
f”(x) = (sinx)(=2sinx) + (2cos x — 1)(cos x)

=2(cos* x —sin®x) — cosx =4 cos? x —cosx — 2

Since f has period 27, we need only consider [—7, 7], and since f'is even, we have to look at only [0, 7]. The
critical numbers are the solutions in [0, 7] of sin x =0 or 2 cos x — 1 = 0. The first equation has solutions 0 and 7,
and the second is equivalent to cosx =+, which has the solution 7z/3. f"(0) = 1 > 0; so there is a relative minimum
at (0, 0). f"(m) =3 > 0; so there is a relative minimum at (7, —2). f”(7/3)=—32 < 0; hence there is a relative
maximum at (7£/3, +). There are inflection points between 0 and 7/3 and between 71/3 and 7; they can be found by
using the quadratic formula to solve 4 cos?x — cos x — 2 = 0 for cos x and then using a cosine table or a calculator
to approximate x. See Fig. 17-14.

wla -
[(SIE]

Fig. 17-14

16. Find the absolute extrema of f (x) = sin x + x on [0, 27].

f'(x) =cos x + 1. Setting f'(x) = 0, we get cos x = —1 and, therefore, the only critical number in [0, 27] is
x = . We list wand the two endpoints 0 and 27 and compute the values of f{x).

Hence, the absolute maximum 27 is achieved at x = 27, and the absolute minimum O at x = 0.
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17. Find the angle at which the lines £ :y=x+1 and £,: y=-3x+5 intersect.
Let o, and o, be the angles of inclination of £, and &£, (see Fig. 17-15), and let m, and m, be the
respective slopes. Then tan o, = m, =1 and tan &, = m, = -3. o, — @, is the angle of intersection. Now, by
Problem 5,

_ _ tano, —tanoyy,  my,—-m; 31
@n(@ =) = g ane, ~ 1+ mm, - T+ (3)(D)
_—=4_
===2

From a graphing calculator, o, — o, ~ 63.4°.

Loy Y

\

Fig. 17-15

18. Find the angle o between the parabolas y = x? and x = y* at (1, 1).
Since D (x*) =2x and D, Wx)=1/2x), the slopes at (1, 1) are 2 and +. Hence, tano =
Thus, using a graphing calculator, we approximate o by 36.9°.

SUPPLEMENTARY PROBLEMS

19. Show that cot(x + ) = cot x, sec(x + 27) = sec x, and csc(x + 27) = csc x.
20. Find the period p, frequency f, and amplitude A of 5 sin(x/3) and sketch its graph.

Ans. p=6ér,f=1,A=5

21. Find all solutions of cos x = 0.

Ans. x=Q2n+ 1)% for all integers n

22. Find all solutions of tan x = 1.

Ans.  x=(4n+ 1)% for all integers n



23.

24.

25.

26.

27.

28.

29.

CHAPTER 17 Differentiation of Trigonometric Functions

Sketch the graph of f(x)= %'

Ans. See Fig. 17-16.

e NV,

3 3

(-2.- ﬁ)
3 3

Fig. 17-16

Derive the formula tan(u + v) = m.
— tanutanv
Find y'".
(a) y=sin3x+cos 2x Ans. y’ =3 cos 3x—2 sin 2x
(b) y=tan(x? Ans. Y =2xsec? (x2)
(¢) y=tan’x Ans.  y =2tanxsec’x
(d) y=cot(l-2x?) Ans. ¥y =4xcsc? (1 -2x%)
(e) y=x’sinx Ans. Y’ =Xx"cos x+ 2x sin x
) y= co;x Ans. = —xsmiz— cosx
. . sinax . sin’(2x)

Evaluate: (a) lxlg(} sinbx ’ (b) lxlir(} xsin?(3x)

Ans. (2) 33 ()%

2
If x =A sin kt + B cos kt, show that % =—k%x.

(a) If y =3sin(2x + 3), show that y"+ 4y =0. (b) If y =sin x + 2cos x, show that y”+y”"+y" +y=0.

(i) Discuss and sketch the following on the interval 0 < x < 2. (ii) (GC) Check your answers to (i) on a graphing
calculator.

(a) y=+sin2x

(b) y=cos*x—cosx

(c) y=x—-2sinx

(d) y=sinx(l + cos x)
() y=4cos’x—3cosx

Ans. (a) maximum at x = 7/4, 57/4; minimum at x = 37/4, 77/4; inflection point at x = 0, /2, 7, 37/2
(b) maximum at x = 0, 77; minimum at x = /3, 57/3; inflection point at x = 32°32', 126°23’, 233°37’,
327°28’
(c) maximum at x = 57/3; minimum at x = 7i/3; inflection point at x =0,
(d) maximum at x = 7/3; minimum at x = 571/3; inflection point at x = 0, 7, 104°29’, 255°31”
() maximum at x = 0, 271/3, 47/3; minimum at x = /3, 7, 57/3; inflection point at x = /2, 37/2, /6,
5n6, 1m6, 117/6
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30. If the angle of elevation of the sun is 45° and is decreasing by + radians per hour, how fast is the shadow cast on
the ground by a pole 50 ft tall lengthening?

Ans. 25 ft/h

31. Use implicit differentiation to find y": (a) tan y = x%; (b) cos (xy) = 2y.

Yy sin(xy)

"__ 2 1y [
Ans. (a)y'"'=2xcos’y;(b) ¥ 2+ x sin(xy)



CHAPTER 18

Inverse Trigonometric Functions

The sine and cosine functions and the other trigonometric functions are not one-to-one and, therefore, do
not have inverse functions. However, it is possible to restrict the domain of trigonometric functions so that
they become one-to-one.

Looking at the graph of y = sin x (see Fig. 17-2), we note that on the interval — ©t/2 < x < 1/2 the restric-
tion of sin x is one-to-one. We then define sin™' x to be the corresponding inverse function. The domain of
this function is [—1, 1], which is the range of sin x. Thus,

1. sin”' (x) =y if and only if sin y = x.
2. The domain of sin™" x is [-1, 1].
3. The range of sin”' x is [-1/2, w/2].

The graph of sin™! x is obtained from the graph of sin x by reflection in the line y = x. See Fig. 18-1.

»

sin' x

r
2

¥

Fig. 18-1

EXAMPLE 18.1: 1In general, sin™! x = the number y in [-1t/2, ©t/2] such that sin y = x. In particular, sin™! 0 = 0,
sin™! 1 =7/2, sin™' (—1) =—n/2, sin™' (1) = /6, sin™ (v2/2) = /4, sin"' (\/3/2) = /3. Also, sin~'(—1) = 7 / 6. In general,
sin~! (—x) = —sin™! x, because sin (—y) = —sin y.

The Derivative of sin* x

Let y = sin™! x. Since sin x is differentiable, sin™' x is differentiable by Theorem 10.2. Now, sin y = x and,
therefore, by implicit differentiation, (cos y) y" = 1. Hence, y’ = 1/(cos y). Butcos? y=1 —sin> y =1 — x%
So, cosy=%1-x? . By definition of sin™! x, y is in the interval [-n/2, /2] and, therefore, cos y = 0.

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.
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Hence, cos y =+/1—x?. Thus, Y= ~. S0, we have shown that

1-x

(18.1) D (sin”' x)=
1—x?

The Inverse Cosine Function
If we restrict the domain of cos x to [0, 7], we obtain a one-to-one function (with range [—1, 1]). So we can
define cos™! x to be the inverse of that restriction.

1. cos™! (x)=yif and only if cos y = x.
2. The domain of cos™! xis [-1, 1].
3. The range of cos™! x is [0, 7].

The graph of cos™ x is shown in Fig. 18-2. It is obtained by reflecting the graph of y = cos x in the line
y=x.

[S1E ]

-1 0 i X

y=cos x

Fig. 18-2

An argument similar to the one above for (18.1) shows that

(18.2) D, (cos™ x)=—
1-x?

The Inverse Tangent Function
Restricting the domain of tan x to the interval (—=mt/2, ©t/2), we obtain a one-to-one function (with range the
set of all real numbers), whose inverse we take to be tan™' x. Then:

1. tan’!(x) =y if and only if tan y = x.
2. The domain of tan™! x is (—oo, +c0).
3. The range of tan™! x is (—1/2, ©/2).

EXAMPLE 18.2: In general, tan~! x = the number y in (—t/2, 1t/2) such that tan y = x. In particular, tan™' 0 =0, tan™! 1 =
/4, tan™' (+/3) = /3, tan"' (\/3/3) = 7/6. Since tan (—x) = —tan x, it follows that tan™!(—x) = —tan™' x. For example, tan™!
(-1)=-n/4.

The graph of y = tan™! x is shown in Fig. 18-3. It is obtained from the graph of y = tan x by reflection in
the line y = x. Note that y = /2 is a horizontal asymptote on the right and y =—m/2 is a horizontal asymptote
on the left.
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94
r
__________ 2
x
e
2
y=tan’ x
Fig. 183
1
-1y —
(18.3) D, (tan x)_l+x2

In fact, if y = tan-! x, tan y = x and, by implicit differentiation, (sec* y) y* = 1. Hence,
1 1 1

T sec’y l+tan’y 1+x*’

Inverses of cot x, sec x, and csc x are defined in similar fashion.

4

y

cot™! x. Restrict cot x to (0, 7). Then the domain of cot™ x is (—oo, +o0) and
y=cot" x ifandonlyif coty=ux

—1 _
(18.4) D, (cot”x)=—1—

The proof is similar to that of (18.3). The graphs of cot x and cot™' x are shown in Fig. 18-4.

y y

—_—— e e e e e e . — - ———

(SIE]

(b) y=cot' x

o
e
*x
<
>

(@) y=cotx

Fig. 18-4
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sec! x. Restrict sec x to the union of [0, ©t/2) and [, 31/2). Then the domain of sec™! x consists of all y such
that [y| > 1 and

y=sec' X ifandonlyif Secy=x
1
18.5) D (sec'x)=———
( ) ’ xvx? -1

For the proof, see Problem 1. The graph of sec x appeared in Fig. 17-8, and that of sec™! x is shown in
Fig. 18-5.

y=sec!x
Fig. 18-5

csc! x. Restrict csc x to the union of (0, /2] and (&, 3t/2]. Then the domain of csc™! x consists of all y such
that |[y| > 1 and

y=csc'x ifandonlyif cscy=x
1
xJx? -1

The proof is similar to that of (18.5). The graphs of csc x and csc™! x are shown in Fig. 18-6.

(18.6) D (csc'x)=—

Y

—_————e e e

IS]E]
T

1 |
x ~1 0 1 X

[SIE ) -
3

L]
K

(b) y=csc'x

(a) y=csc x

Fig. 18-6
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The apparently arbitrary choices of the domains for the inverse trigonometric functions were made in
order to obtain simple formulas for the derivatives.

Do not confuse the notation for the inverse trigonometric functions with exponential notation. For exam-
ple, sin”! x is not the same as (sin x)™'. To avoid the possibility of such confusion, one can use the following
alternative notation for the inverse trigonometric functions:

arcsinx =sin”' x, arccosx=cos'x, etc.

SOLVED PROBLEMS

1. Prove (18.5): D (sec™ x)=———

xvxr -1
Let y =sec™ x. Then sec y =x and, by implicit differentiation, tan y sec y (/) = 1. Now tan’ y=sec’y— 1 =x>— 1;

hence, tany=++/x>—1. By definition of sec™ x, y is in [0, 7/2) or &, 3m/2), and, therefore, tan y is positive.

Thus, tany=+/x>—1 So,

,_ 1 _ 1
T tanysecy  x/x2—1

y
In Problems 2-8, find the first derivative y’.

2. y=sin"'2x—3).
By (18.1) and the Chain Rule,

’

1
—— L pox
Y J1=(2x—-3)? (2%

3)= 2 = 1
J12x—4x2—8 Jx—x2-2

3. y=cos!(x?). 1 )
By (18.2) and the Chain Rule, y’ = —%D_(;c)2 ==X
1-(x*)? 1

Vil

—-Xx
4. y=tan'(3x?). | 6
. r_ 2y — _ X
By (18.3) and the Chain Rule, y" = 7607 D (3x%) T304
_ -1 1+x
5. y=cot (_1—x)'
By (18.4) and the Chain Rule,
Y= 1 (1+x)=_ 1 =0 =1+ 0D
H_(l+x)2 \l-x 1+(1+x)2 (1-x)
1-x 1-x
2 1

6. y=xva®—x*+a’sin™ (%)

v =x[F(@® — x*) 2 (2x)]+ (@® — x*)"* + a? L %z 2\a* — x*

Ji=(xlay*
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7. y=xcsc’ (%)+\/1—x2 forO<x<1.

|1 1 71(l) L1 v2\2(_7 ) — —l(l)
yi=x o : +csc e +5(1—x*)"*(-2x)=csc "
-1
- L 71(2 )
8 y—abtan atanx.
1 1 b _1 a? boo,.__ sec’x
Y = ab Dx(atanx) Tt antxa > YT @ b an’ x

" a?cos? x+b2sin x

9. Ify’sinx+y=tanx, findy'.

By implicit differentiation, 2yy’sinx + y*> cos x + y’ = T2 Hence,

y'(2ysinx+1)=

a2 ¥? cos x and, therefore,

,  1-(+x?*)y’cosx
T 0+ ) 2ysinx + 1)

y

10. Evaluate: (a) sin™' (—/2/2) (b) cos™'(1); (c) cos™'(0); (d) cos™' (L); (e) tan™! (—/3); (F) sec™! (2); (g) sec! (-2)

(@) sin™'(—2/2)=—sin"'(\2/2=-7/4

(b) cos™'(1) =0, since cos(0) = 1 and 0 is in [0, 7]

(¢) cos™'(0) =m/2, since cos(w/2) = 0 and (7/2) is in [0, 7]

(d) cos'(3)=m/3

(e) tan"'(—/3)=—tan"'(\/3)=-7/3

(f) sec™'(2) =m/3, since
sec(%) = cos(17r/3) = i =2

(g) sec™(-2) =4mn/3, since sec (4 /3) = L

1 _
cos(4m/3) -1

2

=-2 and 47/3 is in [7, 37/2)

11. Show that sin™! x + cos™ x = %

. _ 1 1 . .
D _(sin™' x + cos™' x) = ————————=0. Then, by Problem 15 of Chapter 13, sin™' x + cos™! x is a
* JI=x* l1-x

(S}

, that constant is Z.

constant. Since sin”'0+cos'0=0+ % = >

SR

12. (a) Prove: sin (sin”!(y)) = y; (b) find sin"!(sin 1); (c) prove that sin"!(sin x) = x if and only if x is in [-7/2, T/2].

(a) This follows directly from the definition of sin"!(y).

(b) sin”'(sin ™) =sin~'0 = 0.

(c) sin!yis equal to that number x in [-1t/2, ®/2] such that sin x = y. So, if x is in [-®/2, /2], sin™! (sin x) = x.
If x is not in [-7/2, /2], then sin™! (sin x) # x, since, by definition, sin™! (sin x) must be in [-7/2, T/2].

13. Evaluate: (a) cos(2sin™'(2)); (b) sin(cos™ (—3)).
(a) By (16.11), cos(2sin”! (%)) =1—2sin*(sin”! () =1-2(3)*=1- %= 1.
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(b) sin*(cos™!'(—%))=1-cos*(cos!(—3)=1-(—3)* =4%.
Hence, sin(cos™ (-2))==++/7/4. Since cos™'(—2) is in the second quadrant, sin(cos™'(—3)) > 0. So,
sin(cos™ (—3)) = /7/4.

14. The lower edge of a mural, 12 ft high, is 6 ft above an observer’s eye. Under the assumption that the most
favorable view is obtained when the angle subtended by the mural at the eye is a maximum, at what distance
from the wall should the observer stand?

Let 6 denote the subtended angle, and let x be the distance from the wall. From Fig. 18-7, tan (6 + ¢) =18/x,

tan¢ = 6/x, and
_ _tan(@+¢)—tang  (18/x)—(6/x) _  12x
tan6 =tan[(0+¢) — 1= T B Gytang ~ 1+ (A8/0(6/x) ~ * + 108
12
o¢ 6
x
Fig. 18-7
Then

o 12x) 4o 12(-x"+108)
6= tan (x2+108 and = T 360x7 + 11664

The critical number x = 6+/3 ~ 10.4. By the first derivative test, this yields a relative maximum. The observer
should stand about 10.4 ft in front of the wall.

SUPPLEMENTARY PROBLEMS

15. Evaluate: (a) sin™'(—/3/2); (b) cos™'(x/3/2); (c) cos™'(=+/3/2); (d) tan™'(—/3/3); (e) sec'(/2);
(f) sec(=V/2).

Ans. @) =Z5(0) 5 0) 2Z; (d) -Z; e) T (1) 2

16. Prove: tan”' x+cot'x= %

In Problems 17-24, find y’.

17. y=sin-'(3x) Ans. = 9x2
18. y=cos'(3x) Ans. 4 i 2
19. y=tan (%) Ans. _)52—34.9
20. y=sin'(x— 1) Ans. 1
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21. y=x*cos™ (2) Ans. Z)C(cos‘l (2) 4L j
x x) x4
_ X Gl x2
22. y= = sin”'(x—a) Ans. @
23. y=(x—a)J2ax—x* +a’*sin”! (x a ) Ans.  2+2ax-—x?
JiP—4
24, y= xxz +Lsec!($x) Ans. ﬁ

25. Prove formulas (18.2), (18.4), and (18.6).

26. Let 0=cos™!(2). Find: (a) sin 0; (b) cos 0; (c) tan 0; (d) cot 0; (e) sec 0; (f) csc 0; (g) cos 26; (h) sin 26.

Ans. @303 0 2@ 1{,02,(1?) 15 () - 41 ) 1285

27. Let O=sin"'(-%). Find: (a) sin 0; (b) cos 0; (c) tan 6; (d) cot 6; (e) sec 0; (f) csc ; (g) cos 20; (h) sin 26.

Ans. @) 4 0) 28 0 ~40: @) 208 ) 2 )51 9) 1wy -0

2tan6

28. Prove: tan260= —an’o"

29. Evaluate: (a) cos(sin™()); (b) tan(sec™(3)); (¢) sin(cos™ (%) +sec™'4); (d) cos~ (cos3—”)

2
Ans. (@) BT o) 20, ¢ 2L NS g 2

30. Find the domain and range of the function f(x) = sin(sec™" x).

Ans. Domain Ixl = 1; range (-1, 1)

31. (a) For which values of x is tan~!(tan x) = x true?

(b) (GC) Use a graphing calculator to draw the graph of y = tan™!(tan x) — x to verify your answer to (a).

Ans. () —%<x<%

32. Alight is to be placed directly above the center of a circular plot of radius 30 ft, at such a height that the edge
of the plot will get maximum illumination. Find the height if the intensity / at any point on the edge is directly
proportional to the cosine of the angle of incidence (angle between the ray of light and the vertical) and inversely
proportional to the square of the distance from the source.

(Hint: Let x be the required height, y the distance from the light to a point on the edge, and 6 the angle of

cos@ kx
incidence. Then I =k v = 900y )

Ans. 1542 ft

33. Show that sin™' x = tan™ [ : X - j for Ixl < 1. Examine what happens when Ixl = 1.
—x



34.

35.

36.
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(GC) Evalute sin™'(2) by using a graphing calculator.

Ans. 0.6435

(a) Find sec(tan™'(3)). (b) Find an algebraic formula for sec (tan™! (2x)). (c) (GC) Verify (a) and (b) on a graphing
calculator.

Ans.  (a) @; (b) V1+4x

Prove: (a) sec™'x = cos™ (%) for x> 1; (b) sec™' x =27 —cos™! (%) forx<-1.

(The formula of part (a) would hold in general for lxl > 1 if we had defined sec™ x to be the inverse of the
restriction of sec x to (—1/2, 7/2). However, if we had done that, then the formula for D (sec™'x) would have been

1/(Ix1v/x* —1) instead of the simpler formula 1/(x+/x*—1).)



CHAPTER 19

Rectilinear and Circular Motion

Rectilinear Motion

Rectilinear motion is motion of an object on a straight line. If there is a coordinate system on that line, and
s denotes the coordinate of the object at any time #, then the position of the object is given by a function
s =f(f). (See Fig. 19-1.)

Fig. 19-1

The position at a time 7 + At, very close to ¢, is f(¢ + Ar). The “distance” the object travels between time
t and time ¢ + At is f(¢ + Ar) — f(#). The time the object has traveled is Az. So, the average velocity over this
period of time is

fa+An—f()
At

(Note that the “distance” can be negative when the object is moving to the left along the s axis. So the average
velocity can be positive or negative or zero.)

As At approaches zero, this average velocity approaches what we think of as the instantaneous velocity v
at time ¢. So,

= tim FEAIFO_

A0 A

Hence, the instantaneous velocity v is the derivative of the position function s, that is, v = ds/dt.

The sign of the instantaneous velocity v tells us in which direction the object is moving along the line. If
v =ds/dt > 0 on an interval of time, then by Theorem 13.7(a), we know that s must be increasing, that is, the
object is moving in the direction of increasing s along the line. If » = ds/dt < 0, then the object is moving in
the direction of decreasing s.

The instantaneous speed of the object is defined as the absolute value of the velocity. Thus, the speed
indicates how fast the object is moving, but not its direction. In an automobile, the speedometer tells us the
instantaneous speed at which the car is moving.

The acceleration a of an object moving on a straight line is defined as the rate at which the velocity is
changing, that is, the derivative of the velocity:

dv_d’s
dr — dr?

EXAMPLE 19.1: Let the position of an automobile on a highway be given by the equation s = f(f) = > — 5¢, where s
is measured in miles and ¢ in hours. Then its velocity » = 2 — 5 mi/h and its acceleration a = 2 mi/h?. Thus, its velocity
is increasing at the rate of 2 miles per hour per hour.

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.
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When an object moving along a straight line changes direction, its velocity » = 0. For, a change in direc-
tion occurs when the position s reaches a relative extremum, and this occurs only when ds/df = 0. (However,
the converse is false; ds/dt = 0 does not always indicate a relative extremum. An example is s =¢*> at t =0.)

EXAMPLE 19.2: Assume that an object moves along a straight line according to the equation s = f(r) = (¢ — 2)%,
where s is measured in feet and ¢ in seconds. (The graph of fis shown in Fig. 19-2.) Then » =f'(f) = 2(t — 2) ft/sec and
a =2 ft/sec’. For t <2, v <0 and the object is moving to the left. (See Fig. 19-3.) For > 2, » > 0 and the object is mov-
ing to the right. The object changes direction at ¢ =2, where » = 0. Note that, although the velocity v is O at time t =2,
the object is moving at that time; it is not standing still. When we say that an object is standing still, we mean that its
position is constant over a whole interval of time.

N

Fig. 19-2 Fig. 19-3

Motion Under the Influence of Gravity
If an object has been thrown straight up or down, or just starts from rest, and the only force acting upon it is
the gravitational pull of the earth, then the resulting rectilinear motion is referred to as free fall.

Put a coordinate system on the vertical line on which the object is moving. Assume that this s axis is di-
rected upward (see Fig. 19-4), and that ground level (the surface of the earth) corresponds to s = 0. It is a fact
of physics that the acceleration « is a constant approximately equal to —32 ft/sec?. (In the metric system, this
constant is —9.8 m/sec® The symbol “m”stands for “meters.”) Note that the acceleration is negative because
the pull of the earth causes the velocity to decrease.

. dv
—=aq=— h .
Since r a 32, we have

earth 77777777777 0¥ 7777777777/

Fig. 19-4

19.1) v =y,—32t

where v, is the initial velocity when ¢t = 0. Now, v =
(19.2) s=sy+ yyt — 1612

where s, is the initial position, the value of s when 7= 0.*

ds

. Hence,
dt

* In fact, D(y, — 32f) = — 32 = D,». So, by Chapter 13, Problem 18, v and ¢, — 32 differ by a constant. Since » and y, — 327 are equal
when 7 = 0, that constant difference is 0.

¥ In fact, D (s, + vt — 16¢%) = 4, — 32t = D,s. So, by Chapter 13, Problem 18, s and s, + ¢,¢ — 16¢? differ by a constant. Since s and
so + vt — 1617 are equal when ¢ = 0, that constant difference is 0.
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Circular Motion

The motion of a particle P along a circle is completely described by an equation 8 = f(f), where 8 is the
central angle (in radians) swept over in time ¢ by a line joining P to the center of the circle. The x and y co-
ordinates of P are given by x =r cos @and y = r sin 6.

By the angular velocity @ of P at time ¢, we mean a

By the angular acceleration o, of P at time ¢, we mean

do _ d°0
dr — dt*

SOLVED PROBLEMS

1. Abody moves along a straight line according to the law s = lt3 —2¢t. Determine its velocity and acceleration at
the end of 2 seconds.

2

v= % =31*-2; hence, when t =2, v =3(2)? —2 =4 ft/sec.
a= % — 3¢: hence, when =2, a = 3(2) = 6 ft/sec’.

2. The path of a particle moving in a straight line is given by s = — 61> + 9t + 4.

(@
(b)
(©)
(d)
(e

(@)
(b)
©
(d)
(e

Find s and @ when »=0.

Find s and » when a = 0.

When is s increasing?

When is v increasing?

When does the direction of motion change?

‘We have

_ds _a0 _ —3(f — 1)1 — —dv _ e
v=B =32 12149=30-10-3),  a=L=61-2)

When v=0,f=1and 3. Whent=1,s=8anda=-6. Whent=3,s=4anda=6.
Whena=0,tr=2.Atr=2,s=6and v=-3.

s is increasing when »> 0, that is, when r < 1 and 7 > 3.

vis increasing when a > 0, that is, when ¢ > 2.

The direction of motion changes when »= 0 and a # 0. From (a), the direction changes when =1 and # = 3.

3. Abody moves along a horizontal line according to s =f(r) =13 — 9¢% + 24¢.

(a)
(b)
©

(a)

(b)

©

When is s increasing, and when is it decreasing?
When is » increasing, and when is it decreasing?
Find the total distance traveled in the first 5 seconds of motion.

‘We have

—ds _a0 —3(f — 2)(f — —dv _ e
v—dl—?)t 18t +24 =3(t-2)(t - 4), a—dt—6(t 3)

s is increasing when » > 0, that is, when r <2 and 1 > 4.

s is decreasing when v < 0, that is, when 2 <t < 4.

vis increasing when a > 0, that is, when ¢ > 3.

vis decreasing when a < 0, that is, when 7 < 3.

When ¢ =0, s = 0 and the body is at O. The initial motion is to the right (¢ > 0) for the first 2 seconds; when
t =2, the body is s = f(2) = 20 ft from O.

During the next 2 seconds, it moves to the left, after which it is s = f(4) = 16 ft from O.
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It then moves to the right, and after 5 seconds of motion in all, it is s = f(5) = 20 ft from O. The total
distance traveled is 20 + 4 + 4 = 28 ft (see Fig. 19-5).

O 20

Fig. 19-5

A particle moves in a horizontal line according to s = f(r) = ¢* — 6¢° + 12t — 107 + 3.

(a) When is the speed increasing, and when decreasing?
(b) When does the direction of motion change?
(c) Find the total distance traveled in the first 3 seconds of motion.

Here
v=B—ap 1824241210 =20- 172 -5),  a=L=120-1)-2)
(a) wchanges sign at r=2.5, and a changes signatt=1,r=2.
Fort< 1, v<0and a> 0. Since a > 0, vis increasing. Since v < 0, the speed lv|l = — vis decreasing.
For 1 <t<2,v<0anda<0.Since a <0, vis decreasing. Since »< 0, the speed lv| = — v s increasing.

For2 <t<2.5, v<0anda>0. As in the first case, the speed is decreasing.
Fort>2.5, v>0and a > 0. vis increasing. Since v > 0, the speed lv| = v is increasing.

(b) The direction of motion changes at ¢ = 2.5, since, by the second derivative test, s has a relative extremum
there.

(¢) When t=0, s =3 and the particle is 3 units to the right of O. The motion is to the left until ¢ = 2.5, at which
time the particle is 4 units to the left of O. When ¢ = 3, s = 0; the particle has moved # units to the right.
The total distance traveled is 3+ 4Z + 2 = 3! units. (See Fig. 19-6.)

27716
Fig. 19-6

A stone, projected vertically upward with initial velocity 112 ft/sec, moves according to s = 112¢ — 16¢%, where s
is the distance from the starting point. Compute (a) the velocity and acceleration when 7 = 3 and when 7 =4, and
(b) when the greatest height reached. (c) When will its height be 96 ft?

We have v=ds/dt =112 =32t and a = dv/dt = -32.

(a) Att=3, v=16 and a =—32. The stone is rising at 16 ft/sec.
Att=4, v=—16 and a =—32. The stone is falling at 16 ft/sec.

(b) At the highest point of the motion, = 0. Solving »=0= 112 — 32¢ yields # = 3.5. At this time, s = 196 ft.

(c) Letting 96 = 1127 — 1672 yields ¢*> — 7t + 6 = 0, from which 7= 1 and 6. At the end of 1 second of motion, the
stone is at a height of 96 ft and is rising, since »> 0. At the end of 6 seconds, it is at the same height but is
falling since » < 0.

A particle rotates counterclockwise from rest according to 6= #3/50 — ¢, where 0 is in radians and ¢ in seconds.
Calculate the angular displacement 6, the angular velocity @, and the angular acceleration ¢ at the end of
10 seconds.

0:%—t=10 rad, w:%:%— =5 rad/sec, oc=[fi—(;)=56—(l)=grad/sec2

At t=0, a stone is dropped from the top of a building 1024 ft high. When does it hit the ground, and with what
speed? Find the speed also in miles per hour.
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Since s, = 1024 and y, = 0, equation (19.2) becomes s = 1024 — 1612, and the time of hitting the ground is the
solution of 1024 — 16¢% = 0. This reduces to 1> = 64, yielding ¢t = +8. Since the motion occurs when ¢ >0, r = 8.
The equation (19.1) is v=—32¢, yielding v=—32(8) = —256 ft/sec when ¢ = 8, that is, when the stone hits the
ground. (The velocity is negative because the stone is moving downward.) The speed is 256 ft/sec. To change to
miles per hour, note the following:

x feet per second = 60x feet per minute = 60(60x) feet per hour

_ 3600x
~ 5280

miles per hour = %x miles per hour.

Thus,
(19.3)  xfeetpersecond =43 xmiles per hour.

In particular, when x = 256, we get 174 miles per hour.

If a rocket is shot vertically upward from the ground with an initial velocity of 192 ft/sec, when does it reach its
maximum height above the ground, and what is that maximum height? Also find how long it takes to reach the
ground again and with what speed it hits the ground.

Equations (19.1) and (19.2) are v= 192 — 32¢ and s = 192¢ — 16¢%. At the maximum height, »= 0, and,
therefore, 7 = 6. So, it takes 6 seconds to reach the maximum height, which is 192(6) — 16(6)* = 576 ft. The rocket
returns to ground level when O = 192¢ — 16¢2, that is, when ¢ = 12. Hence, it took 6 seconds to reach the ground
again, exactly the same time it took to reach the maximum height. The velocity when # = 12 is 192 — 32(12) =
—192 ft/sec. Thus, its final speed is the same as its initial speed.

SUPPLEMENTARY PROBLEMS

10.

11.

12.

13.

Show that, if an object is moving on a straight line, then its speed is increasing when its velocity » and its
acceleration a have the same sign, and its speed is decreasing when » and a have opposite sign. (Hint: The speed
S=1lvl. When v> 0, § = vand dS/dt = dv/dt = a. When v< 0, S = —v and dS/dt = —dvdt =—a.)

An object moves in a straight line according to the equation s = 3 — 672 + 9, the units being feet and seconds.
Find its position, direction, and velocity, and determine whether its speed is increasing or decreasing when (a)
t=3:(b) t=3:(c) t=3:(d)1=4.

Ans. (a) s=2Zft; moving to the right with v = 2 ft/sec; speed decreasing
(b) s=4% ft; moving to the left with v = — ft/sec; speed increasing
(¢c) s=3 ft; moving to the left with v = —% ft/sec; speed decreasing
(d) s=4ft; moving to the right with »= 9 ft/sec; speed increasing

The distance of a locomotive from a fixed point on a straight track at time ¢ is 3¢* — 4473 + 144¢%. When is it in
reverse?

Ans. 3<t<8

Examine, as in Problem 2, each of the following straight line motions: (a) s =73 — 9% + 24¢; (b) s=1°—31>+ 3¢+ 3;
() s=21>—12t>+ 18t —5; (d) s =3¢*— 2813 +90¢> — 108t.

Ans. The changes of direction occur at =2 and t =4 1n (a), not atall in (b), atr=1and =3 in(c),and at r = 1
in (d).

An object moves vertically upward from the earth according to the equation s = 64¢ — 1672. Show that it has lost
one-half its velocity in its first 48 ft of rise.
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A ball is thrown vertically upward from the edge of a roof in such a manner that it eventually falls to the street
112 ft below. If it moves so that its distance s from the roof at time 7 is given by s = 947 — 16¢2, find (a) the
position of the ball, its velocity, and the direction of motion when ¢ =2, and (b) its velocity when it strikes the
street (s in feet, and ¢ in seconds).

Ans. (a) 240 ft above the street, 32 ft/sec upward; (b) —128 ft/sec

A wheel turns through an angle of 0 radians in time 7 seconds so that @ = 1287 — 12¢2. Find the angular velocity
and acceleration at the end of 3 seconds.

Ans. =156 rad/sec; o. = —24 rad/sec?

A stone is dropped down a well that is 144 ft deep. When will it hit the bottom of the well?

Ans. After 3 seconds

With what speed in miles per hour does an object dropped from the top of a 10-story building hit the ground?
Assume that each story of the building is 10 ft high.

Ans. 545 m/h

An automobile moves along a straight road. If its position is given by s = 873 — 12¢2 + 6¢ — 1, with s in miles and ¢
in hours, what distance does it travel from¢t=0tot=1?

Ans. 2 miles

Answer the same question as in Problem 18, except that s = 57 — ¢? and the car operates from =0 to t = 3.

Ans. 6.5 miles

A stone was thrown straight up from the ground. What was its initial velocity in feet per second if it hit the
ground after 15 seconds?

Ans. 240 ft/sec

(GC) Let the position s of an object moving on a straight line be given by s = r* — 312 + 2¢. Use a graphing
calculator to estimate when the object changes direction, when it is moving to the right, and when it is moving to
the left. Try to find corresponding exact formulas.

Ans. Change of direction at t =—1.3660, 0.3660, and 1. The object moves left for r < —1.3660 and for

—1+./3
5

0.3660 <t < 1. The exact values of t at which the object changes direction are 1 and

(GC) An object is moving along a straight line according to the equation s = 3¢ — 2. A second object is moving
along the same line according to the equation s = ¢ — > + 1. Use a graphing calculator to estimate (a) when they
occupy the same position and (b) when they have the same velocity. (c) At the time(s) when they have the same
position, are they moving in the same direction?

Ans. (a) 0.3473 and 1.5321; (b) r = £1; (c) opposite directions at both intersections.



CHAPTER 20

Related Rates

If a quantity y is a function of time ¢, the rate of change of y with respect to time is given by dy/dt. When two
or more quantities, all functions of the time ¢, are related by an equation, the relation of their rates of change
may be found by differentiating both sides of the equation.

EXAMPLE 20.1: A 25-foot ladder rests against a vertical wall. (See Fig. 20-1.) If the bottom of the ladder is sliding

away from the base of the wall at the rate of 3 ft/sec, how fast is the top of the ladder moving down the wall when the
bottom of the ladder is 7 feet from the base?

25

- X
Fig. 20-1

Let x be the distance of the bottom of the ladder from the base of the wall, and let y be the distance of the
top of the ladder from the base of the wall. Since the bottom of the ladder is moving away from the base of
the wall at the rate of 3 ft/sec, dx/dt = 3. We have to find dy/dt when x = 7. By the Pythagorean Theorem,

x2+y? =(25) =625 (20.1)

This is the relation between x and y. Differentiating both sides with respect to ¢, we get

dx dy
2XE+2yE_ 0

Since dx/dt = 3, 6x + 2y dy/dt = 0, whence
dy _
3x+ Y= 0 (20.2)
This is the desired equation for dy/dt. Now, for our particular problem, x = 7. Substituting 7 for x in equation
(20.1), we get 49 + y* = 625, y* =576, y = 24. In equation (20.2), we replace x and y by 7 and 24, obtaining

21+ 24 dy/dt = 0. Hence, dy/dt = — . Since dy/dt < 0, we conclude that the top of the ladder is sliding down
the wall at the rate of  ft/sec when the bottom of the ladder is 7 ft from the base of the wall.

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.
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SOLVED PROBLEMS

1.

Gas is escaping from a spherical balloon at the rate of 2 ft*/min. How fast is the surface area shrinking when the
radius is 12 ft?
A sphere of radius r has volume V = 4 77* and surface area S = 4nr2. By hypothesis, dV/dt = 2. Now,
dVidt = 4mr? dr/dt. So, =2 = 4mr? dr/dt and, therefore, dr/dt = —1/(2mr?). Also, dS/dt = 8nr dr/dt. Hence,
dSidt = —-8nr/2nr? = —4/r. So, when r = 12, dS/dt = —75 = —%. Thus, the surface area is shrinking at the rate of
+ ft*/min.

Water is running out of a conical funnel at the rate of 1 in¥/sec. If the radius of the base of the funnel is 4 in and
the height is 8 in, find the rate at which the water level is dropping when it is 2 in from the top. (The formula for
the volume V of a cone is §7r?h, where r is the radius of the base and # is the height.)

Let r be the radius and /4 the height of the surface of the water at time ¢, and let V be the volume of the water
in the cone. (See Fig. 20-2.) By similar triangles, r/4 = h/8, whence r=+h .

Fig. 20-2
Then
V=tnrh=dan'. So L=tz dl.
By hypothesis, dV/dt =—1. Thus,
q=1gp2dh  oldine 9h - 4
l=3mh a yielding &

Now, when the water level is 2 in from the top, 7 = 8 — 2 = 6. Hence, at that time, dh/dt = —1/(97), and so the
water level is dropping at the rate of 1/(97) in/sec.

Sand falling from a chute forms a conical pile whose altitude is always equal to 4 the radius of the base. (a)
How fast is the volume increasing when the radius of the base is 3 ft and is increasing at the rate of 3 in/min?
(b) How fast is the radius increasing when it is 6 ft and the volume is increasing at the rate of 24 ft*/min?

Let r be the radius of the base, and & the height of the pile at time ¢. Then

PR av._4 _.dr
7'L'rh—9727r. So —37'L'r dr

_1
r and V= ar

h= 3

[SSIEN

(a) When r=3 and dr/dt =+, dV/dt = 37 ft*/min.
(b) When r =6 and dV/dt = 24, dr/dt = 1/(2r) ft/min.

Ship A is sailing due south at 16 mi/h, and ship B, 32 miles south of A, is sailing due east at 12 mi/h. (a) At what
rate are they approaching or separating at the end of 1 hour? (b) At the end of 2 hours? (c) When do they cease to
approach each other, and how far apart are they at that time?
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Let A, and B, be the initial positions of the ships, and A, and B, their positions ¢ hours later. Let D be the
distance between them ¢ hours later. Then (see Fig. 20-3):

D*=(32-16t)* +(12¢)* and ZDii_? =2(32-16¢)(-16) +2(12¢)(12) = 2(400¢ — 512).

Ao
g
A,
3 D
!
8
B, 12t B‘
Fig. 20-3
daD _ 400t —512
Hence, 0= D
(@) Whent=1,D=20and Lii_[t) =-5.6. They are approaching at 5.6 mi/h.
(b) Whent=2,D =24 and Lii_[t) =12. They are separating at 12 mi/h.
(c) They cease to approach each other when aﬂ'}—? =0, that is, when t = 312 =1.28 h, at which time they are

D =19.2 miles apart.

5. Two parallel sides of a rectangle are being lengthened at the rate of 2 in/sec, while the other two sides are
shortened in such a way that the figure remains a rectangle with constant area A = 50 in>. What is the rate
of change of the perimeter P when the length of an increasing side is (a) 5 in? (b) 10 in? (c) What are the
dimensions when the perimeter ceases to decrease?

Let x be the length of the sides that are being lengthened, and y the length of the other sides, at time ¢.
Then

- dp _,(dx  dy —y=50, dA_ Ay dx_
P=2x+y), dt_z(dt+dt)’ A=xy=50, Gr=xGrtyg =0
(&) When x=35,y=10 and dx/dt = 2. Then
dx —0.So X — _ 5o _4y=_a; -
SE-HO(Z)_O' So = 4 and dt—2(2 4) = —4 in/sec (decreasing)
(b) When x =10, y =5 and dx/dt = 2. Then
dy _ dy _ dp _ . .
IOE +5(2)=0. So = -1 and P 2(2 —1) =2 in/sec (decreasing)

(c) The perimeter will cease to decrease when dP/dt = 0, that is, when dy/dt = —dx/dt = —2. Then
x(=2) + y(2) = 0, and the rectangle is a square of side x=y=>5y2 in.

6. The radius of a sphere is r when the time is ¢ seconds. Find the radius when the rate of change of the surface area
and the rate of change of the radius are equal.
The surface area S = 4n?; hence, dS/dt = 8nr dr/dt. When dS/dt = dr/dt, 8nr =1 and the radius r = 1/8m.

7. A weight Wis attached to a rope 50 ft long that passes over a pulley at a point P, 20 ft above the ground. The
other end of the rope is attached to a truck at a point A, 2 ft above the ground, as shown in Fig. 20-4. If the truck
moves away at the rate of 9 ft/sec, how fast is the weight rising when it is 6 ft above the ground?
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Fig. 20-4

Let x denote the distance the weight has been raised, and y the horizontal distance from point A, where the
rope is attached to the truck, to the vertical line passing through the pulley. We must find dx/dt when dy/dt =9
and x = 6.

Now

dy _30+xd
Y=G0+02 (8 and =5

When x =6, y=18v3 and dy/dt=9. Then 9= %% , from which % - %ﬁ ft/sec.

8. Alight L hangs H ft above a street. An object 4 ft tall at O, directly under the light, moves in a straight line along
the street at » ft/sec. Find a formula for the velocity V of the tip of the shadow cast by the object on the street at
t seconds. (See Fig. 20-5.)

L
H
3
ol %t T
|« y I
Fig. 205

After t seconds, the object has moved a distance vz. Let y be the distance of the tip of the shadow from O. By
similar triangles, (y — v#)/y = h/H. Hence,

_ _Hvt
H-h

V:ﬂ Hy 1

and, therefore, dr H—-h 1= (h/H) v

Thus, the velocity of the tip of the shadow is proportional to the velocity of the object, the factor of
proportionality depending upon the ratio //H. As h — 0,V — v, whileas h — H, V — + oo,

SUPPLEMENTARY PROBLEMS

9. Arectangular trough is 8 ft long, 2 ft across the top, and 4 ft deep. If water flows in at a rate of 2 ft*/min, how fast
is the surface rising when the water is 1 ft deep?

Ans. 1 ft/min
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10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

A liquid is flowing into a vertical cylindrical tank of radius 6 ft at the rate of 8 ft*/min. How fast is the surface
rising?

Ans.  2/9m ft/min

A man 5 ft tall walks at a rate of 4 ft/sec directly away from a street light that is 20 ft above the street. (a) At what
rate is the tip of his shadow moving? (b) At what rate is the length of his shadow changing?

Ans. (a) ft/sec; (b) 4 ft/sec

A balloon is rising vertically over a point A on the ground at the rate of 15 ft/sec. A point B on the ground is level
with and 30 ft from A. When the balloon is 40 ft from A, at what rate is its distance from B changing?

Ans. 12 ft/sec

Aladder 20 ft long leans against a house. If the foot of the ladder is moving away from the house at the rate of
2 ft/sec, find how fast (a) the top of the ladder is moving downward, and (b) the slope of the ladder is decreasing,
when the foot of the ladder is 12 ft from the house.

Ans. (a) 3 ft/sec; (b) & per second

Water is being withdrawn from a conical reservoir 3 ft in radius and 10 ft deep at 4 ft*/min. How fast is the
surface falling when the depth of the water is 6 ft? How fast is the radius of this surface diminishing?

Ans. 100/81w ft/min; 10/27m ft/min

A barge, whose deck is 10 ft below the level of a dock, is being drawn in by means of a cable attached to the deck
and passing through a ring on the dock. When the barge is 24 ft away and approaching the dock at 3 ft/sec, how
fast is the cable being pulled in? (Neglect any sag in the cable.)

Ans. % ft/sec

Aboy is flying a kite at a height of 150 ft. If the kite moves horizontally away from the boy at 20 ft/sec, how fast
is the string being paid out when the kite is 250 ft from him?

Ans. 16 ft/sec

One train, starting at 11 A.M., travels east at 45 mi/h while another, starting at noon from the same point, travels
south at 60 mi/h. How fast are they separating at 3 PM.?

Ans. 105+/2/2 mi/h

A light is at the top of a pole 80 ft high. A ball is dropped at the same height from a point 20 ft from the light.
Assuming that the ball falls according to s = 1622, how fast is the shadow of the ball moving along the ground 1
second later?

Ans. 200 ft/sec

Ship A is 15 miles east of O and moving west at 20 mi/h; ship B is 60 mi south of O and moving north at 15 mi/h.
(a) Are they approaching or separating after 1 h and at what rate? (b) After 3 h? (c) When are they nearest one
another?

Ans. (a) approaching, 115/+/82 mi/h; (b) separating, 9./10/2 mi/h; (¢) 1 h 55 min
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Water, at a rate of 10 ft*/min, is pouring into a leaky cistern whose shape is a cone 16 ft deep and 8 ft in diameter
at the top. At the time the water is 12 ft deep, the water level is observed to be rising at 4 in/min. How fast is the
water leaking away?

Ans. (10 = 3m) ft’/min

A solution is passing through a conical filter 24 in deep and 16 in across the top, into a cylindrical vessel of
diameter 12 in. At what rate is the level of the solution in the cylinder rising if, when the depth of the solution in
the filter is 12 in, its level is falling at the rate 1 in/min?

Ans. % in/min

Oil from a leaking oil tanker radiates outward in the form of a circular film on the surface of the water. If the
radius of the circle increases at the rate of 3 meters per minute, how fast is the area of the circle increasing when
the radius is 200 meters?

Ans. 1200w m*min

A point moves on the hyperbola x? — 4y? = 36 in such a way that the x coordinate increases at a constant rate of
20 units per second. How fast is the y coordinate changing at the point (10, 4)?

Ans. 50 units/sec

If a point moves along the curve y = x2 — 2x, at what point is the y coordinate changing twice as fast as the
x coordinate?

Ans. (2,0)



Differentials.
Newton’s Method

If a function fis differentiable at x, then f’(x) = lim Ay/Ax, where Ay = f(x + Ax) — f(x). Hence, for values
of Ax close to 0, Ay/Ax will be close to f”(x). This is often written Ay/Ax ~ f’(x), whence

Ay ~ f'(x)Ax (21.1)
This implies
flx+Ax)~ f(x)+ f'(x)Ax (21.2)
Formula (21.2) can be used to approximate values of a function.

EXAMPLE 21.1: Letusestimate v/16.2.Let f(x)= Jx,x=16,and Ax=0.2. Then x+ Ax=16.2, f(x+Ax)=+16.2,
and f(x)=+/16 =4. Since f’(x)= D, (x"*)=4x"=1/(2x)=1/(2\/16) = £, formula (21.2) becomes

JI62 ~ 4+ %(o.z) =4.025

(This approximation turns out to be correct to three decimal places. To four decimal places, the correct value is
4.0249, which can be checked on a graphing calculator.)

EXAMPLE 21.2: Let us estimate sin (0.1). Here, f(x) = sin x, x =0, and Ax=0.1. Then x + Ax=0.1,
f(x+ Ax) =sin (0.1), and f(x) = sin 0 = 0. Since f"(x) = cos x = cos 0 = 1, formula (21.2) yields

sin(0.1) ~ 0+1(0.1) = 0.1

The actual value turns out to be 0.0998, correct to four decimal places. Note that the method used for this problem
shows that sin u can be approximated by u for values of u close to 0.

A limitation of formula (21.2) is that we have no information about how good the approximation is. For
example, if we want the approximation to be correct to four decimal places, we do not know how small Ax

should be chosen.

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.



CHAPTER 21 Differentials. Newton’s Method

The Differential
The product on the right side of equation (21.1) is called the differential of f and is denoted by df.

Definition
The differential df of fis defined by

df = f'(x)Ax
Note that df is a function of two variables, x and Ax. If Ax is small, then formula (21.1) becomes
fx+Ax)— f(x)~df (21.3)

This formula is illustrated in Fig. 21-1. Line & is tangent to the graph of f at P; so its slope is f"(x). Hence,
f’(x)= RT/PR = RT/Ax. Thus, RT = f’(x)Ax = df. For Ax small, Q is close to P on the graph and, there-
fore RT ~ RQ, that is, df ~ f(x + Ax) — f(x), which is formula (21.3).

~

Fig. 21-1

When the function fis given by a formula, say f(x) = tan x, then we often will write df as d (tan x), Thus,
d(tanx) =df = f’(x)Ax =sec* xAx
Similarly, d(x* — 2x) = (3x* — 2) Ax. In particular, if f(x) = x,
de=df = f'(x)Ax=(1)Ax=Ax

Since dx = Ax, we obtain df = f'(x) dx. When Ax # 0, division by Ax yields df/ dx =f'(x). When f(x) is written
as y, then df is written dy and we get the traditional notation dy/dx for the derivative.
If u and » are functions and c is a constant, then the following formulas are easily derivable:

d(c)=0 d(cu)=cdu dlu+v)=du+dv

duwv)=udv+vdu d(zjzw

v v
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Newton’s Method

Assume that we know that x, is close to a solution of the equation

f(x)=0 (21.4)

where f'is a differentiable function. Then the tangent line J to the graph of f at the point with x coordinate
x, will ordinarily intersect the x axis at a point whose x coordinate x, is closer to the solution of (21.4) than
is x,. (See Fig. 21-2.)

=

5 -
=Y

Fig. 21-2

One point-slope equation of the line J is
y=fxg) = f(x)(x—x)
since f’(x,) is the slope of J. If I intersects the x axis at (x;, 0), then

O_f(xo) = f’(xo)(xl _xo)

If £/(x,) # 0, X=X, =— J{C,((’)‘fo))
Hence, X, =X, — J{,(();O))

Now carry out the same reasoning, but beginning with x, instead of x,. The result is a number x, that
should be closer to the solution of (21.4) than x,, where x, = x; — f(x)/f’(x,). If we keep on repeating this

procedure, we would obtain a sequence of numbers x,, x,, X,, ..., X,, ... determined by the formula
f(x,)
er—l zxn_f’(x ) (215)

This is known as Newton’s method for finding better and better approximations to a solution of the equa-
tion f(x) = 0. However, the method does not always work. (Some examples of the troubles that can arise are
shown in Problems 23 and 24.)

EXAMPLE 21.3: We can approximate +/3 by applying Newton’s method to the function f(x) = x> — 3. Here, f'(x) = 2x
and (21.5) reads

B _xf—3_2xf—(xf—3)_xf+3
I 2x T 2x

n n n

(21.6)

X
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Let the first approximation x, be 1, since we know that 1 < J3<2. Successively substituting n =0, 1, 2,... in
(21.6)," we get

1+3
X :TZZ

2 _2*+3_ 7 _
=50 —4—1.75

(1757 +3

_W:]'732142857

X3
_(1.732142857)* +3

Y= A3 140857y 73205081

(173205081 +3 _
X =51 732 0508D) = 1732050808

_ (1.732050808)* +3 _
X = 31732050808) 1.732 050 808

Since our calculator yielded x, = x,, we can go no further, and we have obtained the approximation /3 ~ 1.732 050 808,
which is, in fact, correct to the indicated number of decimal places.

SOLVED PROBLEMS

1. Use formula (21.2) to approximate: (a) ~/124 ; (b) sin 61°.

(a) Let f(x)=i/;,x= 125, and Ax=—1. Then x + Ax = 124, f(x+ Ax)=+/124 , and f(x)=/125 =5.
Since

1111

reon 13y _ 123 _ 1 -1
f(x)=D (x")=%x T3025° 35 75

formula (21.2) yields /124 ~ 5+ (5)(=1) =5 — - = 3 ~ 4.9867. (To four decimal places, the correct answer
can be shown to be 4.9866.)

(b) Letf(x)=sinx, x =m/3, and Ax =/180. Then x + Ax = 61°, f(x + Ax) =sin 61°, and f(x)= J312.
Since f’(x)=cosx=cos(r/3) =+, formula (21.2) yields

s o \/g 1 T _
sin61° ~ 5 + (7)(@) ~0.8660 + 0.0087 = 0.8747

(To four decimal places, the correct answer can be shown to be 0.8746.)

2. Approximate the change in the volume V of a cube of side x if the side is increased by 1%.
Here, Ax is 0.01x, f(x) = V=243, and f'(x) = 3x>. By formula (21.1), the increase is approximately (3x%)(0.01x) =
0.03x%. (Thus, the volume increases by roughly 3%.)

3. Find dy for each of the following functions y = f(x):

(@ y=x*+4x>-5x+6.
dy=d(x*)+d(4x*)—d(5x)+d(6) = (3x*> +8x—5)dx
(b) y=(Q2x*+5)%
dy=3(2x° +5)2d(2x +5) = (2x +5)"2(6x2dx) = 9x*(2x° + 5) 2 dx

T The computations are so tedious that a calculator, preferably a programmable calculator, should be used.
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X +2x+1
© y=uis
dy= (2 +3)d(x>+2x+1D)—(x* +2x + Dd(x> +3)
(x2 +3)?
_ (2 +3)Gx? + 2)dx — (x* +2x+ D2x) dx _ x* + 7 —2x+6 ;.
(x*+3)? (x*+3)?

(d) y=cos?2x+sin 3x.
dy=2cos2xd(cos2x) + d(sin3x)
=(2co0s2x)(-2sin2xdx) + 3cos3xdx
=—4sin2xcos2xdx + 3cos3xdx
=(-2sin4x + 3cos3x)dx

4. Use differentials to find %:

(@) xy+x-2y=5.
d(xy)+dx—dQ2y)=d(5)
xdy+ydx+dx—-2dy=0
(x=2)dy+(y+Ddx=0

dy  y+1

dx = x-2

2x 3y _
(b) y x—8.

z(ydxy—zxdyj_e’[xdyx—zydszo
2x*(ydx — xdy) = 3y*(xdy — ydx)=0
2x%y +3y*)dx — 2x* +3y*x)dy=0
dy _ y(2x*+3y*) _y

dx ~ x(2x*+3y*) " x
(¢) x=3cos 8—cos360,y=23sin O—sin 36.

dx = (-3sin0 + 3sin30)d0, dy = (3cos6 —3cos36)dO
4y _ c0s0 —cos360

dx  —sinf+sin30

Approximate the (real) roots of x* +2x —5=0.

Drawing the graphs of y =x* and y = 5 — 2x on the same axes, we see that there must be one root, which lies
between 1 and 2. Apply Newton’s method, with x, = 1. Then f(x) = x* + 2x — 5 and f”(x) = 3x* + 2. Equation
(21.5) becomes

X +2x, -5 2x2+5
X1 =X — 2 =22
T 3x2 42 3x7+2

Thus,

xlz%:1.4

x, ~1.330 964 467
x,~132827282

x, ~1.328 268856
x, ~1.328 268856

A calculator yields the answer 1.328 2689, which is accurate to the indicated number of places. So, the answer
obtained by Newton’s method is correct to at least seven decimal places.
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Approximate the roots of 2 cos x — x> =0.
Drawing the graphs of y =2 cos x and y = x%, we see that there are two real roots, close to 1 and —1. (Since the
function 2 cos x — x? is even, if r is one root, the other root is —r.) Apply Newton’s method with x, = 1. Then
f(x) =2 cos x —x* and f'(x) = -2 sin x — 2x = —2(x + sin x). Equation (21.5) becomes
2cosx, — x> x2+42(x,sinx, +cosx,)
X, +sinx, 2(x, +sinx,)

X, =x“+%

n+l

Then

x, ~1.02188593
x, ~1.02168997

x, ~1.021689 954
x, ~1.021689 954

A graphing calculator produces 1.021 69, which is correct to the indicated number of places. Thus, the answer
obtained by Newton’s method is accurate to at least five places.

SUPPLEMENTARY PROBLEMS

10.

11.

12.

Use equation (21.2) to approximate: (a) N7, (b) /1020 ; (c) cos 59°; (d) tan 44°.

Ans. (a) 2.031 25; (b) 3.996 88; (c) 0.5151; (d) 0.9651

Use equation (21.1) to approximate the change in (a) x> as x changes from 5 to 5.01; (b) % as x changes from 1
to 0.98.

Ans. (a) 0.75; (b) 0.02

A circular plate expands under the influence of heat so that its radius increases from 5 to 5.06 inches. Estimate
the increase in area.

Ans. 0.6min? ~ 1.88 in?

The radius of a ball of ice shrinks from 10 to 9.8 inches. Estimate the decrease in (a) the volume; (b) the surface area.

Ans. () 80m in%; (b) 167 in?

The velocity attained by an object falling freely a distance / feet from rest is given by v =+/64.4h ft/sec.
Estimate the error in » due to an error of 0.5 ft when 4 is measured as 100 ft.

Ans. 0.2 ft/sec

If an aviator flies around the world at a distance 2 miles above the equator, estimate how many more miles he
will travel than a person who travels along the equator.

Ans. 12.6 miles
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13. The radius of a circle is to be measured and its area computed. If the radius can be measured to an accuracy of 0.001
in and the area must be accurate to 0.1 inches?, estimate the maximum radius for which this process can be used.

Ans. 16in

14. If pV =20 and p is measured as 5 + 0.02, estimate V.

Ans. V=41x0.016

15. If F=1/r* and F is measured as 4 + 0.05, estimate r.

Ans.  0.5%0.003

16. Estimate the change in the total surface of a right circular cone when (a) the radius » remains constant while
the height & changes by a small amount A#; (b) the height remains constant while the radius changes by a small
amount Ar.

h*+2r?
Ans. (a) wrh Ah/NF* + h* ; (b) ﬂ[—+ 2r |Ar
N+ h?

17. Find dy for each of the following:

(@ y=0G5-x) Ans.  =3(5—x)’dx
sin x XCOSXx —sinx
(b) y= P Ans. de
_ -2
c =cos™! (2x Ans. —=—dx
© vy (2x) e
(d) y=cos (bx?) Ans.  —2bx sin (bx?) dx

18. Find dy/dx in the following examples by using differentials:

2y(y* +3x)
3 2y — A A———
(&) 2xy’+3xy=1 Ans. 3x (2% + 1)
(b) xy=sin(x—y) Ans. cos(x=y)=y

cos(x—y)+x

19. (GC) Use Newton’s method to find the solutions of the following equations, to four decimal places:

(a X¥*+3x+1=0 Ans. —0.3222
(b) x—cosx=0 Ans.  0.7391
() ¥+2x*-4=0 Ans.  1.1304

20. (GC) Use Newton’s method to approximate the following to four decimal places:

@ <3 Ans. 13161
(b) Y247 Ans.  3.0098

21. (a) Verify that Newton’s method for calculating +/r yields the equation X, = %(xn + ij
(b) (GC) Apply part (a) to approximate 5 to four decimal places. ’

Ans.  (b) 2.2361



22,

23.

24.

25.

26.
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(GC) Show that x* + x> — 3 = 0 has a unique solution in (1, 2) and use Newton’s method to approximate it to four
decimal places.

Ans. 1.1746

Show that Newton’s method does not work if it is applied to the equation x'* = 0, with x, = 1.

Show that Newton’s method does not give approximations to the solutions of the following equations, starting
with the given initial values, and explain why it does not work in those cases.

(a) X*-3x*+3x+2=0, withx,= 1.
(b) X¥*-3x*+x—1=0, withx,=1.
x=2 forx=>2
© fx)= , withx,=3
—J/2-x forx<2

(GC) Approximate 7 by using Newton’s method to find a solution of cos x + 1 = 0.

Ans. 3.141 592 654. (Note how long it takes for the answer to stabilize.)

(GC) Use Newton’s method to estimate the unique positive solution of cosx = %

Ans.  1.029 866 529



Antiderivatives

If F'(x) = f(x), then F is called an antiderivative of f.

EXAMPLE 22.1: x° is an antiderivative of 3x?, since D (x*) = 3x. But x* + 5 is also an antiderivative of 3x?, since
D(5)=0.

(D In general, if F(x) is an antiderivative of f(x), then F(x) + C is also an antiderivative of f{x), where C
is any constant.
(II)  On the other hand, if F(x) is an antiderivative of f(x), and if G(x) is any other antiderivative of f(x), then
G(x) = F(x) + C, for some constant C.

Property (II) follows from Problem 13 of Chapter 18, since F’(x) =f(x) = G’(x).
From Properties (I) and (IT) we see that, if F(x) is an antiderivative of f(x), then the antiderivatives of f(x)
are precisely those functions of the form F(x) + C, for an arbitrary constant C.

Notation: J f(x)dx will denote any antiderivative of f(x). In this notation, f(x) is called the integrand.
Terminology: An antiderivative J f(x)dx is also called an indefinite integral.

An explanation of the peculiar notation j f(x)dx (including the presence of the differential dx) will be
given later.

EXAMPLE 22.2: (a) [xdx=4x"+C; (b) [-sinxdr=cosx+C.

Laws for Antiderivatives

Law 1. dexz C.
Law 2. J.ldx=x+C.

Law 3. J.adxzax+C.

r+l

+1

(4) follows from the fact that D, ( ;C I

Law 4. J.x’ dx = ;C + C for any rational number r # —1.

r+1

)zx’ for r #—1.
Law5. [af(x)dx=a] f(x)dx.
Note that Dx(a | f(x)dx)= aDX( | f(x)a’x) = af (x).
Law 6. [(f(x)+g(x)dx= [ f(x)+dx+ [ g(x)dx.
Note that D, (j F@d+ [ gx) dx) =D, ( [rw dx) +D. (j 2(x) dx) = £(x)+ g(x).
Law 7. j( F(x)— g(x))dx = j F(x)dx— j g(x)dx.
Note that D, (j fydx—[ () a’x) =D, ( [ra a’x) -D. (j ¢(x) dx) = f(x)— g(x).

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.
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EXAMPLE 22.3:

3 — 3, X3
(a) J\/;dx—fx dx—4/3

+C=2x*3+C by Law (4).
-1
(b) J%dx: J.x-dez)i—1+ C:—%+ C by Law (4).
5 3 x* 7.4
(o) I7x dx = 7fx dx=7(T)+C=Tx + C by Laws (5), (4).
(d) J(xz +4)dx = szdx+ I4dx = %x3 +4x+ C by Laws (6), (4), and (2).
(© [(Gx*—4xydx=[3x%dx— [4xdr=3[x"dx—4[xdr=3(;x")-4(4x*)+ C=3x" - 20 + C.

EXAMPLE 22.4: Laws (3)—(7) enable us to compute the antiderivative of any polynomial. For instance,
j(6x8 — 205+ T +B3)dx=6(3x°) - 2(:x%) + TEx) +Bx+C
=22 —3x0 + x5 +3x+C
Law (8). (Quick Formula I)

[y g’ dv=— (g(x))”‘+C for any rational number r # —1

For verification, D ( (g(x))’“) ! —D [(g(x)™']=—=(r+D(g(x))" g’(x) = (g(x))"g’(x) by the power
. T\ r+l r+1 r+ 1
Chain Rule.

EXAMPLE 22.5:  [(1x' + 7/ dv=4 (b +7)° + C.
To see this, let g(x)=(+x*+7) and r =5 in Quick Formula I.

EXAMPLE 22.6: j(x + 1) xdx=1 j(x +1)22xdx =~ ( (P +1)P+C= O(x +1% +C.

5/3)

In this case, we had to insert a factor of 2 in the integrand in order to use Quick Formula I.

Law (9). Substitution Method
[ Fleteng dx = [ fudu

where u is replaced by g(x) after the right-hand side is evaluated. The “substitution” is carried out on the
left-hand side by letting u = g(x) and du = g’(x) dx. (For justification, see Problem 21.)

EXAMPLE 22.7:
(a) Find J.xsin(xz)dx.

Let u =x% Then du=2xdx. So, xdx=%du.By substitution,
jxsin(xz)dx = fsinu Gdu=+(-cosu)+ C=—-Lcos(x>)+C

(b) Find [sin(x/2)dx.
Let u = x/2. Then du = +%dx. So, dx =2 du. By substitution,

J.sm( )dx J(smu)Zdu ZIsmudu 2(—c0su)+C——200s(%)+C
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Observe that Quick Formula I is just a special case of the Substitution Method, with u = g(x). The advan-

tage of Quick Formula I is that we save the bother of carrying out the substitution.

lowing formulas for antiderivatives:

jsinxa’xz—cosx+C
jcosxdxz sinx+C
Iseczxdxz tanx+C
jtanxsecxdxz secx+C
J-csczxdx=—cotx+C

jcotxcscxdxz—cscx+C

J‘\/#dxzsin")ﬁc

J.l sdx=tan' x+C
J‘;\/—dxzsec"x+C
xvx*—1

1 T
jﬁdx—sm (a)+C

1 1
J.ﬁdxz—tan'(£)+c
a +x a a

1

e I P e

The known formulas for derivatives of trigonometric and inverse trigonometric functions yield the fol-

fora>0

fora>0

fora>0

SOLVED PROBLEMS

In Problems 1-8, evaulate the antiderivative.

S

w

ol

i

J.x"dx =1x"+C
J. dx J.x’ﬁdx =

J.\/—dZ_J‘Zde_

[Law (4)]

—=x+C= +C [Law (4)]

5 T+5

M+ C=3@)*+C [Law (4)]

M+Cc=3¥x+C [Law (4)]

j(zx2 —5x+3)dx= 2jx2dx— ijdx + j3dx

1) -5 x)+3x+C=2x*-2x*+3x+C

[Laws (3)~(7)]
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6. I(l—x)ﬁdx=J(l—x)xl’zdx=J(xl’2—xm)dx
_(nge_ (g, — 1 301 sp
—Jx dx fx dx—3/2x 55 % +C
=323 L C= 2 E -t +C [Laws (4), (7)]

7. f(3s +4)2ds = j(9s2 + 245 +16)ds
=945 +24(15?) +165+C =35> + 125 + 165+ C [Laws (3)—(6)]

Note that it would have been easier to use Quick Formula I:

[Bs+4yds =1 [(Bs+473ds =1 (4 Bs +4)) + C=(})Bs +4)’ + C

8. J—xz"'ifz_4dx=J-(x+5—4x’2)dx=%x2+5x—4(_i1x")+C

=1x2+5x+ % +C [Laws (3)-(7)]

Use Quick Formula I in Problems 9-15.

9. [(s°+27(Bs)ds=4(s +2)° +C
10. [ +2)2xdx=14 [ (2 +2)"3x%dx = %(3/%(;& +2)" ) +C=3(x +2)+C

1

—

8x? _s(/3 32208 1 .3 - -_4_1
: _[—(x3+2)3dx—3j(x +2) 3xdx—3(_2(x +2) )+C— St C

12. [ 1[0 42 3dr = %(L(x* + 2)3/4)+ C=4*+2" +C

Y +2 374
13, [3x1-207 dv=—3 [~4x/1- 207 dx
__ 3 LI INTCY DY N B R ST T
= 4J.—4x(1 2022 dx = 4(3/2(1 2x%) )+c
=—L11-2:)2+C
14. f%/l —Xxdx= —%J.(l — X} (=2x)dx

= —%(4—}3(1 - x2)4/3) +C==2(1-x)"+C

15. J’sin2 xcosxdx = J(sinx)z cosxdx=4(sinx)* +C=4sin’ x+ C
In Problems 16-18, use the Substitution Method.

cos/x
16. J.de

Let u=+/x = x"2. Then du=1x"2dx. So, 2du=-dx.Thus,
X

-

J'—COS‘/;dx=ZJcosudu=23inu+C=25in(\/;)+C
Jx

Antiderivatives
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17.

18.

19.

20.

21.

'[xsecz(4x2 —5)dx.
Let u = 4x? — 5. Then du = 8x dx, +du = x dx. Thus,

Ixsecz(4x2 —5)dx= %Iseczu du=%tanu+C =$tan(4x?>-5)+C

J.xlex—i-ldx.
Letu=x+ 1. Then du =dx and x = u — 1. Thus,
J.xzx/x+ldx=J(u 1) u du = j(u2 — 2u+ Du"du

— J(MS/Z _ 2u3/2 + ul/Z) dl,l — %sz _ 2(%)’45/2 + %MNZ + C
=2 (bt —2u+ )+ C

=2+ DL (x+ 1) —2(x+ D)+ 4]+ C

A stone is thrown straight up from the ground with an initial velocity of 64 ft/sec. (a) When does it reach its
maximum height? (b) What is its maximum height? (c) When does it hit the ground? (d) What is its velocity
when it hits the ground?

In free-fall problems, » = J.a dt and s = Iv dt because a = % and v = % Since a = —32 ft/sec?,

v=[-32dr=-32+C,
Letting 7 = 0, we see that C, = y,, the initial velocity at t = 0. Thus, »=-32¢ + »,. Hence,
s= _[(—32t +v,)dt =—-16t* + vt +C,

Letting t = 0, we see that C, = s, the initial position at r = 0. Hence
s=-161> + vt + 5,
In this problem, s, = 0 and y, = 64. So,
v=-32t+64, s =—-161* + 64t

(a) At the maximum height, % =v=0. So, =32t + 64 = 0 and, therefore, t = 2 seconds.

(b) When =2, s =—16(2)* + 64(2) = 64 ft, the maximum height.

(c) When the stone hits the ground, 0 = s = —16# + 64¢. Dividing by ¢, 0 = —16¢ + 64 and, therefore, 1 = 4.
(d) Whent=4, v=-32(4) + 64 = —64 ft/sec.

Find an equation of the curve passing through the point (3, 2) and having slope 5x* — x + 1 at every point (x, y).

Since the slope is the derivative, dy/dx = 5x* — x + 1. Hence,
y=_|.(5)c2 —x+Ddx=3x*-4x*+x+C
Since (3, 2) is on the curve, 2=3(3)* —=+(3)*+3+C=45-3+3+C. So, C =—% . Hence, an equation of the

curve is

y=ix—datam

Justify the Substitution Method: [ £(g(x))g’(x)dx = [ f(u) du.
Here, u = g(x) and du/dx = g’(x). By the Chain Rule,

D, ([ £ du)=D, (] fo) due) - = fu)- I = pga))- /()
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SUPPLEMENTARY PROBLEMS

In Problems 22-44, evaluate the given antiderivative.

2
22. j(”—\/i‘) dx. Ans. 20714 2x+1x)+C
X
(x?+2x) 32
23, [ G & Ans. Eosc
24. J.cos 3xdx Ans.  $sin3x+C
siny dy
25. J 057y Ans. secy+C
26. Jm (Hint: Multiply numerator and denominator by 1 — cos x.)
Ans. —cotx+cscx+C
27. J(tan 2x +sec2x)>dx Ans. tan2x+sec2x—x+C
: =
2. | = Ans. sin(3)+C
29, [ & Ans. ttan! (ﬁ) +C
R ©3 3
dx . .
30. Jm (Hint: Factor 16 out of the radical.)
Ans.  fsin™ (4—5)“) +C
31. 4x‘211 9 (Hint: Either factor 4 out of the denominator or make the substitution u = 2x.)

Ans.  +tan™! (%) +C

32. JL (Hint: Either factor 4 out of the radical or make the substitution u = 2x.)

x\4x2-9

Ans. lsec" (2x)+ C

3 3
33. % (Hint. Substitute u = x3.) Ans.  Zsin?'(x*)+C
34. x)ﬁ ix?’ (Hint: Substitute u = x2.) Ans. \/6— tan™! ( ZJ—J
3s. I% Ans.  +cos™ (%) +C
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36. J‘3X —4x° +—3xd Ans. i—4x+4tan"x+c
x2+1 2
sec.x tan x dx 1 ,I(ZSecx)
37. Ot dsec’x Ans. +tan 3 +C
38. J% Ans. —J1-x?>+3sin'x+C
dx NE NET)NA]
39. -[x2+10x+30 Ans. 5 tan ( 3 +C
dx . 4({x—-4
40, | —=—-—— Ans. sm‘( )+C
J.\/20+8x—x2 6
___dx Lian-(2x+1
N J3evonss Ans. - Jtan ( 3 )+C
42. J.L Ans. sin’l(x+6)+C
J28—12x— x? 8
43. [——2+3 4 Ans. — 5—4x—x2+sin"(x+2)+C
J‘\/5—4Jc—x2 3
44. x+2 dx Ans. —\/4x—x2+4sin"(x_2)+C
I\/4x x? 2

In Problems 45-52, use Quick Formula I.

45. [(x-2)"dx Ans. 2(x-2)"+C
46. '[ = 1)3 Ans. —ﬁ +C
47. J \/dL Ans. 2Jx+3+C
x+3
48. [\3x—Tdx Ans. 2(Gx—1)"+C
49. [V2=3x dx Ans. —3Q2=3x)"*+C
50. [(2x*+3)"x dx Ans. EQx*+3)P+C
51. J 1+y*y* dy Ans.  +(1+y*)?+C
52. Ans 1 +C

I(x 4y T AT+



In

53

54

5

5

=)

5

~

58.

59.

60.

61

62.

63.

64.

65.

66.

67.

b

Problems 53-64, use any method.

. j(x —1)%x dx

) j(xz —x)*(2x—1)dx

_[ (x+1)dx
Jx2+2x—4

(1++/x)
. JTxdx

(x+Dx-2)
 Jlsbe=d

Jsec3x tan3x dx
jcsc2(2x) dx
J‘x sec?(x?) dx

. Jtanz X dx

Jcos“ x sinx dx

755

sec? x dx
1—4tan®x

Ans.

Ans.

Ans.

Ans.

Ans.

Ans.

Ans.

Ans.

Ans.

Ans.

Ans.

Ans.

CHAPTER 22 Antiderivatives

1,4 2 43 1,2
X —5Xx +7x +C

1(x2-xy+C

Nx2+2x—-4+C

2(1+Jx)P+C

o

X =3 —4x"? + C=2x"2(3x* - $x-2)+ C
Isec3x+C

—+cot2x+C

+tan(x?)+C

tanx—x+C

—Lcos’x+C

sin™! (—x\s/g j +C

+sin'(2tanx) + C

A stone is thrown straight up from a building ledge that is 120 ft above the ground, with an initial velocity of

96 ft/sec. (a) When will it reach its maximum height? (b) What will its maximum height be? (c) When will it hit

the ground? (d) With what speed will it hit the ground?

Ans. (a) t=3 sec; (b) 264 ft; (c) % ~ 7.06sec; (d) ~129.98 ft/sec

An object moves on the x axis with acceleration a = 3¢ — 2 ft/sec®. At time ¢ =0, it is at the origin and moving

with a speed of 5 ft/sec in the negative direction. (a) Find a formula for its velocity ». (b) Find a formula for its
position x. (c) When and where does it change direction? (d) At what times is it moving toward the right?

Ans. (a)v=%t2—2t—5;(b)x=%t3—t2—51;(C)%;(d)t>% or t<#

Ans. (a) 128 ft/sec; (b) 256 ft

A rocket shot straight up from the ground hits the ground 8 seconds later. (a) What was its initial velocity?
(b) What was its maximum height?



CHAPTER 22 Antiderivatives

68. A driver applies the brakes on a car going at 55 miles per hour on a straight road. The brakes cause a constant
deceleration of 11 ft/sec. (a) How soon will the car stop? (b) How far does the car move after the brakes were
applied?

Ans. (a) 5 sec; (b) 137.5 ft

69. Find the equation of a curve going through the point (3, 7) and having slope 4x> — 3 at (x, y).

Ans. y=4%x>-3x-20



The Definite Integral.
Area Under a Curve

Sigma Notation
The Greek capital letter X denotes repeated addition.

EXAMPLE 23.1:

5
(@) Y j=1+2+3+4+5=15.

J=1

3

(b) Y Qi+D)=1+3+5+7.
i=0
10

(€) D i?=22+432+--+(10)

4
(d z COS T = COSTT + COS 27 + coS 37 + cos 41
J=1

In general, if fis a function defined on the integers, and if n and k are integers such that n > k, then:

Y 7= fR+ f D+t f)

Area Under a Curve

Assume that fis a function such that f(x) = 0 for all x in a closed interval [a, b]. Its graph is a curve that
lies on or above the x axis. (See Fig. 23-1.) We have an intuitive idea of the area A of the region R under
the graph, above the x axis, and between the vertical lines x = a and x = b. We shall specify a method for
evaluating A.

Choose points x,, x,, . . ., X,_, between a and b. Let x, = a and x, = b. Thus (see Fig. 23-2),

a=x,<x <x,<--<x,_,<x,=b

The interval [a, b] is divided into n subintervals [x,, x,], [x;, X,], . . ., [x,_;, x,]. Denote the lengths of these
subintervals by Ax, Ayx, . . ., A,x. Hence, if 1 <k <n,

Ax=x-x,

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.
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Fig. 23-1

z “\,/

N
A4 4A] AA | dA| 4,4
dix || Asx a,x
*:o X2 X3 Xa-1 ";‘ x
Fig. 23-2

Draw vertical line segments x = x, from the x axis up to the graph. This divides the region R into n strips.
Letting A/A denote the area of the kth strip, we obtain

A=Y AA
k=1

We can approximate the area A A in the following manner. Select any point x; in the kth subinterval
[x._1. x,]. Draw the vertical line segment from the point x; on the x axis up to the graph (see the dashed lines
in Fig. 23-3); the length of this segment is f(x;). The rectangle with base Ax and height f(x;) has area
f(x) Ax, which is approximately the area A A of the kth strip. Hence, the total area A under the curve is
approximately the sum

if(x;;) Ax=fxp) Ax+ fxs) Ayx+-+ f(x) A x (23.1)
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Fig. 23-3

The approximation becomes better and better as we divide the interval [a, b] into more and more subin-
tervals and as we make the lengths of these subintervals smaller and smaller. If successive approximations
can be made as close as one wishes to a specific number, then that number will be denoted by

jb F(x) dx

and will be called the definite integral of f from a to b. Such a number does not exist in all cases, but it does

exist, for example, when the function fis continuous on [a, b]. When J f(x) dx exists, its value is equal to
the area A under the curve.”

In the notation J. f(x)dx, b is called the upper limit and a is called the lower limit of the definite
integral.

For any (not necessarily nonnegative) function fon [a, b], sums of the form (23.1) can be defined, without
using the notion of area. If there is a number to which these sums can be made as close as we wish, as n gets

larger and larger and as the maximum of the lengths A, x approaches 0, then that number is denotedj f(x)dx

and is called the definite integral of f on [a b]. When J f(x) dx exists, we say that fis integrable on [a, b].
We shall assume without proof that J‘ f(x) dx exists for every function f that is continuous on [a, b]. To

evaluatej f(x) dx, it suffices to find the limit of a sequence of sums (23.1) for which the number 7 of sub-

intervals approaches infinity and the maximum lengths of the subintervals approach 0.

EXAMPLE 23.2: Let us show that
b
j ldv=b-a (23.2)

Leta=x,<x <x,<-<x,,<x,=b beasubdivision of [a, b]. Then a corresponding sum (23.1) is

Y FAx=Y Ax
k=1 k=1

=b-a

(because f(x) = 1 for all x)

b
Since every approximating sumis b — a, I ldx=b-a.

"The definite integral is also called the Riemann integral of f on [a, b], and the sum (23.1) is called a Riemann sum for f on [a, b].
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An alternative argument would use the fact that the region under the graph of the constant function 1 and
alb)ove the x axis, between x = a and x = b, is a rectangle with base b — a and height 1 (see Fig. 23-4). So,
_[ 1dx, being the area of that rectangle, is b — a.

I 94

1

Fig. 23-4

b
EXAMPLE 23.3: Let us calculate j x dx.

Leta=x,<x <x,<-<x,, <x,=bbe asubdivision of [a, b] into n equal subintervals. Thus, each A;x =
(b — a)/n. Denote (b — a)/n by Ax. Then x, = a + Ax, x, = a + 2Ax, and, in general, x, = a + k Ax. In the kth subinterval,
[x,_1, x¢], choose x; to be the right-hand endpoint x,. Then the approximating sum (23.1) has the form

Foxe) Ax =Y xt Ax =Y (a+k Ax) Ax
k=1

k=1

=3 (@ Av+ k(A0 =Y a Av+ Y k(Avy

=n(an)+(Ax)2gk=n(ab;a)+(b;a)2(”("2+1))

=a(b—a)+%(b—a)2n7+1

Here we have used the fact that 2 k= w (See Problem 5.)

k=1

Now, asn —> oo, (n+ 1)/n=1+1/n — 1 + 0 = 1. Hence, the limit of our approximating sums is

a(b—a)+%(b—a)2:(b—a)(a+b;“):(b—a)(a;b):%(bz—cﬁ)

Thus, [ x de =4~ a?).

In the next chapter, we will find a method for calculating fb f(x) dx that will avoid the kind of tedious
computation used in this example. ‘

Properties of the Definite Integral

Lbc f@ydv=c| b F(x) dx (233)

[ b
This follows from the fact that an approximating sum Z cf(xF)A,: forf ¢f (x) dx is equal to c times the ap-
n b k=1 “
proximating sum 2 f(xx) Ax for J f(x) dx, and that the same relation holds for the corresponding limits.
k=1 a

[~r@de=—]"fx dx 23.4)

This is the special case of (23.3) when ¢ =—1.
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[[+gendx=] fayde+ | g ax (23.5)

This follows from the fact that an approximating sum 2 (f(xp)+g(xp) A x for J (f(x)+ g(x)) dx is equal
to the sum 2 SR Ax+ 2 g(xt) Ax of approx1mat1ng sums for j f(x)dx and I g(x) dx.

k=1 k=1

b b b
[ eo-geyde=] oo de=| g(x)dx (23.6)

Since f(x) — g(x) = f(x) + (—g(x), this follows from (23.5) and (23.4).

If a < ¢ < b, then f'is integrable on [a, b] if and only if it is integrable on [a, c] and [c, b]. Moreover, if f
is integrable on [a, b],

j" fOydr= [ flx) de+ j:’ F(x) dx 237)

This is obvious when f(x) = 0 and we interpret the integrals as areas. The general result follows from looking
at the corresponding approximating sums, although the case where one of the subintervals of [a, b] contains
¢ requires some extra thought

We have defmedj f(x)dx only when a < b. We can extend the definition to all possible cases as
follows:

0 [ feode=0
(ii) jb F(x) dx = —jb f(x)dx whena <b
In particular, we always have:

jd F(x) dx = —L f(x) dx for any ¢ and d (23.8)

It can readily be verified that the laws (23.2)—(23.6), the equation in (23.7), and the result of Example 23.3
all remain valid for arbitrary upper and lower limits in the integrals.

SOLVED PROBLEMS

1. Assume f(x) <0 for all x in [a, b]. Let A be the area between the graph of fand the x axis, from x =a to x = b.
(See Fig. 23-5.) Show that | f(x) dx=~A

v

A

AT
-

a

y=flx)

Fig. 23-5
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Let B be the area between the graph of —f and the x axis, from x = a to x = b. By symmetry, B =A. But,
b b
[/ de=—["~ ) dx by (23.4)

. b b
Since [ -f(x)dx=B, [ f(x)dx=-B=-A
2. Consider a function f'that, between a and b, assumes both positive and negative values. For example, let its graph
b
be as in Fig. 23-6. Then _[ f(x) dx is the difference between the sum of the areas above the x axis and below the

graph and the sum of the areas below the x axis and above the graph. In the case of the graph shown in Fig. 23-6,

[ dr=(a,+4,+A) -4, +A)

¥
/ \ A A
a C\ij/cl Cl\‘/ﬂ b

Fig. 23-6

To see this, apply (23.7) and Problem 1:

j" fyde=[" fx) de+ j F(x) dx+ j F(x) dx +j f(x) dx +j" F)dx=A —A, +A—A, +A,

3. Assume that fand g are integrable on [a, b]. Prove:
(a) Iff(x)=0on [a, b], then fjf(x) dx 20.
(b) 1(x) < g(x) on [a. b). then | f(x) < [ g(x) di.
(¢) Ifm<f(x) <M forall xin [a, b], then m(b—a) < f:f(x) dx<M(b-a).

(a) Since every approximating sum z f(x)Ax =0, it follows that

[ rwdx=0

(b) g(x)—f(x) =0 on [a, bl. So, by (), j” (g(x)— f(x)) dx = 0. By (23.6), jb g(x) dx— Lb f(x) dx > 0. Hence,

J.: f(x)dx< ng(x) dx

b b b b b
(¢) By (b), j mdeL f(x)SLM dx . But, by (23.2) and (23.3), Lmdxzmjﬂldxzm(b—a) and

["M dx=m"1dx=M(b~a). Hence,

mbo-a)< [ fx)de<Mb-a)
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4. Evaluate J.Ol x? dx.

This is the area under the parabola y = x*> from x = 0 to x = 1. Divide [0, 1] into n equal subintervals. Thus,
each Ax = 1/n. In the kth subinterval [%%} , let x; be the right endpoint k/n. Thus, the approximating sum
(23.1)is

S sS4 (Y50

k=1 k=1

Now, Z k? = %(Z’H_l) (see Problem 12).

k=1

Hence,

n(n+l)6(2n+l):%(n;lkl)(2nn+l)

> £ A=
=1

_n3

1
So, the approximating sums approach £ (1+ 0)(2+ 0) =1 as n — oo. Therefore, L x? dx = . In the next chapter, we
will derive a simpler method for obtaining the same result.

nn+1)
2

Reversing the order of the summands in

5. Prove the formula z k= used in Example 23.3.
k=1

Nk=1+2+3+-+@m-2)+(n-D+n

k=1
we get

Sk=n+n-D+n-2)++3+2+1.

k=1

Adding the two equations yields

2ik=(n+1)+(n+l)+(n+1)+~~+(n+1)+(n+1)+(n+1)=n(n+1)

k=1

since the sum in each column is n + 1. Hence, dividing by 2, we get

n 1)
=t
2k="5

SUPPLEMENTARY PROBLEMS
6. Caleulate: (a) [ 3dv. 0) [ xdv; (o) [ 3% dx
: ) 1 ’ 2 ’ 0 :
Ans. (a) 3(4-1)=9; (b) 3(5*=(=2))=3; (0) 3(H=1
7. Find the area under the parabola y = x> — 2x + 2, above the x axis, and between x =0 and x = 1.
Ans. +-2[3(12-0%)]+2(1-0)=%
6
8. Evaluate L Bx+4)dx.

Ans.  3((3)(6? —=22))+4(6-2)=64
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3
9. For the function f graphed in Fig. 23-7, express L f(x) dx in terms of the areas A, A,, and A;.

Ans. A, —A,+A;

10. Show that3< J.14 x* dx £192. [Hint: Problem 3(c).]

11. Evaluate J.Ol 1= x? dx. (Hint: Find the corresponding area by geometric reasoning.)

Ans. T4

A, A3

4

Fig. 23-7

nn+1)2n+1)
6

12. Use mathematical induction to prove the formula Zkz = of Problem 4. (Verify it when n = 1, and

k=1
then show that, if it holds for n, then it holds for n + 1.)
100 18

13. Evaluate (a) Zcos%; (b) Z(4j+1); (c) Z4J'; (d 2212~

J=0

Ans. (a) #; (b) 15; (c) 20200; (d) 4218
14. Let the graph of fbetween x = 1 and x = 6 be as in Fig. 23-8. Evaluate J.Ié f(x)dx.

Ans. 1-3+1=-3

¥y
A
2]

14 /

L.
T T T T » X

0 1 3 5 6
—14
-2

Fig. 23-8

15. If fis continuous on [a, b], f(x) = 0 on [a, b], and f(x,) > O for some x, in [a, b], prove that J.bf(x) dx > 0.
[Hint: By the continuity of f, f(x) >+ f(x,) >0 for all x in some subinterval [c, d]. Use (23.7) and Problem 3(a, c).]
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The Fundamental Theorem
of Calculus

Mean-Value Theorem for Integrals
Let fbe continuous on [a, b]. Then there exists ¢ in [a, b] such that

[ reodx=p-a () (24.1)
To see this, let m and M be the minimum and maximum values of fin [a, b], and apply Problem 3(c) of
Chapter 23 to obtain

mb-a)< [ f()dx<M(b-a)  and, therefore, msbiaj.bf(x)deM

. . 1 .
So, by the intermediate value theorm, =4 jb f(x)dx= f(c) for some c in [a, b].

Average Value of a Function on a Closed Interval
Let f be defined on [a, b]. Since f may assume infinitely many values on [a, b], we cannot talk about the

.. . . b—
average of all of the values of f. Instead, divide [a, b] into n equal subintervals, each of Ax = —a. Select an

n
arbitrary point x, in the kth subinterval. Then the average of the n values f(x)), f(x;),..., f(x}) is

n

f(xf)+f(x;r)l+...+f(x;) _ 1 Z,f(xz)

When r is large, this value is intuitively a good estimate of the “average value of fon [a, b].” However, since

n b-a

J R \ I 3 .
S f) =5 faDAx
k=1 k=1

b
As n — oo, the sum on the right approaches J f(x) dx. This suggests the following definition.

. ! _ jb F(x) dx.

Definition:  The average value of fon [a, D] is

Let f'be continuous on [a, b]. If x is in [a, ], then Jx f(#) dt is a function of x, and:

D(j £ dt): F(x) (24.2)

For a proof, see Problem 4.

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.
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Fundamental Theorem of Calculus
Let fbe continuous on [a, b], and let F(x) = J f(x) dx, that is, F is an antiderivative of f. Then

[ fxydx = Fo) - Fay (24.3)

To see this, note that, by (24.2), J: f(#) dt and F(x) have the same derivative, f(x). Hence, by Problem 18
of Chapter 13, there is a constant K such that J-X f@®)dt=F(x)+ K. When x = a, we get

Fla)+K = j"f(z) dt=0 So, K=-F(a)
Hence, J.Xf(t) dt = F(x)— F(a). When x = b, this yields

[\ raydi =) - Fa

b
Equation (24.3) provides a simple way of computing j f(x) dx when we can find an antiderivative F of f.
The expression F(b) — F(a) on the right side of (24.3) is often abbreviated as F (x)]z . Then the fundamental
theorem of calculus can be written as follows:

jb f@de= [ f) a’x]z

EXAMPLE 24.1:

b
(i) The complicated evaluation of _[ xdx in Example 23.3 of Chapter 23 can be replaced by the following simple
one:

b
) xdx=4x] =1b*—ta> =L (b* - a®)

(i) The very tedious computation of jol x?dx in Problem 4 of Chapter 23 can be replaced by

b
(iii) In general, .[b x'dx= ﬁxrﬂ] = ﬁ({,r+l —ay forrz-1

Change of Variable in a Definite Integral

In the computation of a definite integral by the fundamental theorem, an antiderivative j f(x) dx is required.
In Chapter 22, we saw that substitution of a new variable u is sometimes useful in finding j f(x) dx. When

the substitution also is made in the definite integral, the limits of integration must be replaced by the cor-
responding values of u.
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EXAMPLE 24.2: Evaluate jlgx/5x+4 dx.

Letu=5x+4.Thendu=5dx. Whenx=1,u=9, and when x =9, u =49. Hence,

J.\/de J \/— du=%J‘ u? du
=1(Zu¥ 2)]99 (by the fundamental theorem)

=% (492 —9%2) = £[(\/49)° - (O )*]
= (7 -3)=%(316) =%

For justification of this method, see Problem 5.

SOLVED PROBLEMS

1.

/2
Evaluate JO sin? xcos x dx.

Isinz xcosx dx = 4sin® x by Quick Formula I. Hence, by the fundamental theorem,

/2 T
fo sinzxcosxdxz%sin“x]o/2 = [(sm ) —(51110)3] T -0)=1

Find the area under the graph of f(x)=

1
The area is J.O —dx=sin"' (%)] =sin”! (;)— sin”(0)=%2-0=Z%.
0

Find the average value of f(x) =4 —x? on [0, 2].
The average value is

_%j:(4—x2)dx=%(4x—%3)]=%[(8 §)-0-01=4%

Prove formula (24.2): D_ ( J-: £0) dt) - f)

Let h(x) = j " £(t) dr. Then:

Wt A —h= [ f@ydi- [ @) dr
= j f() dt + jA f(t)dt— j JioY (by 23.7)

_ '[:mxf([) &

=Ax- f(x) for some x* between x and x + Ax (by the mean value
theorem for integrals)

h(x+Ax)—h(x) _

Ax = f(x") and therefore,

Thus,

h(x+Ax) h(x) — lim f(x")

Ax—0

D, (j 10 dt) = D,(h(x)) = lim

But, as Ax — 0, x + Ax — x and so, x" — x (since x" is between x and x + Ax). Since fis continuous,

lim f(x7) = f(x).
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b
5. Justify a change of variable in a definite integral in the following precise sense. Given j f)dx, letx=g(u)

where, as x varies from a to b, u increases or decreases from c to d. (See Fig. 24-1 for the case where u is
increasing.) Show that

[ e de=[" e w du

(The right side is obtained by substituting g(u) for x, g’(u) du for dx, and changing the limits of integration from a
and b to ¢ and d.)

Fig. 24-1

Let F(x) = Jf(x) dx, that is, F’(x) = f(x). By the Chain Rule,

D, (F(gw)=F'(gw)-g'(u)= f(gw)g’(w)  Thus, ff(g(u))g'(u) du = F(g(u))

So, by the fundamental theorem,
d

Jd f(g)g' () du=F(gw)] = F(g(d)~F(g(c))

= F(b)— F(a)= jb F(x) dx

6. (a) Iffisaneven function, show that, for >0, [* f(x)dx= 2]0” F(x) dx.

(b) Iffis an odd function, show that, for a >0, f f(x)dx=0.
Let u = —x. Then du = —dx, and

[ reae=[ pewendu=-] feudu= ! feudu
Rewriting u as x in the last integral, we have:
[* rde= [ fexdx *)

Thus, .
[ reyav=[" feyav+ [ fode by 237)
= |, e et [T fodx by ()
= [ fen+ e (by23.5)
(@) Iffis even, f(—x) +f (x) = 2f(x), whence [ f(x)dx= jo” 2f(x)dx = 2]0” f(x) dx.
(b) If fis odd, f(=x) + (x) = 0, whence [* f(x)dx=['0dx=0["1dx=0.
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7. Trapezoidal Rule

(a) Letf(x)=0on [a, b]. Divide [a, b] into n equal parts, each of length Ax = b ; 4 by means of points x;, X,, . . . ,

n-1
X,_;- (See Fig. 24-2(a).) Prove the following trapezoidal rule: jb f(x)dx ~ %[ fla)+ 22 fx)+ f(b)J
“ k=1

1
(b) Use the trapezoidal rule with n = 10 to approximate IO x* dx.

(a) The area of the strip, over [x,_;, x,], is approximately the area of trapezoid ABCD (in Fig. 24-2(b)):,
TAx(f(x,_)+ f(x,))" (Remember that x, = a and x, = b.) So, the area under the curve is approximated by
the sum of the trapezoidal areas,

AT )+ S L)+ LI+t L, )+ )1 =AY @) +23 1)+ (b))

ng
, c
B
S (-";{_1) f(xk)
o ¥ A D
R T B 6 ) X5y A
(a) )]
Fig. 24-2

(b) Withn=10,a=0,b=1, Ax=1 and x, = k/10, we get

ETTR B PESRPR ) SINNRT B B B2 o
Jyv s 20[0 +23 450 ! )‘20(100;" *l

- %[%(285) + 1] (by Problem 12 of Chapter 23)

=0.335

The exact value is 4 (by Example 24.1 (ii)).

In Problems 8-22, use the fundamental theorem of calculus to evaluate the definite integral.

8. J:ll (2x? —x3) dx Ans. %
-1 1

9. J—a (7 - 7) dx Ans. L
4 dx

10. Jl ﬁ Ans. 2

 Recall that the area of a trapezoid of height h and bases b, and b, is Thb, +b,).
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37 2
11. J.%/Z/Asinxdx Ans. %
2
12, [ @+ndr Ans. 6
2
13. jo (2-x) dx Ans. &
14, [\G-20+x)dx Ans. 9
2
15, [ a-ryde Ans. -3
4
16. L (- u)u du Ans. -8
17. [ JT+3x dv Ans. 26
2
18. _[O x2(x*+1)dx Ans. %
19 f L Ans. 2
. 0 \/m ns.
20. J.O] x(1=~/x)? dx Ans. =+
8
X
.| ====d .
21 j4 m X Ans 6
2,
22, | sin%dr Ans. 4
In Problems 23-26, use Problem 6(a, b).
2 _dx T
23. J:z 244 dx Ans. g
2
24. J._z(x3 —x%)dx Ans. 0
3 .
25, | sinfax Ans. 0
/2
26. J. cosx dx Ans. 2
-r/2
27. Prove: DX(J.bf(t) d;) =—f(x).
28. Prove DX(J;:) 0 dr) = f(g()g’(x)~ FR(xDH’ ().
In Problems 29-32, use Problems 27-28 and (24.2) to find the given derivative.
29. D, (J'x sint dt) Ans. sinx
1

30. DX(JOIZ dt) Ans. —x?



31.

32.

33.

34.

35.

36.

37.

38.

39.

CHAPTER 24 The Fundamental Theorem of Calculus

D, (rmﬁ dt) Ans. sin’ x cos x

0

4x
D, (J cost dl‘) Ans. 4 cos 4x — 2x cos x?
Compute the average value of the following functions on the indicated intervals.

(@ fx)=x onl0, 1] Ans. 2
(b) f(x)=secxon [o,ﬂ Ans. %
() f(x)=3x*—1on[-1,4] Ans. 12
(d) f(x)=sinx—cosxon[0,r] Ans. %

3
Use the change-of-variables method to find II/Z\IZx +3 xdx.

Ans. 2

An object moves along the x axis for a period of time T. If its initial position is x, and its final position is x,, show
X5

that its average velocity was

cOSX forx<0 :
Le f(x) dx.
tf0) {1 for x> 0" Evaluate f_m. (x)

Ans.

rolws

. 1 3+h 5
Evaluate lg%zj; de.

5
Ans. 3¢

(Midpoint Rule) In an approximating sum (23.1) 2 F(x)A,x, if we select x; to be the midpoint of the kth

k=1
subinterval, then the sum is said to be obtained by the midpoint rule. Apply the midpoint rule to approximate

1
IO x? dx, using a division into five equal subintervals, and compare with the exact result of §.

Ans. 0.33

(Simpsonb’s Rule) If we divide [a, b] into n equal subintervals, where 7 is even, the following approximating
sum for f F(x) dx,

Dol f) + 4 £ () + 20 () 4 AF (i) + 2 () + -+ £ (x, )+ f(x,)]

is said to be obtained by Simpson’s rule. Except for the first and last terms, the coefficients consist of alternating
4s and 2s. (The basic idea is to use parabolas as approximating arcs instead of line segments as in the trapezoidal
rule. Simpson’s rule is usually much more accurate than the midpoint or trapezoidal rule.)

1 T
Apply Simpson’s rule to approximate (a) jo x? dx and (b) JO sinx dx with n =4, and compare the results with
the answers obtained by the fundamental theorem.

Ans. (a) £, which is the exact answer; (b) %(2\/5 +1) ~ 2.0046 as compared to 2
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40.

41.

42.

43.

44.

1
Consider L x3 dx. (a) Show that the fundamental theorem yields the answer +. (b) (GC) With n = 10,
approximate (to four decimal places) the integral by the trapezoidal, midpoint, and Simpson’s rules.

Ans. Trapezoidal 0.2525; midpoint 0.2488; Simpson’s 0.2500

Evaluate:
(a) lim l(cos + cosz—” +...4+cos nn’)
n—+eo N

(b) lim l[sec (6 )+sec (2 ﬂ) - +sec ((n—1)6ln)+%}

n—>+oo 6
l T . /6 N _ ﬁ
Ans. () - L cosx dx=0; (b) Jo sec? x dx = 3
(a) Use a substitution to evaluate fﬁ dx (to eight decimal places).
(b) (GC) Use a graphing calculator to estimate the integral of (a).

Ans.  (a) 2(2-2) ~ 0.39052429; (b) 0.39052429

(GC) Estimate J:/4xsin3(tan x) dx (to four decimal places).

Ans. 0.0262

2
(GC) Consider .[1 X3y x> +2x? —1 dx. Estimate (to six decimal places) its value using the trapezoidal and
Simpson’s rule (both with n = 4), and compare with the value given by a graphing calculator.

Ans. trapezoidal 3.599492; Simpson’s 3.571557; graphing calculator 3.571639



The Natural Logarithm

The traditional way of defining a logarithm, log, b, is to define it as that number « such that a* = b. For
example, log,, 100 = 2 because 10> = 100. However, this definition has a theoretical gap. The flaw is that
we have not yet defined a* when u is an irrational number, for example, +/2 or 7. This gap can be filled in,
but that would require an extensive and sophisticated detour.” Instead, we take a different approach that will
eventually provide logically unassailable definitions of the logarithmic and exponential functions. A tempo-
rary disadvantage is that the motivation for our initial definition will not be obvious.

The Natural Logarithm

We are already familiar with the formula

r+l

.[xrdxz :+1
1

The problem remains of finding out what happens when r = — 1, that is, of finding the antiderivative of x~'.
The graph of y = 1/¢, for £ > 0, is shown in Fig. 25-1. It is one branch of a hyperbola. For x > 1, the definite
integral

+C (r#-1)

x1
. ;dl
is the value of the area under the curve y = 1/t and above the ¢ axis, between r =1 and 7 = x.
Definition
x1
Inx= Jl ?dt for x>0

The function In x is called the natural logarithm. The reasons for referring to it as a logarithm will be made
clear later. By (24.2),

(25.1) Dx(mx):% for x > 0

Fig. 25-1

T Some calculus textbooks just ignore the difficulty. They assume that a” is defined when a > 0 and u is any real number and that the
usual laws for exponents are valid.

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.



CHAPTER 25 The Natural Logarithm

Hence, the natural logarithm is the antiderivative of x™!, but only on the interval (0, +e). An antiderivative
for all x # 0 will be constructed below in (25.5).

Properties of the Natural Logarithm

(25.2) In1=0,since In 1= jl'%dr -0.
(25.3) Ifx>1,thenlnx>0.

‘1
This is true by virtue of the fact that L ;dt represents an area, or by Problem 15 of Chapter 23.

(254) IfO<x<l1,thenlnx<O.
1 1
Inx= L —di = —jl;dz by (23.8). Now, for 0 < x < 1, if x < < 1, then 1/t > 0 and, therefore, by

Problem 15 of Chapter 23, | %dr >0.

forx#0

==

(25.5) (a) D,(nll)=

(b) J'%dlen IxI+C forx#0

The argument is simple. For x >0, x| =x, and so D _(Inlxl)= D _(Inx)=1/x by (25.1). For x <0, x| = —x,
and so

D (Inlxl)=D (In(-x))=D, (Inu)D_(u) (Chain Rule, with u =—x> 0)
1 1 1
- (;)(‘D ST

EXAMPLE 25.1: D (In3x +2|)= ﬁpxox +2)  (Chain Rule)

3
T 3x+2

(25.6) Inuv=Inu+Inv

Note that
D (In(ax)) = %Dx(ax) (by the Chain Rule and (25.1))
1 1
= a(d) = ; = Dx(lnx)

Hence, In (ax) = In x + K for some constant K (by Problem 18 of Chapter 13). When x = 1, In a =
In1+K=0+ K=K. Thus, In (ax) =In x + In a. Replacing a and x by u and » yields (25.6).

(25.7) 1{%) =lnu—1Inv
In (25.6), replace u by %
(25.8) ln% =—Inv

In (25.7), replace u by 1 and use (25.2).
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(25.9) In (x") = r In x for any rational number r and x > 0.
. 1
By the Chain Rule, D (In (x")) = F(rx"‘l) = £ =D (rInx). So, by Problem 18 of Chapter 13, In (x") =
rn x + K for some constant K. Whenx=1,In 1 =r1In 1 + K. Since In 1 =0, K =0, yielding (25.9).

EXAMPLE 25.2: In32x-5=In(2x-5)" =%In(2x-)5).

(25.10) 1In x is an increasing function.
D (Inx)=—>0 since x > 0. Now use Theorem 13.7.
(25.11) Inu=In vimplies u = ».

This is a direct consequence of (25.10). For, if u # », then either u < » or v < u and, therefore, either
Inu<Invorln v<Inu.

(25.12) % <In2<1

»
e —————

-

§§——

Fig. 25-2

The area under the graph of y = 1/¢, between ¢t =1 and ¢ =2, and above the t axis, is greater than the
area + of the rectangle with base [1, 2] and height 4. (See Fig. 25-2.) It is also less than the area
1 of the rectangle with base [1, 2] and height 1. (A more rigorous argument would use Problems

3(c) and 15 of Chapter 23.)
(25.13) limlnx=-eo

X—>too

Let k be any positive integer. Then, for x > 2%,
Inx>1In (2%)=2kIn2 > 2k(3) = k

by (25.10) and (25.9). Thus, as x — + oo, In x eventually exceeds every positive integer.
(25.14) limlnx =—co

x—0"

Let u =1/x. As x = 0%, u—+oo. Hence,

lim Inx = lim ln(%j =lim—Inu (by (25.8))

x—0" U—>+oo

=—lim Iny = —oo (by (25.13))

U—>+oo

(25.15) Quick Formula II: | gg ((;C)) dx =1nlg(x)l+C

By the Chain Rule and (25.5) (@), D, (Inlg(x)l) = L g (x).

g(x)
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EXAMPLE 25.3:
(a) jz—xdx—1n|x2+1|+c—1n(x2+1)+C
x2+1777 -

The absolute value sign was dropped because x2+ 1 > 0. In the future, we shall do this without explicit mention.

0 [ edv=g [ 25 cde=Tmnir+si+C

SOLVED PROBLEMS

1. Evaluate: (a) Itanxdx; (b) J.cotxdx; © _[secxdx.

sin x —sinx
(a) Jtanxdxzj dx=—
COS X COS X

=—Inlcosx|+C by Quick Formula II.

=—In +C=—(—Inlsecxl)+ C =Inlsecxl+C

Se€Cx

(25.16) Itanxdx =Inlsecxl+C

(b) J‘medx:fcosx
(25.17) jcotxdx Inlsinxl+C

secx + tanx
(©) Jsecxdx = Jsec —_—
secx + tanx

dx =Inlsinxl+C by Quick Formula II.

B _[ sec? x + sec x tan x
- secx + tan x
(25.18) Jsecxdx =Inlsecx +tanxl+C

dx=Inlsecx +tanxl+C by Quick Formula II.

2. (GC) Estimate the value of In 2.
A graphing calculator yields the value In 2 ~ 0.6931471806. Later we shall find another method for
calculating In 2.

3. (GC) Sketch the graph of y =1n x.
A graphing calculator yields the graph shown in Fig. 25-3. Note by (25.10) that In x is increasing. By
(25.13), the graph increases without bound on the right, and, by (25.14), the negative y axis is a vertical
asymptote. Since

DX(nx)=D (x")=—x?= —% <0

the graph is concave downward. By (25.13) and (25.14), and the intermediate value theorem, the range of In x is
the set of all real numbers.

-2

Fig. 25-3
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4. Find: (a) D (In (x* + 7x)); (b) D _(In(cos 2x)); (¢) D, (cos (In 2x)).

1 4x3+7

(@) D (In(x*+7x)= (4x +7)= 7y
. 2sin2x
(b) D, (In(cos2x))= m(— sin2x)(2)=— cosOx

=—-2tan2x 1
(¢) D, (cos (In2x)) = (=sin (In 2x))( )(2) =—

sin (In2x)

5. Find the following antiderivatives. Use Quick Formula II when possible.

@ [grgde: 0 7R v © [E=4 i @) [

4x+5
@ [glzdr SJ.SxS dr=LIni8x—3l+C
. I34x dxzé 32§{2dx=%ln|3x8—2l+c
© [2=tar=[FAeax-[ Az

1

— 1 X
=53 +5dx 4\/—tan [\/—J

:lln( 2+5)—£ta 1(%)

(d) Complete the square in the denominator: J
Letu=x-2, du=dx.

X =X
pel vone L I(x—2)2+1dx'

I(x—g)uldx:”?ld”_f e [y d

=Illn@+D)+2tan'u+C=2LIn(x>—4x+5)+2tan”'(x—2)+C

x(1—x?)?
(1 + x2)l/2 .
First take the natural logarithms of the absolute values of both sides:

6. Logarithmic Differentiation. Find the derivative of y=

x(1-x%)* x2)?

(1 2)1/2

=Inll+Inl1—x2)2— LIn (1+ x?)

Inlyl=1In =InIx(1—x?)*—In i1+ x*)"2

=Inll+2Inll—x*—+In 1+ x?)

Now take the derivatives of both sides:

1
Y S (2 s () T

s (1 Ax x N\ _x(0-x?)(1  4x  x
Y EN Y T 1+ ) T A+ )P\ x T 1+

1
7. Show that 1— < <Inx<x—1 forx>0.(When x # 1, the strict inequalities hold.)

When x > 1, 1/t is a decreasing function on [1, x] and so its minimum on [1, x] is 1/x and its maximum is 1.
So, by Problems 3(c) and 15 of Chapter 23,

1 x1 1
—(x—1)<1nx=j—dt<x—1 and so l-—<Inx<x-—1I.
X 1t X
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1
ForO<x<1, -7 is increasing on [x, 1]. Then, by Problems 3(c) and 15 of Chapter 23,
1 x]1 1 1
——(-x)<lnx= L —di = L(—?)dt<—l(1—x)

1
Hence, 1— < <In x < x—1. When x = 1, the three terms are all equal to 0.

SUPPLEMENTARY PROBLEMS

8.

Find the derivatives of the following functions.

(@ y=In(x+3)*=2In(x+3).

(b) y=(n(x+3))

Ans. y'=21n(x+3)%=%

(©) y=In[(x*+2)(*+3)] =1n (& +2) + In (x*+3)

1 3x? 2x
Ans. = 2 -
e x3+2(3x)+x2+3(2x) 12 3
4
) yzln(?’xxT)z:Inx“—1n(3x—4)2:4lnx—21n(3x—4)
, 4 2 4 6
Ans. V=35 g =y aog

() y=Insin 5x

’_ 1 —
Ans. y'= mcos(Sx)(S) =5cot5x

® y=In(x+1+x?)

, 14+ Q) 1+x4 ) A+ ]
T ox+ 1+ T x+ 1+ A+ T f14 22

Ans.

(® y=InV3-x*=In(3-x)"2=1In(3-x2)

, 11 X
Ans. y=73——x2(_2x)=_3—x2

(h) y=xInx-x
Ans. y'=Inx

(i) y=In(In (tan x))

A , _ tanx+cotx
Y = T (tanx)
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9. Find the following antiderivatives. Use Quick Formula II when possible.

10.

@ | %dx
1
Ans. = Inlxl+C

8
) [—ar
Ans.

© J'\/ln§+3 dx

+Inlx®-1+C

Ans. Use Quick Formula I. 2(Inx+3)*?*+C
d -[ xInx
Ans. Inllnxl+C
s1n3x
© J- 1—-cos3x
Ans.  +Inll—cos3xl+C
(f) j—dx
Ans. x>—InlxI+C
In x
@ [—
Ans. L(Inx)*+C

dx
h "
®) j&(l—ﬁ)

Ans.  2Inll—/xI+C

Use logarithmic differentiation to calculate y’.

(@ y=x*v2-x?

5

Ans. y’=x4\/2—x2(%— _xxz

2

)=4x3\/2—x2 =

2—x?

_ x=1Yx+2

x*+7

(b)

+l 1 x
4x+2 x*+1
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11. Express in terms of In 2 and In 3: (a) In(37); (b) In 2—27

Ans. (a)71In3;(b)In2-31In3

12. Express in terms of In 2 and In 5: (a) In 50; (b) ln%; (©) In/5; (d) ln%.

Ans. (a@)In2+21n5;(b)—21n2;(c) %1n5;(d)—(3ln2+ln5)

13. Find the area under the curve y = % and above the x axis, between x =2 and x = 4.

Ans. In2

14. Find the average value of % on [3, 5].

Ans. In

Wl

1
2

15. Use implicit differentiation to find y”: (a) y* =In (& + %); (b) 3y — 2x =1+ In xy.

yx+1
Xy-1

2
Ans. (@) Y =gy oy () Y=

16. Evaluate lim% In 2+ h.

10 2

Ans.

=

17. Check the formula Jcscxdx =Inlcscx —cotxl+C.

18. (GC) Approximate In2 = J.lz}dt to six decimal places by (a) the trapezoidal rule; (b) the midpoint rule;
(c) Simpson’s rule, in each case with n = 10.

Ans.  (a) 0.693771; (b) 0.692835; (c) 0.693147

19. (GC) Use Newton’s method to approximate the root of x> + In x = 2 to four decimal places.

Ans. 1.3141



CHAPTER 26

Exponential and Logarithmic
Functions

From Chapter 25, we know that the natural logarithm In x is an increasing differentiable function with do-
main the set of all positive real numbers and range the set of all real numbers. Since it is increasing, it is a
one-to-one function and, therefore, has an inverse function, which we shall denote by e*.

Definition
¢* is the inverse of In x.

It follows that the domain of e is the set of all real numbers and its range is the set of all positive real
numbers. Since ¢* is the inverse of In x, the graph of ¢* can be obtained from that of In x by reflection in the
line y = x. See Fig. 26-1.

y
b {@s o
AN
L
N 2wnX
1 \\ y
y = e’ (b, a)
1 i I i 1
R 1 x
Fig 26-1

Our notation may be confusing. It should not be assumed from the notation that e* is an ordinary power of
base e with exponent x. Later in this chapter, we will find out that this is indeed true, but we do not know it yet.

Properties of e*

(26.1) e >0 forall x
The range of ¢* is the set of positive real numbers.
(26.2) In(e)=x
(26.3) e"r=x
Properties (26.2) and (26.3) follow from the fact that e* and In x are inverses of each other.

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.
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(26.4) ¢'is an increasing function.
Assume u < ». Since u = In (¢*) and v=In (e?), In (¢*) < In (e). But, since In x is increasing, e“ < e".
[For, if e” < ¢e*, then In (e¢”) < 1n (e¥).]

(26.5) D(e)=e"
Let y = ¢". Then In y = x. By implicit differentiation, % vy’ =1 and, therefore, y’ = y = ¢*. For a more
rigorous argument, let f (x) = In x and f ~!(y) = ¢’. Note that f’(x) = % By Theorem 10.2(b),

v 1 : o L,
(Y= 7FO) thatis, D (e") =y, 5=e

EXAMPLE 26.1: D (¢"9 =D, (e")D, (u) (Chain Rule, with u = sin x)
= e“(cosx) = e’ (cos x)

(26.6) j e*dx=e"+C

EXAMPLE 26.2: To find J.xe“l dx, letu = x*, du = 2xdx. Then

J.xe*zdx=% e'du=+e"+C=1e" +C

(26.7) [edi=—e"+C
Let u =—x, du =—dx. Then J.e”‘dx = —_[ e'du=—e"+C=—e"*+C.
(26.8) €°=1
By (26.3), 1 ="' =¢°.
(26-9) eu+y = ele?
In (e"*”) =u+ v=1In (") + In () = In (e"e’) by (25.6). Hence, e“** = e"e” because In x is a one-to-one
function.

u

(26.10) e ==
By (26.9), e"*e” = ¢ = ¢*. Now divide by e".

L1
(26.11) ¢ ==

v

Replace u by 0 in (26.10) and use (26.8).
(26.12) x < e~ for all x
By Problem 7 of Chapter 25, In x < x — 1 <x. By (26.3) and (26.4), x = ¢"* < e,

(26.13) lim e* = +oo

X—>too

This follows from (26.4) and (26.12).
(26.14) lime* =0

X—>—00

1
Let u = —x. As x — oo, u — +o0 and, by (26.13), ¢ — +oo. Then, by (26.11), e*=¢* = o — 0.

The mystery of the letter e in the expression ¢* can now be cleared up.
Definition

Let e be the number such that In e = 1.
Since In x is a one-to-one function from the set of positive real numbers onto the set of all real numbers, there must
be exactly one number x such that In x = 1. That number is designated e.

Since, by (25.12),In2<1<2In2=1n4, we know that 2 < e < 4.

(26.15) (GO) e~2.718281828
This estimate can be obtained from a graphing calculator. Later we will find out how to approximate e to
any degree of accuracy.
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Now we can show that the notation e* is not misleading, that is, that e* actually is a power of e. First of
all, this can be proved for positive integers x by mathematical induction. [In fact, by (26.3), e = e"¢ =¢!. So,
by (26.9), e"'! = e"e! = e"e for any positive integer n and therefore, if we assume by inductive hypothesis that
¢" represents the produce of e by itself n times, then ¢! is the product of e by itself n + 1 times.] By (26.8)
e’ = 1, which corresponds to the standard definition of e°. If n is a positive integer, e™ would ordinarily be
defined by 1/e" and this is identical to the function value given by (26.11). If k and n are positive integers,
then the power ¢*" is ordinarily defined as 2/ek. Now, in fact, by (26.9), the product e**e*". . . e¥*, where
there are n factors, is equal to e*/"*/nt+/in= ¢k Thus, the function value ¢*" is identical to the nth root
of k. For negative fractions, we again apply (26.11) to see that the function value is identical to the value
specified by the usual definition. Hence, the function value e* is the usual power of e when x is any rational
number. Since our function e* is continuous, the value of e* when x is irrational is the desired limit of e” for
rational numbers r approaching x.

The graph of y = ¢ is shown in Fig. 26-2. By (26.13), the graph rises without bound on the right and, by
(26.14), the negative x axis is a horizontal asymptote on the left. Since D?(e*) = D (e*) = e* > 0, the graph is
concave upward everywhere. The graph of y = ¢™ is also shown in Fig. 26-2. It is obtained from the graph
of y = e* by reflection in the y axis.

(26.16) e = lim (1+3)"
For a proof, see Problem 5.
Q6J7)ezlgla+%y

This is a special case of (26.16) when x = 1. We can use this formula to approximate e, although the
convergence to e is rather slow. For example, when n = 100, we get 2.7169 and, when n = 10 000,
we get 2.7181, which is correct only to three decimal places.

X

y=e y=e

0. 1)

Fig. 262

The General Exponential Function
Let a > 0. Then we can define a* as follows:

Definition
ax — ex Ina
Note that this is consistent with the definition of e* since, whena =e,Ina = 1.

(26.18) D_(a*)=(Ina)a*
In fact,

D (e'™)=D,(e*)D.u (chainrule withu = xIna)

=e'(Ina)=e"(Ina)=a*(Ina)

EXAMPLE 26.3: D (2%) =(In 2)2~.
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1
(26.19) [a'dx=1—a'+C
This is a direct consequence of (26.18).

EXAMPLE 26.4: JIO‘ = ﬁlo* +C

We can derive the usual properties of powers.
(26.20) a’°=1
A =edma=g0=1
(26.21) a***=a"a’

au+v: e(u+z/) Ina — et Ina+vina — et Inaevlna = d'a’
u

(26.22) a*' =5
By (26.21), a*"a’ = a“ %"= a". Now divide by a".

1
(26.23) a™ =

a1/
Replace u by 0 in (26.22) and use (26.20).
(26.24) a" =(a")"

(au v — evln(a") = ev(u(lnu)) — e(m/)lna =q"
(26.25) (ab)* =a"b"
aubu — eulnaeulnh — eulnaﬂllnh — eu(lna+lnh) — euln(ab) — (ab)u

Recall that we know that D_(x") = rx""! for rational numbers r. Now we are able to prove that formula
for any real number r.

(26.26) D_(x")=rx""
Since x" = e""¥,

D (x")=D_(e™)=D (e*)D_ (u) (Chain Rule with u =rlnx)

=e" (r(%)] = r(x’)[%j = ri—: =rx"!

General Logarithmic Functions
Let a > 0. We want to define a function log_x that plays the role of the traditional logarithm to the base a. If

y=log, x, then a* = x and, therefore, In (a”)=Inx,ylna=Inx,y= iﬁ—z.
Definition

) _Inx

Oga X= m

(26.27) y=log, xisequivalent to a” = x

Inx
y=logaxc>y:m<:>ylna=1nx

< In(a”) =Inx & a¥ = x (The symbol & is the symbol for equivalence,
that is, if and only if .)

Thus, the general logarithmic function with base a is the inverse of the general exponential function with
base a.

(26.28) a'=* =x
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(26.29) log (a)=x

These follow from (26.27). See Problem 6.

The usual properties of logarithm can easily be derived. See Problem 7.

. 1 1
Notice that log, x = X %

usual sense, with base e.

= Inx. Thus, the natural logarithm turns out to be a logarithm in the

SOLVED PROBLEMS

1.

Evaluate: (a) In (€%); (b) €'"2; (¢) e™I2; (e) 1%
(@ In(¢®)=3by (26.2)
(b) €’™2=(e"?)’ =27 =128 by (26.24) and (26.3)

eln} 3
(c) ed2 = = by (26.10)

(d) 1"=e'n!=¢"® =¢"= 1 by (26.8)

Find the derivatives of: (a) e**!; (b)5%"; (¢c)3x™; (d) x%e".

(@) D, (e**)=e** (3)=3e*"! by the Chain Rule

(b) D.(5)=D,(5)D() (chain rule with u = 3x)
=(In5)5"(3) by (26.18)
=3(In5)5%

(¢) D,(3x™)=3(nx"")=3mx"" by (26.26)

(d) D (x*¢*)=x>D_(e*)+e*D (x%) by the product rule

=x%e" +e*(2x) = xe* (x +2)

Find the following antiderivative: (a) J3(2~‘) dx; (b) J.xze

3
(a) j3(2)dx 3j2 de=31— 22‘+C—1 525 +C

1 1 .
— 13 — 2 2 ,x —_ u — Ut —_ X
(b) Let u=x°, du=3x dx.Theane dX—3je du—3e +C—3e +C

Solve the following equations for x: (a) Inx* =2;(b) In (Inx) = 0; (c) e**' =3; (d) e* = 3e~=2.
In general, In A = B is equivalent to A = ¢”, and e = D is equivalent to C =1n D.

(@) Inx*=31Inx. Hence,Inx*=2yields3Inx=2, Inx=2%, x=¢*>.

(b) In (In x) =0 is equivalent to In x = ¢° = 1, which, in turn, is equivalent to x = ¢! = e.

(c) e*™!'=3isequivalentto2x—1=1n3, and thento x= m

(d) Multiply both sides by e%: €* — 3 = 2¢*, € — 2¢* — 3 = 0. Letting u = ¢* yields the quadratic equation u? — 2u —
3=0; (u—3) (u+1)=0, with solutions « = 3 and u = —1. Hence, ¢* = 3 or ¢* = —1. The latter is impossible
since e* is always positive. Hence, ¢ = 3 and, therefore, x = In 3.

n—>+eo!

Prove (26.16): ¢* = lim (1 + ) .

Let 4, =(1+%) . Then

lnanznln(1+%) (ln(1+u/n)—ln1j

uln

W) is a difference quotient for D (In x) at x = 1, with Ax = u/n. As n — +oo,
u

u/n — 0. So, that difference quotient approaches D (In x)L:1 = (1/)c)|X:l =1. Hence,

The expression

. . . I
limIna, =u(l)=u.So, lima, = lime"™ =e¢".

n—+eo n—>+oo n—+ee
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6. Prove (26.28) ¢"%* = x and (26.29) log, (a*) = x.
Substituting log_ x for y in (26.27), we get "%~ = x.
Substituting a” for x in (26.27), we get y =log_(a’).

7.  Derive the following properties of log_ x:

(@ log,1=0.
Inl 0
logalzm:mzo
(b) log,a=1.
1 _Ina _
8. 4= Thg ™

(¢) log,uv=1log,u+log, v.

Inuv Inu+Iny Inu Inw
=4 —

Ina Ina Ina Ina

log, ur = =log, u+log, v

(d) log, % =log, u—1log, v.
Replace u in (c) by %

(e) log, % =-—log, v.
Replaceu by lin(d).

(f) log,(u")=rlog, u.

In(w”) rlnu
Ina = Ina

log, (u")= =rlog,u

® » , (log, x) = Tna x°

Inx 1
D,(log, x)=D (lna) lnaD (lnx)—l—

SUPPLEMENTARY PROBLEMS

8. Calculate the derivatives of the following functions:

(a) y=e*™ Ans.  y' =5€*
(b) y=e™ Ans.  y’=3sec?’(3x)e™*
(c) y=e™>eos> Ans. y’'=—e*(cosx + sinx)
@ y=3~ Ans. y’'=-2x(In3)3~"
eX
e =sin"!(e* Ans. ¥y =———
) y=e Ans. y ="
(g y=x* Ans. y'=x*(1+Inx)
1 6x
— 2 _ /=
(h) y=log,(3x*-3) Ans. In10 3x2 —5

9. Find the following antiderivatives:

2x 2x

(a) j3 dx Ans. 2]n33 +C
Ans. —eé"*+C
X 4

© j(eX +1) erdx Ans. Zl) +C
d je o Ans. x—In(e* +1)+

l/)cZ
©) I Ans. —1e"" +C
) _[ _Hz Ans. % -2 4 O



10.

11.

12.

13.

14.
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(2) J.(e*' +1)2dx Ans. te* +2e*+x+C
xe+]
(h) I(e* 2—x )dx Ans. e ~wr1t C
. e 1 2x
M | S Ans. tln(e* +3)+C
e*dx
j —_— Ans. sin”'(e*)+C
0 [
3gxt+1 A
k) [x}(57)dx Ans. 7=
1
m Rty Ans. o 10(lnx)2 +c=hlo > 010 1og,, v + €
(Hyperbolic Functions) Define
. e —e* C et sinh x 1
sinhx = 5 coshx R tanh x coshx’ sech coshx

Derive the following results:

(@)
(b)
(©)
(d
©
()
(&
(h)

D (tanh x) = sech’x and D (sech x)
cosh? x — sinh> x = 1.

cosh (x + y) = cosh x cosh y + sinh x
sinh 2x = 2 sinh x cosh x.

cosh 2x = cosh? x + sinh? x = 2 cosh?®
(GC) Sketch the graph of y = 2 cosh

Ans. (0,2)

Solve the following equations for x.

D_(sinh x) = cosh x and D_(cosh x) = sinh x.
= —sech x tanh x.

sinh (x + y) = sinh x cosh y + cosh x sinh y.

sinh y.

x—1=2sinh>x+ 1.

(x/2) (called a “catenary”), and find its minimum point.

(a) e*=2 Ans.  $In2
(b) In(x*)=-1 Ans. e
(¢) In(lnx)=2 Ans. e
(d) e —4de*=3 Ans. 2In2
() e +12¢ "= Ans. 2In2andIn3
In7
) 5°=7 Ans. 3 =log, 7
(&) log,(x+3)=5 Ans. 29
(h) log,x*+log,x=4 Ans. 316
(i log, (2*)=20 Ans. 5
(G) e*—=Te*=38 Ans. —3In2
& x=x° Ans. land3
0 o
Evaluate (a) lim < ; (b) lim “——.
h—0 h—0 h
Ans. (a)1;(b)0
2+ lnx
Evaluate: (a) f pran ——dx; (b) J’
Ans. (a)In%; (b) 3

. . . 1
(GC) Use Newton’s method to approximate (to four decimal places) a solution of e* = <

Ans. 0.5671
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15.

16.

17.

18.

19.

20.

21.

22,

23.

24.

25.

1
(GC) Use Simpson’s rule with n =4 to approximate J.O e dx to four decimal places.

Ans. 0.8556

If interest is paid at » percent per year and is compounded # times per year, then P dollars become P(l + ﬁ)
dollars after 1 year. If n — +oo, then the interest is said to be compounded continuously. "

(a) If compounded continuously at r percent per year, show that P dollars becomes Pe”' dollars after 1 year,
and Pe"'™ dollars after 7 years.

(b) At rpercent compounded continuously, how many years does it take for a given amount of money to double?

(c) (GC) Estimate to two decimal places how many years it would take to double a given amount of money
compounded continuously at 6% per year?

(d) (GC) Compare the result of compounding continuously at 5% with that obtained by compounding once a
year.

Ans. (b) M~ @; (c) about 11.55 years;

(d) After 1 year, $1 becomes $1.05 when compounded once a year, and about $1.0512 when compounded
continuously.

Find (log,, ¢) - In 10.

Ans. 1

Write as a single logarithm with base a: 3 log, 2 +log 40 —log, 16
Ans. log, 20

(GC) Estimate log, 7 to eight decimal places.

Ans.  2.80735492
Show that log, x = (log, x)(log, a).

(GC) Graph y= ¢ Indicate absolute extrema, inflection points, asymptotes, and any symmetry.

Ans.  Absolute maximum at (0, 1), inflection points at x ==1, x axis is a horizontal asymptote on the left and
right, symmetric with respect to the y axis.

Given e — x + y*> =1, find % by implicit differentiation.
Ans. =Y
2y + xe®
. et —e "
( GC) Graph y=sinhx= 5
Evaluate '[ o dx.
e’ +e™*

Ans. In(e+e™+C

Use logarithmic differentiation to find the derivative of y = x¥*.

3y(1-1Inx)

Ans
xZ



L’Hapital’s Rule

Limits of the form lim P can be evaluated by the following theorem in the indeterminate cases where f(x)

and g(x) both approach 0 or both approach +eo.

L’Hopital’s Rule
If f(x) and g(x) either both approach O or both approach te<, then

i O F)

e ="M

Here, “lim” stands for any of

lim, lim, lim, lim, lim

For a sketch of the proof, see Problems 1, 11, and 12. It is assumed, in the case of the last three types of
limits, that g’(x) # 0 for x sufficiently close to a, and in the case of the first two limits, that g’(x) # 0 for
sufficiently large or sufficiently small values of x. (The corresponding statements about g(x) # O follow by
Rolle’s Theorem.)

EXAMPLE 27.1: Since In x approaches +eo as x approaches +eo, L’Hopital’s Rule implies that

lim X _ i X Lo

x—teo X xoteo 1 x—+eo X

EXAMPLE 27.2: Since e* approaches +eo as x approaches +eo, L’Hopital’s Rule implies that

EXAMPLE 27.3: We already know from Problem 13(a) of Chapter 7 that

. 3x*4+5x—-8_3
m e o 17

Since both 3x% + 5x — 8 and 7x? — 2x + 1 approach +oo as x approaches +oo, ’Hopital’s Rule tells us that

. 3x*2+5x—-8 _ ;. 6x+5
lim S~ M 17

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.
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and another application of the rule tells us that

. 6x+5
im {772

<l

— 11 6 _ 6 _
= lim 17 =15 =
X—>+oo

EXAMPLE 27.4: Since tan x approaches 0 as x approaches 0, L’Hopital’s Rule implies that

2
Jim B0X _ iy SECTX _ jip, L

=1
-0 X X0 0 cos’x 17

Indeterminate Type 0-c

If f(x) approaches 0 and g(x) approaches +eo, we do not know how to find lim f(x)g(x). Sometimes such a
problem can be transformed into a problem to which L’Hoépital’s Rule is applicable.

EXAMPLE 27.5:  As x approaches 0 from the right, In x approaches —o. So, we do not know how to find lim x In x.
But as x approaches 0 from the right, 1/x approaches +eo. So, by L’Hopital’s Rule, '

MY fim 2~ fim—x =0

lim x In x = lim ——
=0 oot 1x  xSor —1/x? Sor

Indeterminate Type oco—co

If f(x) and g(x) both approach oo, we do not know what happens to lim( f(x) — g(x)). Sometimes we can
transform the problem into a L’Hopital’s-type problem.

EXAMPLE 27.6: lim(cscx - %) is a problem of this kind. But,

x—

_l): lim X=sinx

. 1 )
lim(cscx—=|=1lim|—= :
sinx x/ is0 xsinx

x50 X x>0

Since x — sin x and x sin x both approach 0, L’Hopital’s Rule applies and we get lin(} ﬁ' Here both
numerator and denominator approach 0 and L’Hdpital’s Rule yeilds - ) )

: i 0 0
lim . sin x _ -0_p
=0 —xsinx+cosx+cosx O+1+1 2

Indeterminate Types 0°, «°, and 1~
If lim y is of one of these types, then lim (In y) will be of type 0- co.

EXAMPLE 27.7: In lim x*"*, y=x"* is of type 0° and we do not know what happens in the limit. But

x—0*

In y=sinxInx= ! and In x and csc x approach +e. So, by L’Hopital’s Rule,

csC X
. . 1 . in? . sinx sinx
lim In y = lim M _ lim — X — _fim
x—0* x—0F —CSCXCOtX x50t XCOSX =0t X COSX
. sinx
=—1lim

lirg tanx =—(1)(0)=0

x—0%
Here, we used the fact that lin&((sin x)/x)=1(Problem 1 of Chapter 17). Now, since lLIgl Iny=0,

limy=lime™ =¢® =1

x—-0* x—0%
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EXAMPLE 27.8: In lirgl+ nxl*, y=Inxl* is of type o, and it is not clear what happens in the limit. But

Iny=xInlln xI= lnil/n el and both In [In x| and 1/x approach +e. So L’Hdpital’s Rule yields

1 1y x _
lim lny_xh—{g[xlnxj/(_xz)_}gg mx =0
since

1 H : Iny 0
lim ——=0. Hence, limy=Ilime" =¢’=1
x—=0* In X x—0* Y x—=0*

EXAMPLE 27.9: In hmx +1), y=x"- is of type 1~ and we cannot see what happens in the limit. But In y = In x

and both the numerator and the denominator approach 0. So by L’Hopital’s Rule, we get

1/x -1

hm Iny= 11m Hence, 11m y=lime™=¢'=¢

x—l

SOLVED PROBLEMS

1. Prove the following % form of L’Hopital’s Rule. Assume f(x) and g(x) are differentiable and g’(x) # 0 in some
open interval (@, b) and lim f(x) =0 = lim g(x). Then, if lim M exists,

g'(x)

fx) . f(x)
xlg? g(x) }LIB g’'(x)

Since lim f(x)=0= lim g(x), we may assume that f(a) and g(a) are defined and that f(a) = g(a) =
Replacing b by x in the Extended Law of the Mean (Theorem 13.5), and using the fact that f(a) = g(a) =0, we
obtain

f() _ [ = fl@) _ (%)
gx)  gv)—gl@)  g'(x)

for some X, with a<x,<x.So, x,—>a" as x — q*. Hence,

S(x) f(x)
)}lgl' g(x) Lm g'(x)

We also can obtain the 8 form of L’Hopital’s Rule for 11m (simply let # = —x), and then the results for lim and

x—a-

lim yield the 9 form of L' Hopital’s Rule lim.

x—at 0 x—a

2. We already know by Examples 1 and 2 that hm 17 =0and lim it =0. Show further that hm (lnTx) =0 and

lim £ s 0 for all positive integers n. o

X—>+oo

Use mathematical induction. Assume these results for a given n = 1. By L’Hopital’s Rule,

lim (In x)™! — lim (n+1D(In x)"(1/x)

B . (Inx)
X400 X X—>too 1 - (n + 1) }LTw X

=(n+1)(0)=0

Likewise,

n+l n
lim 20 = im @

X—teo € X—>+oo

=+ D lim £ = +1(0)=0
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3. Use L'Hopital’s Rule one or more times to evaluate the following limits. Always check that the appropriate
assumptions hold.
. x+sin2x
@ Lo x—sin2x’
1+2c0s2x _ 1+2(1) _ 4

We get lim 175 cos2x = T=2(1)
et —1
(b) }1—{3 x*
1 ﬁzl i ﬁ: 00
We get ‘lgg xS 2}1&1 x +eo by Example 2.

X —X _ 2 _
() lim &£te=x" =2
x—0 SIN“ X —X

X _ =X . X _ =X
We obtain lim =6 —€ " =2X _p, e’ —e ' —2x
x50 28InXCosx—2x x50 Sin2x—2x
By repeated uses of L’Hopital’s Rule, we get
ef+e =2 . et—et _
0 2cos2x—2 ) —dsin2x

@ i
We get }1}}{1 %

One obtains lim —(coszx)/(smx) = lim cos*x=1
-0t (sec?x)/(tanx) o0
(f) lim -SOL

x>0 cot2x”

= lim 2(x—7)"*cosx = 0.
x>t

The direct use of L’Hopital’s Rule

im =S¢l x 1y 2escix(coty)
lim = cse?t2r) ~ 7 s @) cot 20)
leads us to ever more complicated limits. Instead, if we change from cot to tan, we get
lim _SOLx _ g tan2x _ . 28eC’(2X) _ 5 cos’x 51 _,
-0 COt2x 150 tanx -0 sec’x 0 cos’(2x) 1

(2 lim x%In x.

x—0*

This is of type 0 - eo. Then L’Hospiutal’s Rule can be brought in as follows:
. Inx . 1/x
lim e = I e = 1im

(h) lirr}4(l —tanx)sec2x.

This is of type 0- .. However, it is equal to
I—tanx _ ; —sec’x _ =2 _,
xon/4  COS2X xon/4 —28Iin2x -2

(Here we used the value cos & = L j

42

@) 1im(l— 1 )

This is type co—oo. But it is equal to
.ooef—=1—x _ . e*—1 . er _ 1 1
Pi% x(e* —1) - xe"+e"—1_£1§(} xe*+2e* ~ 0+2° 2

4) lin(}(csc X —cotx).

This is of type oo — 0. But it is equal to

l'm( 1 _cosx)zhm l-cosx _ . sinx _
x—0

x—0\sinx  sinx sinx x>0 COSX

(k) lim (tanx)**.
x—=(m/2)”
Intanx

This if of type . Let y = (tanx)***. Then Iny = (cos x)(In tan x) = secx
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So
lim Iny= lim Intanx _ lim (sec®x/tanx)/(secxtanx)= lim % -0_ 1
x—=(m/2)” x—(n/2)- SECX x—=(m/2)” x=(r/2)” SIN° X 1
2
) lim Y2EX
X400 X >
We get lim X = lim 2+x and we are going around in a circle. So, L’'Hopital’s Rule is of no use. But,

x—>+oe\/2 4+ x2 xote

2 2
fim M2 e 2402 (2
X—>too X X—>Foo X x>t | X
=J0+1=1
Criticize the following use of L’Hdpital’s Rule:
. xX—x2=x-2 _ 4 3x>-2x—-1_1.  6x—-2_ ., 6 _
S 34 3v=2 0 3T 6xt3 M 6r 6 AW 6!

The second equation is an incorrect use of L’Hdpital’s Rule, since lirrzl (Bx*=2x—-1)=7 and li1121 (Bx*—6x+3)=3.
So, the correct limit should be . ’ )

(GC) Sketch the graph of y=xe™ = eix'

See Fig 27-1. By Example 2, lgﬂ y=0. So, the positive x axis is a horizontal asyomptote. Since
lim e =400, lim y=—o0, y'= e’-‘x(l —x) andy” = ¢~ (x—2). Then x = 1 is a critical number. By the second
derivative testf?l?ére is a relative maximum at (1, 1/e) since y” <0 at x = 0. The graph is concave downward for
x < 2 (where ¥”< 0) and concave upward for x > 2 (where y”>0). (2, 2/¢?) is an inflection point. The graphing
calculator gives us the estimates 1/e ~ 0.37 and 2/e* ~ 0.27.

4

—_
%]
IS

Fig. 27-1

(GC) Sketch the graph y=x Inux.

See Fig. 27-2. The graph is defined only for x > 0. Clearly, }LIEIM y =+oo. By Example 5, x]g}% y=0. Since y’ =1+1nx
and y” =1/x >0, the critical number at x = 1/e (where y’=0) yields, by the second derivative test, a relative
minimum at (1/e, —1/e). The graph is concave upward everywhere.

y

(=1
LY .
-
pd

)~

Fig. 27-2
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SUPPLEMENTARY PROBLEMS

Ans.

Ans.

(a)
(d)
(8
@
(m)
(@)
(s)

x—r—o0

Find lim xsin%.

X—>+oo

T

See Fig. 27-3.

Show that lim x"e*=0 for all positive integers x.

Sketch the graphs of the following functions: (a) y=x—1Inx; (b) y= lnTx; (c) y=x2e*

T
0 e
! g /
(a) (b)
A
-
— T T »
242 =2 22
(©
Fig. 27-3
10. Evaluate the following limits:
. ox*—256 _ . ox*—256 _
Ty =2 by 1T~ ©
At N AR
lm =7 =¢ (e myr=-1 ®
. In(2+x) . cosx—1 1 )
J!L—l X+l 1 (h) IYTS cos2x—1" 4 ®
o8 -2 1 . 2tanT'x—x _
m 7y =22 () Im Ty = 1)
Incosx 1 . cos2x—cosx __ 3
lm == =72 () lim sinx 2 (0)
cscox _ 1 i 5x+21nx_5
ro4m €SC2x 3 @ L X3y (1)
. Incotx _ e +3xF 1
rlg})l ety 0 ® vlg})l de* +2x* 4 ()
lim x%¢* =0 (w) lim xcscx=1 (x)

v)

X——o0

x—0

. 2-3x_1
lim & =
Y =9 T2
ooet—1_1
IXIL% tan2x 2
2x _ ,2x

lim &——¢— =
x>0 sinx

lim Insec2x _

-0 Insecx

. Inx

lim —=0

X—>+oo X
x*+x?

lim (e* —1)cosx =1

x—0

lim cscwxlnx =-1/7
x—1



11.

12.
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. . . RV | 4 1 V\_ 1
(y) [Jim e sectx=0 (z) lim (x=sinxjcse’y=—¢ @) tim (5 _4‘x-z)“z
(®) lim (%— sirllx):O (<) lim (sec’ x — tan’ x) = oo (@) lim (ﬁ_xil):_%
A lim (A2 \__1 C(x 1)
@ i (F ) © JL%L(T—ﬁ)—O ® lig »*=1
(h") lim (cosx)"* =1 i) lim (e* +3x)" =¢* () lim (1—e™)* =1/e
(9] hm (sinx —cosx)™ =1/e @) hm (tanx)*™" =1 (m”) lirrll XS = p2fm
’ , , . —3/x
(™) lim (l+l/x)X=e (0") hm 3;1—0 ®) lim £&5-=0
X—>+oo X—>teo x40t X
1000
@ tim £ =0 © lim B==0
() 1im —¢U=€) _ et g, 1=t

=0 (I1+x)In(1—x) 50 1+x -0 (1—x)

Verify the sketch of the proof of the following 0 form of L’Hopital’s Rule at +eo. Assume f(x) and g(x) are
differentiable and g’(x) # 0 for all x > ¢, and hm f(x)=0= hm 1 g(x). Then,

X—>+o0

. S : f) _ . fx)
if xla% g'(x) exists, Xh_glm g(x) }1_)1{100 g’'(x)

Proof: Let F(u) = f(1/u) and G(u) = g(1/u). Then, by Problem 1 for a — 0*, and with F and G instead of fand g,
m L F@) e )
lim = =M G = I G

(f (V) - (=1/u?)) fUw) .. (%)
) C1h) ~ o )~ o)

Fill in the gaps in the proof of the following :—: form of L’Hopital’s Rule in the }g} case. (The other cases follow

easy as in the 0 form.) Assume f(x) and g(x) are differentiable and g’(x)# 0 in some open interval (a, b) and
lim f(x)=teo= lim g(x). Then,

. ) : ACIRTIN i €))
it K=lmegny o exists o limepes= lim s

Proof: Assume €> 0 and choose c so that IK — (f’(x)/g’(x))l < e/2 fora<x<c.Fixdin (a, ¢). Leta<y<d. By
the extended mean value theorem, there exists x* such that

* Fd-FG) _ f1&x)
y<xi<d and gy Te(y) T g0

Then

€
<2

_HD-fO) e SO _ A [ _ gd)
KRS s ‘K Kg(y) )/ g(y)ﬂ

Now we let y — a*. Since g(¥) = £ and f(d) and g(d) are constant, f(d)/g(y) — 0 and 1— g(d)/g(y) = 1. So,
for y close to a,

SO _
li
<E€E. Hence, g}} s

‘K )



CHAPTER 27 L’Hapital’s Rule

13. (GC) In the following cases, try to find the limit by analytic methods, and then check by estimating the limit on a
graphing calculator: (a) lim x; (b) lim x'™; (¢) lim (1-cosx)*; (d) liglw(\/ x?+3x — x),

Ans. (a) 0; (b) 1; (c) 1; (d) 2

14. The current in a coil containing a resistance R, an inductance, L, and a constant electromotive force, E, at time ¢ is
given by i = %(1 — e ®/L), Obtain a formula for estimating i when R is very close to 0.

Et
Ans. 12



CHAPTER 28

Exponential Growth and Decay

Assume that a quantity y varies with time and that

dy _
T =k (28.1)

for some nonzero constant k. Let F(¢) = y/e¥. Then, by the Quotient Rule,

dF_eé"Dy—-yDe" e"ky—ye'k 0

dr o2k = o2k =k =0

Hence, F(¢) must be a constant C. (Why?) Thus, y/e* = C and, therefore, y=Ce". To evaluate C, let 1 =0.
Then y(0) = Ce” = C(1) = C. If we designate y(0) by y,, then C =y and we have obtained the general form
of the solution of equation (28.1):

y=ye (28.2)

If k> 0, we say that y grows exponentially and k is called the growth constant. If k < 0, we say that y decays
exponentially, and k is called the decay constant. The constant y, is called the initial value.

. " . " .
From Problem 2 of Chapter 27, we know that lim u—u =0. So, when k > 0, lim o= 0. Thus, a quantity

Uu—>+eo € [—>+oo

that grows exponentially grows much more rapidly than any power of 7. There are many natural processes,
such as bacterial growth or radioactive decay, in which quantities increase or decrease at an exponential
rate.

Half-Life

Assume that a quantity y of a certain substance decays exponentially, with decay constant k. Let y, be the
quantity at time ¢ = 0. At what time 7 will only half of the original quantity remain?

By (28.2), we get the equation y = y,e*. Hence, at time T,

1 — kT
2 Yo = Vo€

= kT

=

In($)=In(e")=kT
—In2=kT (28.3)

In2
T=-—= (28.4)

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.
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Note that the same value T'is obtained for any original amount y,. T'is called the half-life of the substance.
It is related to the decay constant k by the equation (28.3). So, if we know the value of either k or 7, we can
compute the value of the other. Also observe that, in (28.4), k <0, so that 7> 0.

The value of k can be obtained by experiment. For a given initial value y, and a specific positive time ¢,
we observe the value of y, substitute in the equation (28.2), and solve for £.

SOLVED PROBLEMS

1. Given that the half-life T of radium is 1690 years, how much will remain of one gram of radium after 1000 years?
From (28.3), k=— In2__In2 .04 he quantity of radium is given by y = y,e "> Noting that y, =1

T ~ 1690
and substituting 1000 for ¢, we get the quantity

— e—(]n 2)1000/1690 —693.1/1690

y ~e ~ 704101 — (0.6636 grams

Thus, about 663.6 milligrams are left after 1000 years.

2. If20% of a radioactive substance disappears in one year, find its half-life 7. Assume exponential decay.
By (28.2), 0.8y, = y,e"" = y,e*. So, 0.8 = ¢* whence, k=1n (0.8) =In(¢) =In4 — In 5. From (28.4),
_ n2__m2
T=- K "Th5-Ina 3.1063 years.

3. Assume that the number of bacteria in a culture grows exponentially with a growth constant of 0.02, time being
measured in hours. (Although the number of bacteria must be a nonnegative integer, the assumption that the
number is a continuous quantity always seems to lead to results that are experimentally verified.)

(a) How many bacteria will be present after 1 hour if there are initially 1000?
(b) Given the same initial 1000 bacteria, in how many hours will there be 100 000 bacteria?

(a) From (28.2), y=1000¢" ~1000(1.0202) = 1020.2 ~ 1020
(b) From (28.2),

100 000 = 1000
100 = e
In100 = 0.02¢
2In10=0.02¢ (since In100 =1n (10)*> =21In10)
t=100 In 10 ~100(2.0326) = 203.26 hours

Note: Sometimes, instead of giving the growth constant, say k = 0.02, one gives a corresponding rate of
increase per unit time (in our case, 2% per hour.) This is not quite accurate. A rate of increase of r % per unit time
is approximately the same as a value of k = 0.0r when r is relatively small (say, r < 3). In fact, with an r % rate of
growth, y =y (1 + 0.0r) after one unit of time. Since y =y ef when t = 1, we get 1 + 0.0r = ¢* and, therefore,

=1In (1 + 0.0r). This is close to 0.0r, since In (1 + x) ~ x for small positive x. (For example, In 1.02 ~ 0.0198
and In 1.03 ~ 0.02956.) For that reason, many textbooks often interpret a rate of increase of r % to mean that
k=0.0r.

4. If a quantity y increases or decreases exponentially, find a formula for the average value of y over a time interval [0, b].

. 1 g b .
By definition, the average value y, = WJ ydt= #J. ky dt (where k is the growth or decay constant). By

> dy Yt By the Fundamental Theorem of Calculus,

(28.1), ky = —and therefore, y, = bk ar

d 1
[} % dr=y®) =3O =)=y, Thus, 3, =)~ 3,)
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If the population of a country is 100 million people and the population is increasing exponentially with a growth
constant k = In 2, calculate precisely the population after 5 years.

By (28.2), the population y = y,e* =108 e™?5 =108(e™?)* =108 (2°) =32(10%). Thus, the population will reach
3.2 billion people in 5 years.

Carbon-Dating. A certain isotope “C of carbon occurs in living organisms in a fixed proportion to ordinary
carbon. When that organism dies, its “C decays exponentially, and its half-life is 5730 years. Assume that a piece
of charcoal from a wood fire was found in cave and contains only 9% of the *C expected in a corresponding
piece of wood in a live tree. (This figure is obtained by measuring the amount of ordinary carbon in the piece of
charcoal.) How long ago was the wood burned to form that charcoal?

If y is the amount of '“C present in the piece of charcoal, we have y = y e". The present quantity 0.09y, = y,e*",
where 7 is the elapsed time. Thus, 0.09 = ¢**, In (0.09) = k7, 7= (In(0.09))/k. Since the half-life 7= 5730 and
k=—(In 2)/T = —(In 2)/5730, we obtain

_57301n(0.09) _ 5730 (In100 —1n9)

T= 2 = 2 ~19906 years

Newton’s Law of Cooling: The rate of change of the temperature of an object is proportional to the difference
between the object’s temperature and the temperature of the surrounding medium.

Assume that a refrigerator is maintained at a constant temperature of 45°F and that an object having a
temperature of 80°F is placed inside the refrigerator. If the temperature of the object drops from 80°F to 70°F in
15 minutes, how long will it take for the object’s temperature to decrease to 60°F?

Let u be the temperature of the object. Then, by Newton’s Law of Cooling, du/dt = k(u —45), for some
(negative) constant k. Let y = u — 45. Then dy/dt = du/dt = ky. Thus, by (28.2), y=y,e”. Since u is initially 80°F,
¥,=80—-45=35.S0, y=35¢. When =15, u=70 and y = 25. Hence, 25 = 35¢'*, 5 = 7e'** and, therefore,
15k =1n (3)=In5-1n7. Thus, k = & (In5—In7). When the object’s temperature is 60°F, y = 15. So, 15 = 35¢",

3 =7¢" and therefore, kt =1n(2)=1n3—In7. Thus,

In3—1In7 In3—1In7 .
t= T =15 57~ 37.7727 minutes

Hence, it would take about 22.7727 minutes for the object’s temperature to drop from 70° to 60°.

Compound Interest. Assume that a savings account earns interest at a rate of % per year. So, after one year,
an amount of P dollars would become P(l + ﬁ) dollars and, after ¢ years, it would become P(l + ﬁ)l

dollars. However, if the interest is calculated n times a year instead of once a year, then in each period the
interest rate would be (r/n)%; after t years, there would have been nt such periods and the final amount would be
P(l + ﬁ)m. If we let n — +oo, then we say that the interest is compounded continuously. In such a case, the

final amount would be

a

1 L " — 1 L ! — 0.01r¢
lﬂp(“ lOOn) ‘P{JL“L(“ IOOn) } =pet'n by (26.16)

Let $100 be deposited in a savings account paying an interest rate of 4% per year. After 5 years, how much
would be in the account if:

(a) The interest is calculated once a year?
(b) The interest is calculated quarterly (that is, four times per year)?
(c) The interest is compounded continuously?

(a) 100(1.04)° ~ 121.6653 dollar.
(b) 100(1.01)* ~ 122.0190 dollar.
(c) 100" =100¢€" ~ 122.1403 dollar.
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SUPPLEMENTARY PROBLEMS

10.

11.

12.

13.

14.

15.

16.

17.

Assume that, in a chemical reaction, a certain substance decomposes at a rate proportional to the amount present.
Assume that an initial quantity of 10,000 grams is reduced to 1000 grams in 5 hours. How much would be left of
an initial quantity of 20,000 grams after 15 hours?

Ans. 20 grams

A container with a maximum capacity of 25,000 fruit flies initially contains 1000 fruit flies. If the population
grows exponentially with a growth constant of (In 5)/10 fruit flies per day, in how many days will the container
be full?

Ans. 20 days

The half-life of radium is 1690 years. How much will be left of 32 grams of radium after 6760 years?

Ans. 2 grams

If a population grows exponentially and increases at the rate of 2.5% per year, find the growth constant k.
Ans. 1n 1.025 ~ 0.0247

A saltwater solution initially contains 5 Ib of salt in 10 gal of fluid. If water flows in at the rate of +gal/min
and the mixture flows out at the same rate, how much salt is present after 20 min?

ds 1 ( S

—_— ——| — = = -1 ~
Ans. TR loj.Att—ZO,S—Se 1.83951b.

Fruit flies in an enclosure increase exponentially in such a way that their population doubles in 4 hours. How
many times the initial number will there be after 12 hours?

Ans. 8

(GC) If the world population in 1990 was 4.5 billion and it is growing exponentially with growth constant
k = (In 3)/8, estimate the world population in the years (a) 2014; (b) 2020.

Ans. (a) 111.5 billion; (b) 277.0 billion

(GC) If a thermometer with a reading of 65°F is taken into the outside air where the temperature is a constant
25°F, the thermometer reading decreases to 50°F in 2.0 minutes.

(a) Find the thermometer reading after one more minute.
(b) How much longer (after 3.0 minutes) will it take for the thermometer reading to reach 32°F?

Use Newton’s Law of Cooling.
Ans. (a) 45°F; (b) about 4.4 minutes more

(GC) Under continuous compounding at a rate of r% per year:

(a) How long does it take for a given amount of money P to double?
(b) If a given amount P doubles in 9 years, what is r?
(c) If r=8, how much must be deposited now to yield $100,000 in 17 years?

Ans. (a) 100In2 _ %; (b) about 7.7; (c) about $25,666
r r




18.

19.

20.

21.
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An object cools from 120°F to 95°F in half an hour when surrounded by air whose temperature is 70°F. Use
Newton’s Law of Cooling to find its temperature at the end of another half an hour.

Ans.  82.5°F

If an amount of money receiving interest of 8% per year is compounded continuously, what is the equivalent
yearly rate of return?

Ans. about 8.33%

How long does it take for 90% of a given quantity of the radioactive element cobalt-60 to decay, given that its
half-life is 5.3 years?

Ans. about 17.6 years

A radioactive substance decays exponentially. If we start with an initial quantity of y,, what is the average
quantity present over the first half-life?

Yo

Ans. 32




CHAPTER 29

Applications of Integration I:
Area and Arc Length

Area Between a Curve and the y Axis
We already know how to find the area of a region like that shown in Fig. 29-1, bounded below by the x axis,

b
above by a curve y =f(x), and lying between x = a and x = b. The area is the definite integral J- f(x)dx.

.1I

v

a h

Fig. 29-1

Now consider a region like that shown in Fig. 29-2, bounded on the left by the y axis, on the right by a
curve x = g(y), and lying between y = ¢ and y = d. Then, by an argument similar to that for the case shown in

d
Fig. 29-1, the area of the region is the definite integral J. g(y)dy.

Fig. 29-2

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.
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EXAMPLE 29.1: Consider the region bounded on the right by the parabola x = 4 — y2, on the left by the y axis, and

2
above and below by y =2 and y = —1. See Fig. 29-3. Then the area of this region is J. I(4 — ¥?)dy. By the Fundamental
Theorem of Calculus, this is -

4y =HyE, = 8- —(4-(-H)=12-$=12-3=9

Fig. 29-3

Areas Between Curves

Assume that f and g are continuous functions such that g(x) < f(x) for a < x < b. Then the curve y = f(x) lies
above the curve y = g(x) between x = a and x = b. The area A of the region between the two curves and lying
between x = g and x = b is given by the formula

b
A= [ (F()-g(0)dx (29.1)
To see why this formula holds, first look at the special case where 0 < g(x) < f(x) for a < x < b. (See

Fig. 29-4.) Clearly, the area is the difference between two areas, the area A, of the region under the curve
y = f(x) and above the x axis, and the area Ag of the region under the curve y = g(x) and above the x axis.

b b
Since A, = L f(x)dx and A, = L g(x)dx,

A=A, —A, = j" F(x)dr— j" 2(x)dx

= [ (f@-gtndx by(23.6)

Fig. 29-4
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Now look at the general case (see Fig. 29-5), when one or both of the curves y =f(x) and y = g(x) may lie
below the x axis. Let m < 0 be the absolute minimum of g on [a, b]. Raise both curves by Iml units. The new
graphs, shown in Fig. 29-6, are on or above the x axis and enclose the same area A as the original graphs.
The upper curve is the graph of y = f(x) + Iml| and the lower curve is the graph of y = g(x) + Iml. Hence, by
the special case above,

A=["(F) +ImI~(g) +ImD)dx= [ (f()~ g

vy =f(x) + Iml

¥ =fx)

Fig. 29-5 Fig. 29-6

EXAMPLE 29.2: Find the area A of the region & under the line y =4 x + 2, above the parabola y = x?, and between
the y axis and x = 1. (See the shaded region in Fig. 29-7.) By (29.1),

_ (L )_z _(;z 1 s)l_(L _1)_ _0)=3 .24 4 _23
A_jo((2x+2 x)dx- pera—gx)| =(fr2-3)-0v0-0= 5+ H-F=8

Fig. 29-7

Arc Length

Let f be differentiable on [a, b]. Consider the part of the graph of f from (a, f(a)) to (b, f(b)). Let us find a
formula for the length L of this curve. Divide [a, b] into n equal subintervals, each of length Ax. To each
point x, in this subdivision there corrnesponds a point P,(x,, f(x,)) on the curve. (See Fig. 29-8.) For large n,

the sum PP +PP,+...+ P_P = z P,_\P, of the lengths of the line segments P,_ P, is an approximation
k=1

to the length of the curve.
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Y }1» 1JN—|

Fig. 29-8

By the distance formula (2.1),

Pk_lpk = \/(xk - xk_1)2 + (f(xk) - f(xk_l))2
Now, x, —x,_, =Ax and, by the law of the mean (Theorem 13.4),
f(xk) - f(-xk,l) = (-xk - Xk71 )f,(-x;: ) = (AX)f,(.XZ )

for some x; in (x,_,, x,). Thus,

k-1

P b= \/(Ax)2 + QX (f () = 1+ (F())(Ax)?

= J1H(F/G)) J(Ax)? = 1+ (f(x))* Ax
So. S PP =3 I+ (f(x) Ax

b
The right-hand sum is an approximating sum for the definite integral J J1+ (f’(x))*dx. Therefore, letting
n — +oc, we get the arc length formula: ¢

b b
L= j 1+ (f/(x)dx = j 1+ () dx (29.2)

EXAMPLE 29.3: Find the arc length L of the curve y =x** fromx=0tox=35.
By (29.2), since y’ = 3x'2 = 3 /x,

L= jos,/1+(y')2 dx= Jj1/1+%x dx

=3 Jj A+3x)"2(5)dx =421+ 3x)"? ] (by Quick Formula I and the Fundamental Theorem of Calculus)

o

= (@ - 1) =F (R - =3
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SOLVED PROBLEMS

1. Find the area bounded by the parabola x = 8 + 2y — y%, the y axis, and the lines y =—1 and y = 3.
Note, by completing the square, that x =—(y* -2y - 8) =—((y — 1)>*=9)=9 - (y — 1)>= (4 — y)(2 + y). Hence,
the vertex of the parabola is (9, 1) and the parabola cuts the y axis at y =4 and y = —2. We want the area of the
shaded region in Fig. 29-9, which is given by

3

[+ 2= ydy=dy+02 - 1) | =@4+9-9)-(8+1-$=%

4
& )
Ay [ESSSSSRSSEES  TRCEEEEE
X
-1 7/
-2

Fig. 29-9

2. Find the area of the region between the curves y = sin x and y = cos x from x = 0 to x = /4.
The curves intersect at (77/4, \/5/2), and 0 < sin x < cos x for 0 < x < /4. (See Fig. 29-10.) Hence, the area is

I /4
[ " (cosx — sinx)dx = (sinx + cosx)] - (72+ g) —(0+1)=v2 -1

0

~S

&lae

Fig. 29-10

3. Find the area of the region bounded by the parabolas y = 6x — x* and y = x> — 2x.
By solving 6x — x* = x> — 2x, we see that the parabolas intersect when x = 0 and x = 4, that is, at (0, 0) and (4, 8).
(See Fig. 29-11.) By completing the square, the first parabola has the equation y = 9 — (x — 3)?; therefore, it has its
vertex at (3, 9) and opens downward. Likewise, the second parabola has the equation y = (x —1)* — 1; therefore,

its vertex is at (1, —1) and it opens upward. Note that the first parabola lies above the second parabola in the given
region. By (29.1), the required area is

[ (6x—x) (2 ~20)dx= ['Br-20)dx = (4x* ~320)] = (64— 2)= &



4.
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Y y=2x—2x

Fig. 29-11

Find the area of the region bounded by the parabola y* = 4x and the line y = 2x — 4.

Solving the equations simultaneously, we get (2x —4)> =4x, x> —4x+4=x, x> - 5x+4=0, (x— D(x—4)=0.
Hence, the curves intersect when x = 1 or x = 4, that is, at (1, —2) and (4, 4). (See Fig. 29-12.) Note that neither
curve is above the other throughout the region. Hence, it is better to take y as the independent variable and
rewrite the curves as x =+ y*andx =+ (y + 4). The line is always to the right of the parabola.

The area is obtained by integrating along the y axis:

4 4
[Lao+a-tyay=1] @y+8-ydy

=102 +8y— 4], =4H((16+32- %)~ (4—16+4) =9

(4,4)

1,-2)

Fig. 29-12

Find the area of the region between the curve y = x* —6x* + 8x and the x axis.

Since x3 — 6x> +8x = x(x? — 6x + 8) = x(x — 2)(x — 4), the curve crosses the x axis at x=0, x=2, and x = 4.
The graph looks like the curve shown in Fig. 29-13. (By applying the quadratic formula to y’, we find that the
maximum and minimum values occur at x =2+ 24/3.) Since the part of the region with 2 < x < 4 lies below the
X axis, we must calculate two separate integrals, one with respect to y between x = 0 and x = 2, and the other with
respect to —y between x = 2 and x = 4. Thus, the required area is

2
[l = 6x +8x)dx = [ (0 = 63 + 8x)dx = (4t - 200 +4x2)] —(xt—2 44 =44 4=8
0
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Fig. 29-13

Note that, if we had made the mistake of simply calculating the integral J.:(x3 —6x* +8x)dx, we would have

got the incorrect answer 0.

6. Find the area enclosed by the curve y* = x2 — x*.
The curve is symmetric with respect to the coordinate axes. Hence the required area is four times the portion

lying in the first quadrant. (See Fig. 29-14.) In the first quadrant, y =+/x* —x* = x+/1—x? and the curve inter-

sects the x axis at x =0 and x = 1. So, the required area is

4]01 WI—2 dr=—2 fo' (1= x2)2(<2x) dx
1

=-2(2)1-x*)" l) (by Quick Formula I)

—40-1P=—4(-D=4

Y
x
0,
Fig. 29-14
7. Find the arc length of the curve x = 3y*?> -1 from y=0to y =4. I i 9
We can reverse the roles of x and y in the arc length formula (29.2): L = _[ 1+ ( 7 ) dy. Since — dy 3 Z 12,

4
L=[T+3y dy=s [ 1+ 80" (dy= G0 +¥ y)ﬂ =235 ((82)"2 = 177) = £ (8282 — 1)
8. Find the arc length of the curve 24xy = x* + 48 from x =2 to x = 4.
y=-x*+2x"'. Hence, y’=4x* —2/x*. Thus,
() =dx' =+

1+ =dxt + 4+
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4
2

s 2
L=[ I+ () dx=] (§x2+—2

P ) dx= J?(%xz + 2x’2)dx

So,

=(x -~ 2 = (4= 4)- (¢ -1)= ¥

9. Find the arc length of the catenary y = %(e*’“ +e) fromx=0tox=a.
y'=14(e"* + e¥'*) and, therefore,

1+ (y')z =1+ %(eZX/a -2+ e*Z.X/a) :%(ex/a + efx/a)Z

SO’ L= %J.:(em + e—x/a)dx — %(ex/a _ e—xlu):| :%(6— e—l)

0

SUPPLEMENTARY PROBLEMS
10. Find the area of the region lying above the x axis and under the parabola y = 4x — x.

Ans. %

11. Find the area of the region bounded by the parabola y = x2 — 7x + 6, the x axis, and the lines x =2 and x = 6.

Ans. 3¢

12. Find the area of the region bounded by the given curves.

(@ y=x°y=0,x=2,x=5 Ans. 39
(b) y=x,y=0,x=1x=3 Ans. 20
() y=dx-x%,y=0,x=1,x=3 Ans. 2
(d x=1+y,x=10 Ans. 36
(e) x=3y"-9,x=0,y=0,y=1 Ans. 8
(f) x=y*+4y,x=0 Ans. %
(&) y=9-x,y=x+3 Ans. 12
(h) y=2-xy=-x Ans. %
i) y=x*-4,y=8-24 Ans. 32
(G) y=x'-4x y=4x Ans. 322
N e’ +1

&) y=e,y=e*x=0,x=2 Ans. =
D y=e"+e¥ y=0,x==*a Ans. 2a e;l)
(m) xy=12,y=0,x=1,x=¢’ Ans. 24

1 P 7
(m y= W,y—O,x—ﬂtl Ans. =
(0) y=tanx,x=0,x=z Ans.  1In2
(p) y=25-x% 256x=3y?% 16y =9x* Ans. %

13. Find the length of the indicated arc of the given curve.

(@) y=8x*fromx=1tox=8 Ans. (104\/3 - 125)/27
(b) 6xy=x*+3fromx=1tox=2 Ans. 11

() 27y*=4(x—2)* from (2, 0) to (11, 63 Ans. 14
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14.

(d y=+x’—<iInxfromx=1ltox=e Ans. L2 -1

_ A 4 1+42
() y=Incosxfrom x= 3 to x= 7 Ans. In NG ]
(f) x*+y»=4fromx=1tox=8 Ans. 9

(GC) Estimate the arc length of y = sin x from x = 0 to x = 7 to an accuracy of four decimal places. (Use
Simpson’s Rule with n = 10.)

Ans.  3.8202



CHAPTER 30

Applications of
Integration II: Volume

A solid of revolution is obtained by revolving a region in a plane about a line that does not intersect the
region. The line about which the rotation takes place is called the axis of revolution.

Let f be a continuous function such that f(x) > 0 for a < x < b. Consider the region & under the graph of f,
above the x axis, and between x = a and x = b. (See Fig. 30-1.) If R is revolved about the x axis, the resulting
solid is a solid of revolution. The generating regions % for some familiar solids are shown in Fig. 30-2.

y

g

Fig. 30-1

Disk Formula

The volume V of the solid of revolution obtained by revolving the region % of Fig. 30-1 about the x axis is
given by

V=r jb (F(x))2dx = njb ydx (disk formula)

y=fx)

h ' = r

(5]

(a) Cone (b) Cylinder () Sphere

Fig. 30-2

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.
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See Problem 9 for a sketch of the proof of this formula.

Similarly, when the axis of rotation is the y axis and the region that is revolved lies between the y axis
and a curve x = g(y) and between y = ¢ and y = d (see Fig. 30-3), then the volume V of the resulting solid of
revolution is given by the formula

V= ﬂJ.Cd (g(y)*dy= ﬂLb x*dy (disk formula)

1

x=g(y)

)

Fig. 30-3

EXAMPLE 30.1: Consider the solid of revolution obtained by revolving about the x axis the region in the first quad-
rant bounded by the parabola y* = 8x and the line x = 2. (See Fig. 30-4.) By the disk formula, the volume is

2
v=r[ yde=r | 8xdr= ﬂ(4x2)} = 1(16—0) =167
0 0 o

¥ (2,4)

24
Fig. 30-4
EXAMPLE 30.2: Consider the solid of revolution obtained by revolving about the y axis the region bounded by the

parabola y = 4x? and the lines x =0 and y = 16. (See Fig. 30-5.) To find its volume, we use the version of the disk formula
in which we integrate along the y axis. Thus,

16
ven| vdy=r|'%dy= £ yz]o = 5(256-0)=327
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b =

o 1

Fig. 30-5

Washer Method

Assume that 0 < g(x) < f(x) for a < x < b. Consider the region between x = a and x = b and lying between
y=g(x) and y =f(x). (See Fig. 30-6.) Then the volume V of the solid of revolution obtained by revolving this
region about the x axis is given by the formula

v=r[ [(f)7 ~(g()?]dx (washer formula)’
y
= %)
y =g
1 L x
a b
Fig. 30-6

The justification is clear. The desired volume is the difference of two volumes, the volumes n_[ (f(x))*dx
of the solid of revolution generated by revolving about the x axis the region under y = f(x) and the volume
EJ (g(x))*dx of the solid of revolution generated by revolving about the x axis the region under y = g(x).

A similar formula

V=] (o) - ()’ ]dy (washer formula)

holds when the region lies between the two curves x = f(y) and x = g(y) and between y = c and y = d, and it
is revolved about the y axis. (It is assumed that 0 < g(y) < f(y) forc <y <d.)

"The word “washer” is used because each thin vertical strip of the region being revolved produces a solid that resembles a plumbing
part called a washer (a small cylindrical disk with a hole in the middle).
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o

Fig. 30-7

EXAMPLE 30.3: Consider the solid of revolution obtained by revolving about the x axis the region bounded by the
curves, y =4x%, x =0, and y = 16. (The same region as in Fig. 30-5.) Here the upper curve is y = 16 and the lower curve
is y = 4x”. Hence, by the washer formula,

V= (16~ (@x)?]dr=r [256~ 16x*] dr = m(256x— £.2°)] = n(512—¥) = 20‘;8”

Cylindrical Shell Method

Consider the solid of revolution obtained by revolving about the y axis the region % in the first quadrant be-
tween the x axis and the curve y = f(x), and lying between x = a and x = b. (See Fig. 30-7.) Then the volume
of the solid is given by

V= 271:jbxf (x)dx= ZHbey dx (cylindrical shell formula)

See Problem 10 for the justification of this formula.
A similar formula holds when the roles of x and y are reversed, that is, the region 2 in the first quadrant
between the y axis and the curve x = f(y), and lying between y = ¢ and y = d, is revolved about the x axis

d d
V =2z [ yf(y)dy=2x[ yxdy

EXAMPLE 30.4: Revolveabout the y axis the region above the x axis and below y=2x%, and between x=0and x=5. By the
cylindrical shell formula, the resulting solid has volume

21 [ xy de=2n [ 22 dx=4n [ Xdv = ()], =6257

Note that the volume could also have been computed by the washer formula, but the calculation would
have been somewhat more complicated.

Difference of Shells Formula

Assume that 0 < g(x) <f(x) on an interval [a, b] with a > 0. Let & be the region in the first quadrant between
the curves y = f(x) and y = g(x) and between x = a and x = b. Then the volume of the solid of revolution
obtained by revolving R about the y axis is given by

V= Zﬁjbx( f(x)—g(x)dx (difference of shells formula)
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This obviously follows from the cylindrical shells formula because the required volume is the difference of
two volumes obtained by the cylindrical shells formula. Note that a similar formula holds when the roles of
x and y are reversed.

EXAMPLE 30.5: Consider the region in the first quadrant bounded above by y = x?, below by y = x, and lying

between x = 0 and x = 1. When revolved about the y axis, this region generates a solid of revolution whose volume, ac-
cording to the difference of shells formula, is

1
27r.[;x(x2—x3)dx=27r_[;(x3—x4)dx=Zn(%x“—lx‘)} =27r(1 1) %

Cross-Section Formula (Slicing Formula)

Assume that a solid lies entirely between the plane perpendicular to the x axis at x = a and the plane per-
pendicular to the x axis at x = b. For each x such that a < x < b, assume that the plane perpendicular to the x

axis at that value of x intersects the solid in a region of area A(x). (See Fig. 30-8.) Then the volume V of the
solid is given by

V= LbA(x) dx

(cross-section formula)®

For justification, see Problem 11.

Fig. 30-8

EXAMPLE 30.6:

Assume that half of a salami of length 4 is such that a cross-section perpendicular to the axis of the

salami at a distance x from the end O is a circle of radius v/x. (See Fig. 30-9.) Hence, the area A(x) of the cross-section
is 7(~/x)? = mx. So, the cross-section formula yields

4 K 2
V=Jl(j A(x)dx= I:ﬂx dngxﬂ _zh

X
o]

Fig. 30-9

"This formula is also called the slicing formula because each cross-sectional area A(x) is obtained by slicing through the solid.
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SOLVED PROBLEMS

1.

Find the volume of a cone that has height & and whose base has radius r.
The cone is generated by revolving about the x axis the region between the line y = %x and the x axis,
between x = 0 and x = h. (See Fig. 30-2(a).) By the disk formula, the volume of the cone is

h ho2 2 h 2
nfo yidx= n.[o #xz dx = 72—';(%)63)]0 = 72—’;(%}13) =Lnrh

Find the volume of the cylinder of height  and radius r.
The cylinder is generated by revolving about the x axis the region between the line y = r and the x axis,
between x = 0 and x = h. (See Fig. 30-2().) By the disk formula, the volume of the cylinder is

h n h
V= n_[o yidx = njo rldx= nrzx] =rr’h.

0

Find the volume of a sphere of radius r.

The sphere is generated by revolving about the x axis the region between the semicircle y=+/r> — x> and
the x axis, between x = —r and x = r. (See Fig. 30-2(c).) By the symmetry with respect to the y axis, we can use
the part of the given region between x = 0 and x = r and then double the result. Hence, by the disk formula, the
volume of the sphere is

V= 2nf;‘y2dx=2ﬂj.(:(r2 —-x)dx= 272:(r2x—%x3)]; = 277:(}’3 —%) =27(3r)=4nr

Let % be the region between the x axis, the curve y = x%, and the line x = 2. (See Fig. 30-10.)

(a) Find the volume of the solid obtained by revolving % about the x axis.
(b) Find the volume of the solid obtained by revolving % about the y axis.

3
T

Fig. 30-10
(a) The disk formula yields the volume

2 2 5
V= ”J‘O y2dx=7rjo (x3)2dX=7[J‘:x6dx=%x7iL — 127877,'
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(b) (First solution) The cylindrical shells formula yields the volume
2 2 2 647
V= 2”_[0 xydx= 27L'J0 x(x*) dx = 27r.|.0 xtdx=2m(+x° )] ===

(Second solution) Integrating along the y axis and using the washer formula yields the volume

o= s

Find the volume of the solid obtained by revolving about the y axis the region in the first quadrant inside the
circle x2 + y?> = 12, and between y = a and y = r (where 0 < a < r). See Fig. 30-11. (The solid is a “polar cap” of a
sphere of radius r.)

Fig. 30-11

Integrating along the y axis, the disk formula yields the volume

V= ﬂjlrxzdyzfrjr(rz —y2)dy= ﬂ(rzy—%y3):|: = ﬂ(%r3 —(rza —%03)): %(Zr3 -3r’a+a’)

Find the volume of the solid obtained by revolving about the y axis the region in the first quadrant bounded
above by the parabola y = 2 — x? and below by the parabola y = x% (See Fig. 30-12.)

»
» =

Fig. 30-12
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The curves intersect at (1,1). By the difference of cylindrical shells formula, the volume is

1
V=2r[ (@) - ) dv =4z (x— ) dv =4z (b —%x“)] —4n(4-4)=n

7. Consider the region & bounded by the parabola y = 4x? and the lines x = 0 and y = 16. (See Fig. 30-5.) Find the
volume of the solid obtained by revolving % about the line y = -2.

To solve this problem, we reduce it to the case of a revolution about the x axis. Raise the region % vertically
upward through a distance of 2 units. This changes % into a region %" that is bounded below by the parabola
y=4x*+ 2, on the left by the y axis, and above by the line y = 18. (See Fig. 30-13.) Then the original solid of
revolution has the same volume as the solid of revolution obtained by revolving R* around the x axis. The latter
volume is obtained by the washer formula:

V= n_[:(182 —(4x+2)) dx = njoz(256— 16:x* —16x2 —4) dx

= 7r(252x—%x5 —%xﬂ]i = ﬂ(504—¥—%) = 531854”

8. Asin Problem 7, consider the region % bounded by the parabola y = 4x? and the lines x =0 and y = 16.
(See Fig. 30-5.) Find the volume of the solid obtained by revolving % about the line x = —1.
¥
A

18

6_

(3]

Fig. 30-13

To solve this problem, we reduce it to the case of a revolution about the y axis. Move the region % to the right
through a distance of 1 unit. This changes % into a region R" that is bounded on the right by the parabola
y=4(x— 1) above by y = 16, and on the left by x = 1. (See Fig. 30-14.) The desired volume is the same as that
obtained when we revolve " about the y axis. The latter volume is got by the difference of cylindrical shells
formula:

V= 27rfx(16—4(x— 1)?) dx = 2nfx(16—4x2 +8x—4) dx

_2 3 3 2 — 2 4 8,3 2 3
=27 [ (163 — 4x° + 827 — 4x) dx = 27 (8% — x* + $x° — 2x?) |

1

=2m[(72-81+72-18)—(8—1+%-2)]=1



@— CHAPTER 30 Applications of Integration II: Volume

Fig. 30-14

9. Justify the disk formula: V = ﬂjb( f(x))*dx.
Divide the interval [a, b] into n equal subintervals, each of length Ax=

n“. (See Fig. 30-15.)

Consider the volume V; obtained by revolving the region R, above the ith subinterval about the x axis.

If m; and M, are the absolute minimum and absolute maximum of f on the ith subinterval, then V, lies
between the volume of a cylinder of radius m; and height Ax and the volume of a cylinder of radius M,
and height Ax. Thus, 7m?Ax <V, <wM?Ax and, therefore, m? < % <M?. (We have assumed that the
volume of a cylinder of radius r and height & is ©r?h.) Hence, by the intermediate value theorem for the
continuous function (f(x))?, there exists x; in the ith subinterval such that

V= n'(f(x:))zAx. Thus,

% =(f(x))" and, therefore,

v=>Vv=r)( f(xi*))2 Ax  Letting n — 4o, we obtain the disk formula.
i=1 i=1

\4
=

Fig. 30-15
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b
10. Justify the cylindrical shells formula: V = 27rJ xf(x) dx.
Divide [a, b] into n equal subintervals, each of length Ax. (See Fig. 30-16.) Let R, be the region above the
ith subinterval. Let x; be the midpoint x’*‘T-HC' of the ith interval. The solid obtained by revolving the region

R, about the y axis is approximately the solid obtained by revolving the rectangle with base Ax and height
y; = f(x). The latter solid is a cylindrical shell, that is, it lies between the cylinders obtained by revolving the
rectangles with the same height f(x) and with bases [0, x,_;] and [0, x;]. Hence, it has volume

o f (o)) = x f () = 7 f () — x2)

= L0, = 3, +35,)= ()2 )(Ax)= 273, f (3 )(Ax)

n b
Thus, the total V is approximated by 2752 x; f(x))Ax which approaches 27r.[ x f(x)dx as n — +oo.

i=1

b
11. Justify the cross-section formula: V = J- A(x) dx.
Divide [a, b] into n equal subintervals [x, ,, x.], and choose a point X; in [x,_,, x,]. If  is large, Ax is small
and the piece of the solid between x,_, and x;, will be close to a (noncircular) disk of thickness Ax and base area
A(x;)). (See Fig. 30-17.) This disk has volume A(x;)Ax. So V is approximated by 2 A(x})Ax, which approaches

jhA(x) dx asn — +oo. =

A

b o B |
| L% | §
| 1
H A i
1 | 1 1 } X
a Xip XPox; b

Fig. 30-16

=

Fig. 30-17
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12. Asolid has a circular base of radius 4 units. Find the volume of the solid if every plane section perpendicular to a
particular fixed diameter is an equilateral triangle.
Take the circle as in Fig. 30-18, with the fixed diameter on the x axis. The equation of the circle is x> + y* = 16.
The cross-section ABC of the solid is an equilateral triangle of side 2y and area A(x) = V3 y: = NEY (16 — x?). Then,
by the cross-section formula,

V=3[ 16-x)dr=\3(16x-32)] =33

13. A solid has a base in the form of an ellipse with major axis 10 and minor axis 8. Find its volume if every section
perpendicular to the major axis is an isosceles triangle with altitude 6.

2
Take the ellipse as in Fig. 30-19, with equation )25—; + i’—6 =1. The section ABC is an isosceles triangle of base

2y, altitude 6, and area A(x) =6y = 6(%\/ 25— x? ) Hence,

V=3[ J25-27dr=60n

Fig. 30-18

5
(Note that I_S \J25 — x?dx is the area of the upper half of the circle x> + y* = 25 and, therefore, is equal to 25m/2.)

(&
T
k4 v N
i 0 ! x
¥
A
P
Fig. 30-19

SUPPLEMENTARY PROBLEMS

14. Consider the region % bounded by the parabola y* = 8x and the line x = 2. (See Fig. 30-4.)

(a) Find the volume of the solid generated by revolving & about the y axis.
(b) Find the volume of the solid generated by revolving & about the line x = 2.

Ans. (a) %; (b) 25;%
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15. Find the volume of the solid generated by revolving the region between the x axis and the parabola y = 4x — x*
about the line y = 6.

14087

Ans. 15

16. Find the volume of the torus (doughnut) generated by revolving the circle (x — a)? + y? = b* about the y axis,
where 0 <b <a.

Ans. 2mlab®

17. Consider the region & bounded by y = —x? — 3x + 6 and x + y = 3. Find the volume of the solid generated by
revolving % about:

(a) the x axis; (b) the line x = 3.

Ans. (a) —171952” - (b) —2536”

In Problems 18-26, find the volume generated when the given region is revolved about the given line. Use the disk
formula.

18. The region bounded by y = 2x2, y =0, x =0, x = 5, about the x axis.
Ans. 2500w

19. The region bounded by x* — y* =16, y =0, x = 8, about the x axis.

Ans. @

20. The region bounded by y = 4x?, x =0, y = 16, about y = 16. (See Fig. 30-5.)

40967
Ans. 15

21. The region bounded by y* = x*, y =0, x = 2, about the x axis.
Ans. 4m

22. The region bounded by y =x3, y =0, x =2, about x = 2.

167

Ans. T

23. The region within the curve y* = x*(1 — x?), about the x axis.

24. The region within the ellipse 4x? + 9y* = 36, about the x axis.

Ans. 16m

25. The region within the ellipse 4x? + 9y* = 36, about the y axis.

Ans. 24w
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26. The region within the parabola x = 9 — y* and between y = x — 7 and the y axis, about the y axis.

Ans. %

In Problems 27-32, find the volume of the solid generated by revolving the given region about the given line. Use the
washer formula.

27. The region bounded by y =2x% y =0, x =0, x =5, about the y axis.

Ans. 625m

28. The region bounded by x2 — y* =16, y = 0, x = 8, about the y axis.

Ans. 12831

29. The region bounded by y =x* x =0, y =8, about x = 2.

Ans. %

30. The region bounded by y = x?, y = 4x — x%, about the x axis.

32r

Ans. 3

31. The region bounded by y =x?, y = 4x — x?, about y = 6.

64r

Ans. 3

32. The region bounded by x=9 —y?, y=x—7, about x =4.

Ans. %

In Problems 33-37, find the volume of the solid generated by revolving the given region about the given line. Use the
cylindrical shells formula.

33. The region bounded by y =2x% y=0,x=0, x=35, about x = 6.

Ans. 375w

34. The region bounded by y =x* y =0, x =2, about y = 8.

Ans. @

35. The region bounded by y = x?%, y = 4x — x?, about x = 5.

64r

Ans. 3

36. The region bounded by y =x?> — 5x + 6 and y = 0, about the y axis.

Ans. 5?71'
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37.

The region bounded by x=9 —y?, y=x—7,x =0, about y = 3.

Ans. %

In Problems 38—42, find the volume generated by revolving the given region about the given line. Use any appropriate
method.

38.

39.

40.

41.

42.

43.

44.

45.

46.

47.

The region bounded by y = e, y=0,x=0,x=1, about the y axis.
Ans. m(l-e™)
The region bounded by y = 2x%, y = 2x + 4, about x = 2.

Ans. 27w

The region bounded by y =2x, y=0, x =0, x = 1, about the y axis.

The region bounded by xy =4, y = (x — 3)?, about the x axis.

Ans. 27Tﬂ

Find the volume of the frustum of a cone whose lower base is of radius R, upper base is of radius r, and
altitude is A.

Ans. %n’h(rz + R+ RY)

A solid has a circular base of radius 4 units. Find the volume of the solid if every plane perpendicular to a
fixed diameter (the x axis of Fig. 30-18) is: (a) a semicircle; (b) a square; (c) an isosceles right triangle with the
hypotenuse in the plane of the base.

Ans. @) 1BE; ) 1924 ) 26

3 3 3
A solid has a base in the form of an ellipse with major axis 10 and minor axis 8. Find its volume if every section
perpendicular to the major axis is an isosceles right triangle with one leg in the plane of the base.

Ans. 6i30

The base of a solid is the first-quadrant region bounded by the line 4x + 5y = 20 and the coordinate axes. Find its
volume if every plane section perpendicular to the x axis is a semicircle.

Ans. IOT”

The base of a solid is the circle x? + y* = 16x, and every plane section perpendicular to the x axis is a rectangle
whose height is twice the distance of the plane of the section from the origin. Find its volume.

Ans. 1024m
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48. The section of a certain solid cut by any plane perpendicular to the x axis is a circle with the ends of a diameter
lying on the parabolas y? = 4x and x> = 4y. Find its volume.

6561
280

Ans.

49. The section of a certain solid cut by any plane perpendicular to the x axis is a square with the ends of a diagonal
lying on the parabolas y? = 4x and x> = 4y. Find its volume.

Ans. 144

35

50. A hole of radius 1 unit is bored through a sphere of radius 3 units, the axis of the hole being a diameter of the
sphere. Find the volume of the remaining part of the sphere.

Ans. @



Techniques of Integration I:
Integration by Parts

If 4 and v are functions, the product rule yields
D (uwv)=uw"+wu’
which can be rewritten in terms of antiderivatives as follows:
uy = '[uv' dx+ jvu’ dx

Now, juv' dx can be written as Ju dv, and jvu’ dx can be written as Jv du.t Thus, uv = Ju dv+ Jv du and,
therefore,

ju dv=uv-— Jv du (integration by parts)

The purpose of integration by parts is to replace a “difficult” integration Ju dv by an “easy” integration
v du.

EXAMPLE 31.1: Fmdjxmxdn

In order to use the integration by parts formula, we must divide the integrand x In x dx into two “parts” u and dv so
that we can easily find v by an integration and also easily find J.v du. In this example, let u = In x and dv = x dx. Then

we can set v =1 x? and note that du = %dx. So, the integration by parts formula yields:

Jx Inxdx= ju dv=uv— Jvdu =(Inx)$x*)— Jl%xz (%dx)
=1x? lnx—%J'x dx=1x’Inx-+x*+C

=1xQ2Inx-1)+C

Integration by parts can be made easier to apply by setting up a rectangle such as the following one for
Example 1.

u=Inx dv=xdx

1
du=—dx v=4%x*
X

7_[ uv’ dx = ju dv, where, after the integration on the right, the variable v is replaced by the corresponding function of x. In fact, by
the Chain Rule, D, (Iu dv) =D, (Ju dv) -D v=u-v’. Hence, ju dv= Iuv’ dx. Similarly, JV du= jvu’ dx,

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.
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In the first row, we place u and dv. In the second row, we place the results of computing du and v. The
desired result of the integration parts formula uv — jv du can be obtained by first multiplying the upper-left
corner u by the lower-right corner v, and then subtracting the integral of the product v du of the two entries
v and du in the second row.

EXAMPLE 31.2: Find Jxe'* dx.

Let u = x and dv = ¢* dx. We can picture this in the box below.

u=x dv=e‘dx

du=dx v=e*
Then, Ixe‘dx:uv— jv du = xe* — fe* dx=xe* —e* +C
=e'(x-D+C

EXAMPLE 31.3: Find _[e* cosx dx.

Let u = e* and dv = cos x dx. Then we get the box

u=e" dv =cosx dx
du=e*dx v=sinx

So, Je‘cosxdx=uv—Jvdu=e*sinx—‘|‘e"sinxdx (1)

Now we have the problem of finding J.e” sin x dx, which seems to be just as hard as the original integral Je“ cos x dx.

However, let us try to find Je*’ sinx dx by another integration by parts. This time, let # = ¢* and dv = sin x dx.

u=e" dv =sinx dx
du=e*dx v=-cosx

Then, Je* sinx dx = —e* cosx — J—e* cosx dx

=—e*Ccosx + J.e-‘ cos x dx

Substituting in formula (1) above, we get:
J‘e* cosx dx=e*sinx — (—e“ cosx + J‘e“ cosx dx)
=e'sinx +e*cosx — Je" cosx dx
Adding _[e* cosx dx to both sides yields 2j e*cosx dx=e*sinx+e*cosx. So,
J.e* cosx dx =1 (e*sinx+e* cosx)
We must add an arbitrary constant:
J.ex cosx dx =% (e*sinx+e*cosx)+C

Notice that this example required an iterated application of integration by parts.
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SOLVED PROBLEMS

1.

Find J.x3e"2dx.
Let u = x? and dv = xe* dx. Note that v can be evaluated by using the substitution w = x2. (We get

N
X2

v= %J.e‘”dw =te"=1ev)

-2
u=x? dv = xe* dx

2
du=2xdx v=1e

Hence, > > 2
Jlx3e" dx=1x%" - J)ceA dx
=1x%” —Le” +C
=te"(x*-D+C
Find [ In(x’ +2) dx.

Let u=1In (x> + 2) and dv = dx.

u=In(x>+2) dv=dx

__2x _
du—x2+2dx V=X

S [In(x? +2) de = xIn(x +2) - 2[5 dx
0, - x*+2

= xIn(x? +2)— 2](1 - ﬁ)dx

= xIn(x2 +2) = 2x + —X tan™! (Lj +C

V2 2
)+C

= x(In(x? +2) — 2) + 2/2 tan™ (

S

Find jlnx dx.
Let u =1n x and dv = dx.

u=Inx dv=dx

du=ldx V=x
X

So, Ilnx dx=xlnx—J.1dx=xlnx—x+C
=x(lnx-1)+C
Find fxsinx dx.
We have three choices: (a) u = x sin x, dv = dx; (b) u =sin x, dv = x dx; (¢) u=x, dv = sin x dx.

(a) Letu=uxsinx, dv=dx. Then du = (sin x + x cos x) dx, v =x, and

stinx dx=x-xsinx— J.x(sinx+xcosx) dx

The resulting integral is not as simple as the original, and this choice is discarded.



5.

7.

8.
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(b) Let u=sin x, dv=x dx. Then du = cos x dx, v=+x%, and
stin xdx=+x*sin x— j%xz cos x dx

The resulting integral is not as simple as the original, and this choice too is discarded.

(¢) Letu=x,dv=sinxdx. Then du = dx, v=—-cos x, and

_[xsin X dx =—xcos x—f—cos xdx=-xcos x+sin x+C

Find fxz In x dx.
dx x3
Letuzlnx,dvzxzdx.Thendu=7, V=g and
2 X e (XA X[ 2ge = o — L3
Jx Inxdx= 3 Inx J.S =3 Inx 3Jx dx = 3 Inx—5x’+C

Find [sin”! x dx.

Let u =sin' x, dv = dx.

u=sin"'x dv=dx

du= 1 dx v=x

NS

So, J-sin"xdxzxsin"x—j X ix

V11— x?

=xsin”' x + %J.(l — x2)2(=2x)dx
=xsin'x+11A-xH)")+C (by Quick Formula I)

=xsin'x+(1-x)"?+C=xsin'x++1-x2+C

Find J’tan‘1 x dx.
Let u = tan"'x, dv = dx.

u=tan"' x dv=dx
__1 _
du= s dx v=x
-1 _ 1y X _ 1, _ 1 2x

So, Itan xdx=x tan”' x -[_1+x2 dx=xtan™ x 2-[_1+x2 dx

=xtan'x—+In(1+x*)+C (by Quick Formula II)

Find J.sec3 x dx.
Let u = sec x, dv = sec’x dx.
U=secx dv =sec? x dx

du =secxtanx dx y=tanx




CHAPTER 31 Techniques of Integration I: Integration hy Parts

Thus, Jsec3 xdx=secxtanx — J.secxtan2 x dx
=secxtanx — fseox(sec2 x—1)dx
=secxtanx — fsec3 x dx +Isecx dx

=secxtanx — fsec3 x dx + Inlsec x + tan x|

Then, 2.[ sec® x dx =secxtanx + In Isec x + tan x|

Hence, J.sec3xdx=%(secxtanx+lnlsecx+tanxl)+C

9. Find fxz sin x dx.
Let u = x%, dv = sin x dx. Thus, du = 2x dx and v = —cos x. Then

'[xz sinx dx =—x2cosx — I—2xcosx dx

=—x2cosx+ Zchosx dx

Now apply integration by parts to Ixcosx dx, with u = x and dv = cos x dx, getting
Ixcosx =xsinx— jsinx dx = xsinx+cosx

Hence, _[xz sinx dx = —x?cosx + 2(xsinx + cosx) + C

10. Find [ x'e*dx.
Let u = x°, dv = €** dx. Then du = 3x? dx, v=+¢e**, and

J.x3ezxdx =1xler - %J.xze“dx

2 and

For the resulting integral, let u = x*> and dv = €** dx. Then du =2x dx,v=+e
Jx%“dx =1xde? - %(% x2e* — Jxez"dx) =1x2e —3x%* + %J'xez*‘dx

For the resulting integral, let u = x and dv = €** dx. Then du = dx, v =1 ¢**, and

J.x3e2*'dx =11 -3 x2e? + %(%xez" - %J.ez“dx) =41’ =32 + 3xe* -3 +C

11. Derive the following reduction formula for J.sin”‘ X dx.

1ym-1 _ .
jsin"’xdx __Sin ”):cosx " mm ljsm'”‘zxdx

Let u = sin”™! x and dv = sin x dx.

u=sin""x dv =sinx dx
du=(m—-1Dsin"2xdx v=—cosx




CHAPTER 31 Techniques of Integration I: Integration by Parts

Then Jsin"’ X dx=—cos xsin"' x + (m — 1)I sin”~2 xcos? x dx
=—cos xsin" ' x+ (m - 1)_..sin’H x(1—sin®x) dx

=—cos xsin" ' x + (m - l)jsin"”2 xdx—(m— l)fsin”’ x dx

Hence, mj sin” x dx = —cosxsin™ ' x + (m — l)j sin"2 x dx

and division by m yields the required formula.

12. Apply the reduction formula of Problem 11 to find jsinz x dx.
When m =2, we get

sin xXCcos x

_[sinzxdxz— 5

+%Jsin°xdx

sin xXcos x
:—T+%J‘l dx

sin xXCos x X —sin xcos x
_ +C="——-"—"""+C

X
2 T2 2

13. Apply the reduction formula of Problem 11 to find jsin3 x dx.
When m =3, we get

in2
. sin? xcos x .
j51n3xdx:——3 +%Js1nxdx
in2
sin? xcos x
:—T—%cosx+c

=—S2E Q2 +sin? ) +C

SUPPLEMENTARY PROBLEMS

In Problems 14-21, use integration by parts to verify the specified formulas.

14. fxcosxdx:xsinx+cosx+C

15. fxse023xdx=%xtanSx—%lnIsecxHC
16. J'cos’l 2xdx=xcos™ 2x—L1-4x* +C
17. J'xtan’lxdx=%(x2+1)tan"x—%x+C
18. J'xze’l‘ dx=—te*(x*+%x+3)+C

19. fx3 sinx dx =—x3cosx +3x?sinx + 6xcosx —6sinx + C
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20. J‘xsin’l(xz)dxz%xz sin”! (x2) + 31— x* +C
21, [lox g - Inxtl, o

X X

2n
22. Show that JO xsinnx dx = —27” for any positive integer n.

+

n=2 _
tanxsec"*x , n 2J.sec”’2xdx.

23. Prove the following reduction formula: Jsec” xdx= 1 1

24. Apply Problem 23 to find J‘sec4 x dx.

Ans.  Stanx(sec’x+2)+C

25. Prove the reduction formula:

x? _ 1 (_ X dx
J.(az +x2)n dx—zn_z( (az +x2)n—1 +J.(a2+x2)n—1)

26. Apply Problem 25 to find jﬁ dx.
1 x 1..ax
Ans. 2( a2+x2+atan a)+C

27. Prove fx" Inxdx= %[(”"‘ DInx—-D]+C forn#-1.

28. Prove the reduction formula: J.x”e“‘dx = %x”e’” - %jx”"e‘”dx.

29. Use Problem 28 and Example 2 to show that: J.xze*'dx =e"(x*=2x+2)+C.



Techniques of Integration II:
Trigonometric Integrands and
Trigonometric Substitutions

Trigonometric Integrands
1. Letus consider integrals of the form J.sink xcos" x dx, where k and n are nonnegative integers.

Type 1. At least one of sin x and cos x occurs to an odd power: Then a substitution for the other func-
tion works.

EXAMPLE 32.1: jsirﬁx cos? x dx.

Let u = cos x. Then du = —sin x dx. Hence,
Isin3 xcos? x dx = J.sinz xcos? xsinx dx
= J(l — cos? x)cos® xsinx dx
:—J(l —u)u? du= J(u“ —u?)du
=Lt -t +C=1cos’ x—4cos’x+C

EXAMPLE 32.2: J.sin“ xcos” x dx.

Let u = sin x. Then du = cos x dx, and
J‘sin4 xcos’ x dx = fsin4 xcos® xcosx dx
=Ju4(1—u2)3du=J.u4(1—3u2 +3u* —u®)du
= I(us = 3ub +3u® —u'") du
=tut -3 +3u - Lu'+C

=£sin® x — 3sin” x + $sin® x — sin'' x + C

EXAMPLE 32.3: jsinSx dx.

Let u = cos x. Then du = —sin x dx and

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.
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_[sinSxdx: jsin“xsinx dx = f(l —cos? x)?sinx dx
=—[a-w)du=-[1-2u" +u*) du
=—u-3uw+Liu)+C

=—Llcos’ x+%4cos’x—cosx+C

Type 2. Both powers of sin x and cos x are even: This always involves a more tedious computation, using
the identities

) 1+ cos2x . 1—cos2x
COs* X = ——>—— and sin X=——

EXAMPLE 32.4:

J.cosz xsin* x dx = J.(cosz x)(sin? x)? dx

_ J‘(1+0052x)(1—<:052x)2 d

2 2

_ J‘(1+c052x)(1 —2c0s2x + cos? 2x)dx
- 2 4

= %J(l(l —2c082x + c0s? 2x) + (cos 2x)(1 — 2 cos 2x + cos? 2x)) dx
= %J(l —2c082x + c0s* 2x + cos 2x — 2cos? 2x + cos® 2x) dx
= %J(l —c082x — cos? 2x + cos® 2x) dx

= %(Il dx — jcost dx — jcosz 2x dx + J.cos3 2x dx)

:%(X— Sin22x _ J.1+C§S4x dx + I(COSZX)(I— sin? 2x)dx)

_sin2x 1 sin4x _1(. . o
X= T 2(x+ 4 )+Jcos2xaﬁx ks du) [lettingu = sin2x]

4 sin2x _ 1sin’ 2x)+ c

2 2 8 2 2 3

(x— sin2x _ x _ sin4x
e

. -
X sindx  sin 2x)+c

_ x _sindx _sin®2x
=16 64 48 €

2. Let us consider integrals of the form jtank xsec” x dx, where k and n are nonnegative integers. Recall
that sec? x = 1 + tan” x.

Type 1. n is even: Substitute u = tan x.

EXAMPLE 32.5: jtanzxsec“xdx

Let u = tan x, du = sec? x dx. So,
JtanZ xsec* x dx = J.tanz x(1+ tan® x)sec? x dx = Juz(l +u?)du

=J(u4+u2)du=%u5+%u3+C=%tan5x+%tan3x+C
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Type 2. nis odd and k is odd:  Substitute u = sec x.

EXAMPLE 32.6: Jtan3xsecx dx

Let u = sec x, du = sec x tan x dx. So,
Jtan3xsecxdx:Jtanzxsecxtanxdx:J(seczx—l)secxtanx dx
=J(u2 —Ddu=+u?—u+C=1%sec® x—secx+C

Type 3. nis odd and k is even:  This case usually requires a tedious calculation.

EXAMPLE 32.7:

jtanz xsecxdx = j(secz x—1)secxdx= J(sec3 x—secx) dx

= %(secxtanx + InIsecx + tanxl) — In Isecx + tanxl+ C  (by Problem 8 of Chapter 31)

=1 (secxtanx — In Isecx + tanxl) + C

3. Let us consider integrals of the form jsinA.xcos Bx dx, JsinAxsin Bx dx, and _[cos Axcos Bx dx.
‘We shall need the identities

sin Ax cos Bx = £ (sin(A + B)x + sin(A — B)x)
sin Ax sin Bx = 4 (cos(A — B)x — cos(A + B)x)

cos Ax cos Bx =+ (cos(A — B)x + cos(A + B)x)

EXAMPLE 32.8:
j sin7xcos3x dx = J%(sin(7 +3)x +sin(7 - 3)x) dx = J%(sinle +sindx) dx

=4 (—15cos10x — fcosdx) + C =—45(2cos10x + 5cosdx) + C

EXAMPLE 32.9:
Jsin Txsin3x dx = f%(cos(7 —3)x —cos(7+3)x) dx = J%(cos 4x —cos10x) dx

=1 (4sindx — 15sin10x) + C = 45 (5sindx — 2sin10x) + C

EXAMPLE 32.10:
[ cos7xcos3x dx = [4(cos(7 - 3)x + cos(7 + 3)x) dx = [ 4(cosdx + cos10x) dx

=+ (4sindx + 4sinl0x) + C = 4 (5sindx + 2sin10x) + C

Trigonometric Substitutions

There are three principal kinds of trigonometric substitutions. We shall introduce each one by means of a
typical example.

- dx
EXAMPLE 32.11: Find |[—%& .
I x2\4 + x?
Let x =2 tan 6, that is, 6 = tan™! (x/2). Then
drx=2sec?0d0® and J4+x? =J4+4t@an?0 =21+ tan? 0 = 2/sec? 6 =2 Isechl
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By definition of the inverse tangent, —1/2 < 8 < /2. So, cos 6> 0 and, therefore, sec 6> 0. Thus,

secO =IsecOl=+/4 + x*/2 . Hence,

2sec? 6 do
J- dx+x2 =J'4t sec

24 an’ 6(2secO)
1rsec0dO 1 rcos@dO 1, . ..
:ZJ on’ 0 :ZI 5’0 :Zf(sme)zcosede
— L(_(cin Q)] ___1
=4(—(sin®) ™)+ C= 4sin0+c
Now we must evaluate sin 6.
tanf _ x/2 X

Analytic method:  sin@ = = = .
Y sec@ 4122 A+

Geometric method: ~ Draw the right triangle shown in Fig. 32-1. From this triangle we see that sin€ = x/+/4 + x* .
(Note that it follows also for 6< 0.)

J‘ dx __\/4+x2 iC

A+ x 4x

Hence,

Fig. 32-1

This example illustrates the following general rule:

Strategy 1. If \Ja*+ x* occurs in an integrand, try the substitution x = a tan 6.
. dx
EXAMPLE 32.12: Find | ——.
J‘X2 /9_x2

Let x =3 sin 0, that is, @=sin™" (x/3). Then dx =3 cos 0 d6 and

V9= x? =9 —9sin? 0 = 3/sin> 6 = 3/cos? 6 = 3Icos bl

By definition of the inverse sine, —1/2 < 8 < /2 and, therefore, cos 6> 0. Thus, cos@ =IcosOl=+/9 — x*/3. Now,

dx _ 3cosfdf 1 2
-[XZ\/g_x2 _I9sin29(30059)_9 jCSC 646

__1 __1 NI—x'/3 1
=-geotf+C=-5Gp 9" /3 9 «x

This example illustrates the following general method:

Strategy II. If Va* —x* occurs in an integrand, try the substitution x = a sin 6.

EXAMPLE 32.13: Find J.

xZ
———dx.
Jx2—4
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Let x =2 sec 0, that is, = sec™! (x/2). Then dx = 2 sec 6 d6 and

Jx2 —4 = J4sec? 60— 4 =2/sec? 0 — 1 = 2/tan? 0 = 2ltan 6

By definition of the inverse secant, @ is in the first or third quadrant and, therefore, tan 6> 0. So,
tan@ = ItanOl=+/x> — 4 /2. Now,

x?2 _ 4sec?0(2secHtanB)
JJXZ —4 dx—.[ 2tanf a6

= 4fsec3 0. d6="2(secOtan O + In IsecO + tan 8l + C) (by Problem 8 of Chapter 31)

=2[1\1x2—4
2

X

+1n2

+

[\S)

2

xJx2 -4 |x+\/x2—4|+c
2

= — +21n|

:—xvx2—4 +21n|x+\/x2—4|+1( where K=C-2In2

2

This example illustrates the following general method:

Strategy III.  If /x> —a? occurs in an integrand, try the substitution x = a sec 6.

SOLVED PROBLEMS

In Problems 1-23, verify the given solutions. Recall the identities

sinu=+(1—-cos2u) cos*ut(1+cos2u) sin2x=2sinxcosx

1. Jsinz xdx= J.%(l —c082x) dx=+(x—+sin2x)+ C =1 (x—sinxcosx)+ C.
2. [cos?(3x)dr=[+(1+cos 6x) dx =1 (x+sin 6x)+ C.
3. Jsin%vdx: Jsinzxsinx dx:J.(l—cos2 x)sinx dx
= fsinx dx+ Jcosz x(—sinx) dx
=—cosx++cos’x+C (by Quick Formula I)
4. J‘sin2 xcos® x dx = Jsinz xcos? xcosx dx

= fsinz x(1—sin? x)cosx dx
= fsin2 xcosx dx — Jsin“ xcosx dx

=4sin*x—1sin’ x+ C  (by Quick Formula I)
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5. j sin®(3x)cos’ (3x) dx = f (1— cos? (3x))cos® (3x)sin (3x) dx
= JCOSS (3x)sin(3x)dx — J'cos7 (3x)sin3x dx
=— % _[ c0s’ (3x)(=3sin(3x))dx + % I cos’ (3x)(=3sin(3x))dx

=—11cos® Bx)+$4cos® (Bx)+ C  (by Quick Formula I)

=4 (3cos® (3x)—4cos® (3x))+C

6. Jeow ()= f{1so (oo
= {1 (5o = o i f (3 os
=ssing =3 s3] Joos5)
)

= 3s1n— —34sin ( +C (by Quick Formula I)

(X
3

= 3sin% —sin? (%) +C

7. [sin'xdx=[(sin? x)2dx= ﬂ(l — cos(2x))? dx
= %Jl dx — %J'cos (2x) dx + %J.cos2 (2x)dx

1.1
=gx- 4SIH(2x)+8J(1+COS4x))dx

=4x—%sin (2x)+ $(x + +sin (4x))+ C

=3x—4sin (2x) + 4sin (4x)+ C

8. J.sinzxcosz xdx= %Jsinz(Zx) dx = %j(l —cos(4x)) dx

=4(x—3sin(4x))+ C=3tx—sin(4x)+C
9, f sin* (3x)cos?(3x) dx = j(sin2 (3x)cos? (3x))sin® (3x) dx
= %Jsin2 (6x)(1 — cos(6x)) dx
= % jsinz (6x) dx — % Jsinz (6x)cos(6x) dx

=16 j(l cos(12x)) dx — 48 sin?(6x)(6¢cos (6x)) dx

=% (x — &sin(12x)) — gz sin®(6x) + C  (by Quick Formula I)

5 X — gz sin (12x)) — iy sin® (6x) + C

10. Jsin 3xsin2x dx = J‘%(cos(3x —2x)—cos(3x+ 2x)) dx
= %J.(cosx —cos5x)) dx =1 (sinx —Lsin5x)+ C

=4sinx — §sin5x+ C
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11. [sin3xcosSx dr = [4(sin(3x - 5x) +sin (3x + 5x)) d

= %I(Sin (—2x) +sin(8x)) dx = %J(— sin(2x) + sin (8x)) dx

=1 ($cos(2x) — cos(8x)) + C =+ cos(2x) — & cos(8x) + C

12. Jcos 4xcos2x dx= % J. (cos(2x) + cos(6x)) dx

=4($sin(2x) + £sin(6x)) + C = +sin(2x) + & sin(6x) + C

13. [JT=cosx dx=12 [sin (%)dx (by sin? (%) - 1—0%)

14. j(l +cos3x)*?dx = Zﬁj.cos3 (%)dx since cos? (—

= ﬁ(_zcos(%)) +C=-22 cos(%) +C

3x) _ 1+cos(3x)

2 2

= 2\/5_[(1 — sin? (37)6)) cos (3—;)dx

= Zﬁ[ésin(?’%) - %jsin2 (%)(%cos(%))dx}
_ 2 . [3x 21 . ,(3x
= Zﬁ[gsm(T) —33sin (7)} +C
= #[3 sin(?’Tx) —sin? (TX” +C

dx _ I dx

~sin2x \/l—cos(%—Zx)
1-cos (E —-2x
) %I sin (2_ x) since s’ (% - x) - 22
4

16. J.tan4 xdx= _[tanz xtan®x dx = ftanz x(sec?x—1)dx

= Itanzxseczxdx—jtanzxdx

=1tan’ x— I(secz x—1)dx (by Quick Formula I)

+tan® x — (tanx — x) + C

=ttan’ x—tanx+x+C
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17. J.tan5 xdx= Jtan3 xtan® x dx = Jtan3 x(sec?x—1)dx

18

1

o

20.

=3

21.

=

22.

23.

= J.tan3 xsec? x dx — Itan3 dx
=Jtan* x — J'tan x(sec> x—1)dx (by Quick Formula I)
=ftan* x — jtanxsecz x dx + jtanx dx
=+tan* x — Stan® x + In Isecxl +C  (by Quick Formula I)
. [sect (@x) dx = [ sec? (2:x)sec? (2:x) dx
= [ sec? (2x)(1 + tan? (2x)) dx
= jsecz(zx) dx + jsec2(2x) tan® (2.x)) dx
=Ltan(2x)+4 j tan®(2x)(2sec? (2x)) dx
=ttan(2x) + +3tan’*(2x) + C  (by Quick Formula I)
=1tan(2x) + ttan*(2x) + C
. J. tan® (3x)sec* (3x) dx = J.tan3 (3x)(1 + tan?(3x))sec?(3x) dx
= Jtan3 (3x)sec*(3x) dx + ItanS (3x)sec*(3x) dx
=4-tan* (3x) + L tan®(3x) + C
=& tan*(3x) + ptan®(3x) + C
Jcoﬁ 2x) dx= Icot(2x)(cscz 2x)-Ddx

=—+cot?(2x) + L In lesc(2x)l + C

Icot4(3x) dx = J.cot3(3x)(csc2(3x) -1 dx
= [ cot? Bx)ese? (3x) dx — [ cot> Bx) dx
=—$cot’(3x) - [ (ese? Bx) — 1) dx
=—%cot?)(3x) + Scot(Bx)+ x+ C
Icsc6 xdx= Jcscz x(1+ cot? x)? dx
= Jcsc2 xdx+ 2_"cot2 xcsc? x dx + Jcot“ xcsc? x dx

=—cotx—4cot’ x—Lcot’ x+ C
Jcot3 xcse’ xdx = Jcotz xcsc* cscxcot xdx
= J(cscz x —1)csc* xescxcot xdx

= Jcsc" xcscxcotxdx — jcsc“ xcscxcotxdx

=—dcsc’x+Lescix+C
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24. Find | —V9‘x4x2dx.

V9—4x* =25 —x%. So, let x=3sin6. Then

dx=3cos0d0 and J9—4x? =/9—9sin? 0 = 3/cos? O = 3lcos Ol =3cosH

Hence,
A2 3 o
J-deziﬁcosefz.cose)de=3J09529d0=3jl .Sln29d0
X $sin6 sin@ sin@
=3I(csc€—sin9)d9= 31InlcscO — cotBl +3cosO+ C
But
_ 1 _3 _cos@ _N9—4x/3 _\J9—4x?
cseO=Gng=ax ad cotb=G ="z T ax
So,
Jo_ a2 _Jo_a.2
j%dxﬂlnr— Wy o427 +K  where  K=C-3In2
. dx
25. Find | ———.
'[x\/9—4x2

Let x=43tan®. (See Fig. 32-2.) Then dx = $sec?6 and v/9 —4x> =3secH. Hence,

J- dx _J- 3sec?0dO
xJ9+4x2 7 (3tan6)(3sech)

:%Jcsc@d@:%lnlcsce—cotGI+C

2 _
RCERTEE

1
3

Fig. 32-2

042132
26. Find | %d}c.

Let x=4%sin6. (See Fig. 32-3.) Then dx = %cos0d6 and /16 —9x> =4cosO. Hence,

J‘ (16 —9x2)*? A= (64 cos® 0)(4cos0d6)
X0 * 4096

Wsin69
_243 [ o4 2 __243 s
=76 cot*Ocsc?0dO = ) cot’0+C
&(16—9)3)5/2 1 (16-9x2)"

=780 23¢  ¢TTR0 w €
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3x

0
V16 — 9x*

Fig. 32-3

27. Find [ dr__[__xdx
V2x-x> I 1-(x-1p

Let x —1 =sin 0. (See Fig. 32-4.) Then dx = cos 6 d6 and /2x — x* = cos6. Hence,

(1+ sin6)?

Jsz = —J 050 cosB db

=j(1+sin9)2d9=j(g+2sin9—gcos29)d9
=360—2cos6 —+sin20+C
=3sin(x—=1)=22x—x* =+ (x—D2x—x? +C
=3sin(x— D)=+ (x+3V2x—x> +C

-1

0
Vazr —2*

Fig. 32-4

. dx _ dx
28. Find | gtz =l ae—sr o

Let x—3=3sec. (See Fig. 32-5.) Then dx = $secOtan0d0 and 4x> —24x+27 =3tanb. So,

3secOtan0do

.|‘(4)c —24x+27)3/2 __[ a0 18 JCSCQ cotf do
=—Lsco+c=-t__x=3 ¢ (from Fig. 32-5)
18 9 Jax2 —24x+27
/6
2% Viz' — 24z + 27
3
Fig. 32-5

SUPPLEMENTARY PROBLEMS

29. Jcos2 xdx=%x+4sin2x+C

30. jsin3 2x dx=+cos?2x—$cos 2x+C



31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42,

43.

44

45.

46.

417.

48.

49.

CHAPTER 32

jsin“ 2xdx=3x—$sin 4x+ &sin 8x+ C

_[cos“ txdx=%x++sinx+ &sin 2x+ C

_[sin7x dx=%cos” x—2cos® x + cos®* x —cosx+ C
J‘cos%x dx = x+ +sinx + 45sin 2x — &sin® x + C
Jsinz xcos® xdx = +sin® x — £sin’ x + Lsin” x + C
Jsin3 xcos’> x dx=1tcos’ x—+tcos®x+C

Jsin3 xcos® x dx = 4 cos® 2x — {=cos 2x + C

_[sin“ xcos* x dx =5 (Bx—sin 4x + £sin 8x+ C
Jsin 2xcos 4x dx=+cos 2x —15cos 6x + C

Jcos 3xcos 2x dx = +sinx + g5sin 5x+ C

J.sin Sxsinx dx=%sin 4x — 5sin 6x+ C

3
cos’xdx . .
————=sinx++sin’x+C
1—sinx
2/3
cos
J. 05 X dx=—2cot’Px+C
sin®? x
3
cos® x
_[ ———dx=cscx—+csc’x+C
sin* x

_[x(cos3 x* —sin® x?)dx = & (sinx? + cos x*)(4 + sin2x*) + C
_[tan3 xdx=2tan? x + Inlcosxl+ C

Jtan3 3x sec 3x dx =4sec® 3x — $sec 3x+ C

J‘tany2 xsec* x dx=%tan*? x + 3tan®? x + C

jtan“x sec* x dx=+tan” x + ttan’ x + C

Technigques of Integration 11
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50. Icot3xdx:—%cotzx—lnlsianC
51. Jcoﬁxcsc4xdx=—%cot4x—%cot6x+C
52. Jcoﬁxcsc3xdx=—%cs<:5x+%csc3x+C

53. Jcsc4 2x dx=—%cot 2x—Ltcot’ 2x+ C

54 J(—Secx)Adxz— L___1 ¢
: tan x 3tan’*x tanx

3
55. Jccztc; dx=-sinx—cscx+C

56. Itan xvsecx dx=2+secx +C

X_4+C

dx _
O e ey

58. j“zS‘x2 dx:SlnIS_VZS_xz |+\/25—x2 +C
X X

59. [ —_Na—x* o

Jai-xr a’x
60. [ +4dx=4x/x +4+2In(x+x" +4)+C

x%dx _ X
(az _ x2)3/2 - \/az —x2

61.

—sin™ (1) +C
a

62. [V —ddr=1xJx" -4 —21n|x+\/x2 —4|+c

[ 2 2 [ 2 2
63. Jx_—l—adx: Y ra + &Lty —ad o
x 27 Ja*+x +a
24 3
64. (4fx2x)5/2 = 12(4fx2)3/2 +C
dx _ X
63 J‘(612'*')62)3/2 T +x e
de  _ \9-x7
66. Jx2J9—x2_ or —+C

7, xzizl 2 _ 2
6 Jm FaVx 16+81n|x+\/x 16|+C



68

69.

70

71

72

73

CHAPTER 32

: J'X3 /az ) dxzé(az — x2)¥? _%z(az -2 +C

j—ﬁ:ln(x—2+\/x2—4x+13)+c

x—2

dx _
o Ko e

dx —_ 1 -1 (1) X
. j(9+x2)2 =wan (3T go e T
In Problems 72 and 73, first apply integration by parts.
. jxsin‘1 xdx=+Q2x*=Dsin"x+FxJl-x* +C

. j)ccos‘1 xdx=+Q2x*-Dcos'x—FxJl-x* +C

Techniques of Integration 11



Techniques of Integration I1I:
Integration by Partial Fractions

We shall give a general method for finding antiderivatives of the form j dx where N(x) and D(x) are

D(x)
polynomials. A function of the form DE ; is called a rational function. (N(x) is the numerator and D(x) is
the denominator.) As examples, consider
x—1
J. x*+8 dx

Two restrictions will be assumed, neither of which limits the applicability of our method: (i) the leading
coefficient (the coefficient of the highest power of x) in D(x) is +1; (ii) N(x) is of lower degree than D(x). A
quotient N(x)/D(x) that satisfies (ii) is called a proper rational function. Let us see that the restrictions (i)—(ii)
are not essential.

N(x) . 2x3

is . Here, our first restriction is not satisfied. However,
D(x) " 5x*+3x—4

EXAMPLE 33.1: Consider the case where
note that

2x°

-1
5x8+3x—4dx_5-|.x8+%x—%dx

The integral on the right side satisfies restrictions (i) and (ii).

EXAMPLE 33.2: Consider the case where gg; is 2’2 :37 Here, our second restriction is not satisfied. But we can
divide N(x) by D(x):
2x +7 93 6x+18x+7
X+3 2+3
2x° +7 _3x2 4 18x + 7
Hence, J 713 dx = x 3x J dx
18x+7

and the problem is reduced to evaluating J = dx, which satisfies our restrictions.

+3
A polynomial is said to be irreducible if it is not the product of two polynomials of lower degree.
Any linear polynomial f(x) = ax + b is automatically irreducible, since polynomials of lower degree than
f(x) are constants and f(x) is not the product of two constants.

Now consider any quadratic polynomial g(x) = ax? + bx + c¢. Then

g(x) is irreducible if and only if b — 4ac < 0

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.



CHAPTER 33 Techniques of Integration I11

To see why this is so, assume that g(x) is reducible. Then g(x) = (Ax + B)(Cx + D). Hence, x = —B/A and
x =—=D/C are roots of g(x). The quadratic formula

_ —b+b*—4ac
- 2a

X

should yield these roots. Therefore, b? — 4ac cannot be negative. Conversely, assume b? — 4ac > 0. Then the
quadratic formula yields two roots of g(x). But, if 7 is a root of g(x), then g(x) is divisible by x — r." Hence,
g(x) is reducible.

EXAMPLE 33.3:
(a) x>+ 4 isirreducible, since b* — 4ac=0—-4(1)(4)=-16<0.
(b) x*>+x—4isreducible, since b?> — 4ac=1-4(1)(-4) =17 =0.

We will assume without proof the following fairly deep property of polynomials with real coefficients.

THEOREM 33.1: Any polynomial D(x) with leading coefficient 1 can be expressed as a product of linear factors of
the form x — a and of irreducible quadratic factors of the form x? + bx + ¢. (Repetition of factors is permitted.)

EXAMPLE 33.4:

(a) ¥—dx=x(?—4d)=x(x—2)(x+2)

(b) X¥*+4x=x(x*+4) (x* + 4 is irreducible.)

(© ¥-9=(2-3)2+3)=(x-V3)x+V3)x*+3)  (&+3isirreducible.)
(d) X¥*-3x2-x+3=(x+1Dx-2)?

Method of Partial Fractions

N(x) N(x) . . . )
Do) dx, where Do) is a proper rational function and D(x) has leading
coefficient 1. First, write D(x) as a product of linear and irreducible quadratic factors.

Our method will depend on this factorization. We will consider various cases and, in each case, we will

first explain the method by means of an example and then state the general procedure.

Assume that we wish to evaluate j

Case |
D(x) is a product of distinct linear factors.
EXAMPLE 33.5:  Find [

x> =4

In this case, D(x) = x* — 4 = (x — 2)(x + 2). Write

1 -_A | B
x=2)(x+2) x-2 x+2

It is assumed that A and B are certain constants, that we must now evaluate. Clear the denominators by multiplying
both sides by (x — 2)(x + 2):

1=A(x+2)+Bx-2) H

First, substitute —2 for x in (1): 1 = A(0) + B(—4) = —4B. Thus, B=—1.
Second, substitute 2 for x in (1): 1 = A(4) + B(0) = 4A. Thus, A =+. Hence,

1 _1_ 1 1 1
x=2)(x+2) 4x-2 4x+2

"In general, if a polynomial /(x) has r as a root, then A(x) must be divisible by x — .
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So,

1 _Jl—1
[ j(4x > 4x+2)dx Linlx—2I—4Inlx+214+C

=+(nlx=2l-Inlx+2)+C
_ 1 x—2
= 4ln‘—){_’_2‘+C

(x+1Ddx

X+ x2—6x"
Factoring the denominator yields x(x> + x — 6) = x(x — 2)(x + 3). The integrand is

EXAMPLE 33.6: Findj

x+1

.. . x(x=2)(x+3)°
Represent it in the following form:

x+1 A+ B C

X-2x+3) x x—2t%_3

Clear the denominators by multiplying by x(x — 2)(x + 3):

x+1=Ax~-2)(x+3)+ Bx(x + 3) + Cx(x — 2) 2)

Let xbe 0 in (2): 1 = A(-2)(3) +B(0)(3) + C(0)(~2) = —6A. So, A=—1%.
Let x be 2 in (2): 3 =A(0)(5) + B(2)(5) + C(2)(0) = 10B. So, B=3.
Let x be =3 in (2): =2 = A(=5)(0) + B(-3)(0) + C(-3)(=5) = 15C. So, C =—+%.

(x+1)dx —f(“ 3.1 2 1\,

Hence —_=
? x> +x*—6x

=—iInlxl+3&Inlx+21-%Inlx+31+C

General Rule for Case | A
Represent the integrand as a sum of terms of the form o

7 for each linear factor x — a of the denomina-
tor, where A is an unknown constant. Solve for the constants. Integrating yields a sum of terms of the form
Alnlx—al.

Remark: We assume without proof that the integrand always has a representation of the required kind. For
every particular problem, this can be verified at the end of the calculation.

Case Il
D(x) is a product of linear factors, some of which occur more than once.

EXAMPLE 33.7: Find ILS)HI

First factor the denominator:*
X=xr—x+1=(x+Dx-1)7

3x+5

Then represent the integrand T g dSasum of the following form:

345 __ A, B . C
X —=xr=x+1 x+1 x-1 (x-17?

In trying to find linear factors of a denominator that is a polynomial with integral coefficients, test each of the divisors r of the constant
term to see whether it is a root of the polynomial. If it is, then x — r is a factor of the polynomial. In the given example, the constant
term is 1. Both of its divisors, 1 and —1, turn out to be roots.
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Note that, for the factor (x — 1) that occurs twice, there are terms with both (x — 1) and (x — 1)? in the denominator.
Now clear the denominators by multiplying both sides by (x + I)(x — 1)*

3x+5=Ax-1?+Bx+Dx-1)+Cx+1) (1)

Let x=1. Then 8 = (0)A + (2)(0)B + (2)C =2C. Thus, C = 4.

Let x=—1.Then 2 = (4)A + (0)(-2)B + (0)C =4A. Thus, A=1

To find B, compare the coefficients of x?> on both sides of (1). On the left it is 0, and on the right it is A + B.
Hence, A + B=0. Since A = 4, B=—1%. Thus,

345 1 1 1.1 ., 1
X=x?—x+1 2x+1 2x-1 "(x-2)*

Therefore,
_Bx+Sdx TR dx
S =i+l =4Inlx 1|+4j—(x_1)2
By Quick Formula I,
dx e T R
j(x = [a=rdr=—(- 1 =L
3x+5)dx |
So, _Gx+5dx =1 _1 1] —
0 S =l =4Il -1l —4—5+C

(x+Ddx
X(x-2)7

( +1)
x(x=2)

EXAMPLE 33.8: Find

Represent the integrand Bar in the following form:

G+ _AL B

_x+l <
Xx=-2? x x o +x—2+(x—2)2

Clear denominators by multiplying by x*(x — 2)*:
x+1=Ax*(x — 2)> + Bx(x — 2)> + C(x — 2)> + Dx*(x — 2) + EX’

Letx=0.Then 1 =4C. So, C=1.

Letx=2.Then 3 =8F. So, E=4%.

Compare coefficients of x. Then 1 =4B — 4C. Since C=%,B=1+.
Compare coefficients of x>. Then 0 =4A — 4B + 4C. Since B=+andC=+,A=1.
Compare coefficients of x*. 0=A + D. SinceA=%, D=—1.

So, lel.,_lL_,.lL_l 1 .3 1
X(x=2?2 4x 2x* 4x 4x-2 8(x-2)?
and e+Ddx 1 1111 1 _oj_a_1_
fo(x-z)z glnlxl =5 - g - glnlx—2l-3 =5 +C
1| x| 4x+1 3 1
_4ln|x—2| 8x? 8x—2+c
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General Rule for Case Il A

. L . A A
For each repeated linear factor (x — r) that occurs k times in the denominator, use P — o+ o _Zr) St G _kr)k

as part of the representation of the integrand. Every linear factor that occurs only once is handled as in Case 1.

Case lll
D(x) is a product of one or more distinct irreducible quadratic factors and possibly also some linear factors
(that may occur more than once).

General Rule for Case Il
Linear factors are handled as in Cases I-II. For each irreducible quadratic factor x> + bx + ¢, place a term
Ax+B

———— in the representation of the integrand.
x*+bx+c

(x=1)dx
x(x* + D(x* +2)
Represent the integrand as follows:

EXAMPLE 33.9: Find |

(x=1) A Bx+C  Di+E

A HDE+2) x4l a2

Clear the denominators by multiplying by x(x? + 1)(x* + 2).

x—1=A+D(?+2) + (Bx + O)x(x* +2) + (Dx + E)x(x*> + 1)

Multiply out on the right:
x—1=A+B+D)x*+(B+E)x*+3A+C+D)x*>+(2C+E)x+2A
Comparing coefficients, we get:
2A =-1, 2C + E=1, 3A+C+D=0, B+E=0, A+B+D=0

Hence, A =—1 and, therefore, C+ D = 3, B+ D = +. From the latter two equations, C—B=1. From2C+ E=1 and
B+E=0,weget2C—B=1.Now, from C—B=1and 2C — B=1, we get C =0. Hence, from C—B=1,B=-1.
Then, from B + D = %, it follows that D =3. Finally, from B+ E=0, E=1.

Thus,
(x=D __11__x  13x+2
x(x2+D(x*+2) 2x x24+1 2x*+2
Hence, _ =Ddx X 1(3x+2
-[x(x2+1)(x2+2) Hinlxl - 2+1d”2fx2+2d“‘
Now, | ﬁdx:% xzzildx:%ln(x2+1) (by Quick Formula IT)
3x+2 ;. 3x 2
Also, S dx= x2+2dx+jx2+2dx
31 2 A X232 A X
_ZJ'x2+2dx+\/§tan (\/5) >1In(x +2)++/2 tan (\/5)
(x—Ddx  _ | Lin(e? N2 x
Therefore, J.x(x2+l)(x2+2)_ sinlxl+4In(x* +1) + 5 tan 7 +C
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Case IV

D(x) is a product of zero or more linear factors and one or more irreducible quadratic factors.

General Rule for Case IV
Linear factors are handled as in Cases I-II. For each irreducible quadratic factor x? + bx + ¢ that occurs to
the kth power, insert as part of the representation of the integrand.

Ax+ B, N A,x+B, + A x+B,
x>+bx+c (x*+bx+c) (x +bx+c)"

EXAMPLE 33.10: Find j (2)26 ++1 )32 dx.

Let 2x>+3 _Ax+B+ Cx+D Then

2+ 2+ (2 +1)?

22 +3=Ax+B)(xX**+ 1)+ Cx+D=Ax*+Bx*+ (A+ C)x+ (B+ D)

Compare coefficients: A =0, B=2,A+ C=0, B+ D =3. Hence, C=0, D = 1. Thus,

2243 , [ 2 1
-[(x2+1)2 dx‘Jx2+1dx+J(x2+1)2 dx

=2tan"' x + J‘W dx
In the second integral, let x = tan 6. Then
_[ o _1’_ 7 dx= _[ sescezct? g@ JCOSZG d6=1(6+sinOcos6)
=30+ Gt ry) = 3lan 2t
Thus, _[ (2); ++1)32 dx=3tan™ x + %ﬁ +C

SOLVED PROBLEMS

1 Find [£=r=x=lyy

The integrand is an improper fraction. By division,

xt = -x-1_ x4+l _ _ x+1
x*—x? x* = x? xX(x—=1)
We writez)(C;ll) %+%+xc 0 and obtain
x*(x— X -

x+1=Ax(x—1)+B(x—-1)+ Cx?
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Forx=0,1=—-Band B=-1.Forx=1,2=C. Forx=2,3=2A+ B+ 4C and A =-2. Thus,

J‘_x“ _xf—_xz =l W Jx dx+2j% +J;i—)zc— 2!%

:%xz+21n|x|—l—21n|x—1|+c=7x2—l+21n}i+c
X X x—1

. x dx
2. Find [e—ory

Le X A + B . Clear the denominators:

t(x+2)(x+3):x+2 x+3

x=A(x+3)+Bx+2)

Let x=-2. Then —2 =A. Let x=-3. Then -3 =-B. So, B=3.

x dx _ 1 1
(x+2)(x+3)“fo+2d“3jx+3dx

==2Inlx+21+3Inlx+31+ C=-In((x +2)*) + In(lx + 31)* + C

(e +3)°
=In xt2) +C
3. Find [ X+2
f T CE R
Let x?+2 A B _, _C  Clear the denominators:

X+ -1 x  x+2  x-1
X+2=Ax+2)x—=1)+Bx(x—1) + Cx(x +2)

Letx=0.Then2=-2A. So,A=-1.Letx=-2.Then 6=6B. So,B=1.Letx=1. Then 3 =3C.
So, C = 1. Hence,

fx(xfz;r(i—l)dxbj%d“lezd“Jﬁdx

=-=Inlxl+Inlx+2l+Inlx-11+C=1In

(x+2)(x—l)‘+c
X
Find___ X’ +1

G+2)x—1) dx.

Let X +1 - A B ., C ., D __ (lear the denominators:
GEDa—1 x+2 x-1 G172 -1y

X+1=Ax—-1P+Bx+2)(x -1+ Cx+2)(x— 1)+ D(x+2)

Let x =-2. Then =7 =-27A. So, A= %. Let x = 1. Then 2 = 3D. So, D = %. Compare coefficients of x*. Then 1 =A + B.
Since A =%, B=%%. Compare coefficients of x2. 0 =-3A + C. Since A= %, C=1%.

Thus, O+l _ 71 20 1 701 27 1
o Gr -1 & 27fx+2dx+27fx—ldx+9j(x—l)2 dx+3.[(x—l)3 dx

=L 20—y -2 1L _1_1
=gzl + 204 5l 1l — gy -3 +C
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Find J'x +x2+x+2 dx.
x*+3x2 42
x3+x2+x+2_Ax+B+Cx+D and obtain

2 —(v2 2 1
X+ 3x2+2 =2+ D(x*+2). We write PR TR s B

B+xX2+x+2=Ax+B)(X*+2)+ (Cx+D)(x*+ 1)
=A+0O)xX*+B+D)x*+(2A+C)x+ (2B + D)

HenceA+C=1,B+D=1,2A+C=1, and 2B + D = 2. Solving simultaneously yields A =0, B=1, C=1, D=0

Thus,
XP+xt+x+2 ;. _ 1 X
gy b= [ [ @

=tan'x+$In(x>+2)+C

X0 —x* +4x° —4x* +8x— 4 i

Find
(x?+2)°
We write x> — x* +4x‘—4x2+8x—4=Ax+B+ Cx+D Ex+F Then
(x*+2)} xX2+2 0 (x2+2)? (x2+2)7

X=x*+43 -4+ 8x—4=(Ax+B)(xX*+ 2>+ (Cx+ D)(x* +2) + Ex+ F
=AX +Bx*+ (4A + O)x* + (4B + D)x* + (4A + 2C + E)x

+(@AB+2D+F)

from whichA=1,B=-1,C=0,D =0, E=4, F=0. Thus the given integral is equal to

J' x dx
x? +2 (x*+2)

Dd d
J(x2+)2x J.(x +2)3:jx)§+x2_

By Quick Formula II,
xdx 1 (2xdx _, )
-[x2+2_2 x*+2 In(x*+2)

and by Quick Formula I,
SRS SN B S
DO+ = vy

2 (L)_++ c

X —x*+4x° —4x*+8x—-4 , _ | 2 _
SO, J. (xz +2)3 dx= 2]1‘1()( +2) 2 \/5 (x2 +2)2

Jrta =L oot

SUPPLEMENTARY PROBLEMS

In Problems 7-25, evaluate the given integrals.

-3
3,|+C

de __1,,
7. x*-9 6

dx
8. [ =4[+ Dx-d+C

x?—=3x-—
1/2()6 + 2)3/2
-1

+C

x —3x- 1dx—1
x3+x?—-2x
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dx L, |x+1]
10. x> +7x+6 51n|x+6|+c

x*+3x—4 Y
11. j—x g dx=xtInfx+ (x - 4|+ C

12. jﬂ_mu 2|—L+c
(x-2

4 1

13. f(1f4x)3 dr=—4 ~3x=In(l-x) - Ao 45+ C

14. x3dfx=1n|fo+1|+c

15. J‘();t-ﬁ)(-;x-:—;) dx=In/x> +3 +tan"'x + C

16, [£=2rtde —atd oy L e rorec1 RS

17. J.(ixiff)cz 1n(x2+l)+ﬁ+c

18. J'zfx+f4)t4alx—ln(x2+4)+%tan“(%)+ﬁ+C

19. J.)E ;r_fl)zldx ln\/m—%tan”x—%ﬁ+c

2. [£ “fo_'_g)?x':_zl);"'ldx In IX(—j:l;xI x+l+%tan'(2f/§l)+c

21. (xx ++5))C(x_ ix2; 1_53) dx=In/x> +2x+3 + %tan’l (x\/%l ) — /5 tan™ (%J +C

22. J‘x"+7x +15x* +223x +225x 3d ; 1 _ 23 n 2x2+1 iC
(2 +x+2)%(x*+1) x> +x+2 x*+1 +x+2

23. %: 3lx +%ln ee—‘3 +C  (Hint: Lete' = u.)

24. | Cos;é?ffzs ¥ 1n|\'lzo‘7s°;2x|+c (Hint: Let cos x =1u.)

25. Ww:muﬂmeuﬁml(%}c
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Techniques of Integration 1V:
Miscellaneous Substitutions

I. Assume that, in a rational function, a variable is replaced by one of the following radicals.

1. ¥ ax+b. Then the substitution ax + b = 7" will produce a rational function. (See Problems 1-3.)

\Jg+ px+ x*. Then the substitution g + px + x> = (z — x)? will yield a rational function. (See Problem
4)

\/ q+px—x*= \/ (ot + x)(8 — x). Then the substitution g + px — x> = (o + x)*z% will produce a rational
function. (See Problem 5.)

II. Assume that, in a rational function, some variables are replaced by sin x and/or cos x. Then the substitu-
tion x = 2 tan™! z will produce an integral of a rational function of z.

The reason that this will happen is that

1-22 2dz
’ dx_l-i—z2

. 2z
sSInx=-——->5, Cosx = (34.1)

1+z

(See Problem 6 for a derivation of the first two equations.)
In the final result, replace z by tan (x/2). (See Problems 7-10.)

SOLVED PROBLEMS

1. Find J

\/—x

Letl —x=z%Thenx=1 - 2% dx =-2zdz, and

2z.d
J‘x\/l x_-[(l ZZ )ZZ__ J‘ldZ

By integration by partial fractions, one obtains

1+ d |1 N |
z‘+c Hence, Jx\/lx—x |l+\/1 x|

—2j e =—In

. dx
2. Find | ——————.
n J‘(x—2)\/x+2

Let x+2 =72 Then x =z> — 2, dx = 2z dz, and

J dx _.[ 2zdz o[ _dz

(x=2Jx+2 -4 73

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.



CHAPTER 34 Techniques of Integration IV

By integration by partial fractions, we get

2‘ \/x+ 2
2 +C—
j +2 \/x+ +2

. d
3. Find J‘xVTxxV“

Let x = z*. Then dx = 47> dz and

e = e

=4[ E D g g e DD g g (e 1+ L

=42 +z+Inlz— 1)+ C=2Jx +4Yx +4InFx -+ C

. dx
4. Find Im

Letx>=x+2=(z—x)% Then

_ 22 _ 22 +z+2)dz 2 _ 2 +z+2
=15 BT dray o V2=

2 +z+2)

and dx _ (1+2z2)? N dz =Ll Z—\/E
Jx\/x2+x+2 Jz2—2z2+z+2dZ Jz2—2 N PG
1+2z 142z

_ | xX>+x+2+x— \/_|+C

=—=In
\/— |\/x +x+2+x+\/_|

=2
2+2

=L + C was obtained by integration by partial fractions.

Z =
PN

x dx

—dx— X2

5. Find f(s

Let5—4x—x>=(5+x)(1 —x)=(1 —x)’z% Then

(=25 g 122de == =(1-xe=1%

1+22° 1+z2)*°
2-5 _ 12z
x dx _(1+22 (1427 1 5
and T B el 1 | U U

(1+2z%)°
=%(z+%)+c=i+c
6. Given z= tan(%), that is, x = 2 tan™' z, show that

. 2z 1-72
sinx = and cosx=
1+ 272 1+ 72

1+ cosx _ 2(1)_ 1 1 _ 1
—5=cos? |5

Since Tse?(x/2)  1+tan’(x/2) 1+2°
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. . _ 2 . _1-7
solving for cos x yields cosx = = 1= T Also,
tan(x/2) tan(x/2) 2z
sinv= 25‘“(2)C°S(X/ D=2 ) e ani(x/2) T+ 2

7. Find J.L
: 1+sinx—cosx”

Let x =2 tan™! z. Using equations (34.1), we get
2

dx _ 1+22
J.1+smx cosx J.+ 2z _1—szz

1+z2 1+72°

- _ 1 _ B
=g = (L Jde =i+ e =il £ ‘+c
_ tan(x/2)
=yt C
: dx
8. Find Im
Let x =2 tan™! z. Using equations (34.1), we get
2
1+ 72 _ 2dz _ .
[—F= j1+52_ 2 tan"'(z45)+C
3-2-—5
1+2°
=£tan‘l \/gtan(l) +C
5 2
9. Find [t
Let x =2 tan™! z. Using equations (34.1), we obtain
2
S+ (242 2 o 2 ZJ_ NG ( )
J‘2+cosx_J.2+1_ZZdZ— 3,_,_12—\/—t N +C==—tan 3tan2 +C
1+ 22
10. Find J5+451nx
Let x =2 tan™! z. Using equations (34.1), we obtain
2
dx :J 1+2° _J‘ 2dz
5+4sinx 5422 272 5+8z+ 57>
1+2°
=2 _2 2+(2) ,,(5tan(x/2)+4
J.(2'1‘4)24'25 stan ( 5 te= 3 +C

11. Use the substitution 1 — x* = z? to find _[xs V1=x3dx.

The substitution yields x* = 1 — 72, 3x? dx = -2z dz, and

J‘x5\/1 —xdx= J‘x3\/1 —xX3(x2 dx)= J(l —7)z(-%zdz) = —%j(l -79)z7% dz

=_;(Z_3_i)+cz_l

3% 45(l—x3)3/2(2+3x3)+C
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[ 2
12. Use XZ% to find j%dx.

The substitution yields dx = —dz/z?, Vx—x* =Jz—1/z, and

e
j xx_“xzdx:-[ Z1/z4 : :_J.Z\/ZTle

Let z — 1 =% Then

5 3

—JZJZTl dz= —J.(s2 +1(s)(2s ds) = —2(% + %) +C

_2|:(Z _51)5/2 . (Z _31)3/2 :|+ C= |:(1 _ x)ilz N (1 _ x)3/2 i| +C

5 5/2 3x3/2

13. Find j

Let u = x"¢ so that x = u®, dx = 6u° du, x'> = u*, and x'* = u>. Then we obtain
5 3
%z@[#duz@[(w —u+1—?)du 6( —%u2+u—lnlu+ll +C

=22 = 33" + X6 — In 1" + 11+C

SUPPLEMENTARY PROBLEMS

In Problems 14-39, evaluate the given integral.

14. jl dx=2Jx —2tan"'Jx + C

15. I%:2ln(l+\/})+c

16. f3+\/__2\/ﬁ 6In3++/x+2)+C

17. H\/*/X:Id ——x+3[m—ln(l+m)]+c
18. Iﬁzln|2m+2x—l|+c

19. fﬁzZtan"(m+x)+C

dx - 2x—1)+C

20. Jlmzsin ( 5
2 32
21, [ g XD o

6x3

22.

N

2x+ D2 —4(x+ )" +4In(1+ (x + D)+ C

[ =
(x+ D72+ (x+1Y%)



23.

24,

2

26.

27.

2

29.

30.

32.

33.

34.

35.

36.

(=)}

37.

38.

39.

40.

41.

g

*
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b _ 2 22l
2+sinx_\/§tan NE) +C

dx. _ |tan Tx—-2- \/7|+C
1-2sinx |tan 1y_ 2+\/—|

dx |3tan2x+1|
3+5sinx ] |tan x+3|+C
I.¢=ln|tan%x—l|+C
sinx—cosx—1

_ 1. Stan(x/2)+3

555 =2t 7 +C
sinx dx £ [tan? 4 x +3-22] +C
I+sin’x 4 |tan x+3+2f|
_odx 1
1+sinx+cosx_1n|1+tan2x|+c

_dx 2 o (1)
3 cosx \/gtan (\/gtan > +C

. _[sin\/;dx:—2\/;cos\/;+2sin\/;+c

dx o 71(1—x) . _
— = —gin +C. Hint: Let x=1/z.
J.x\/3x2+2x—1 2x (& z)
(6 —2)6 — X X Tt —
[ o dx=e =3In(e' +)+C. (Hint: Lete'+1=2)

J'slmxcosx dx=cosx+In(1-cosx)+C. (Hint: Let cos x = 2.)
—cosx

dx _ J4=x . B
J.xz\/4—x2 - Ix +C. (Hint: Let x =2/z.)
_dx __ 1.1 _1(;)
J’)Cz(4+)cz)_ 4y Tgtan— (< +C

[N+ Vxde =401 +Vx)"? =40+ x) +C

J‘ dx _ 241+ x +C
3A=x)=(G+40V1-x2 3Jl+x—1-x

1/2
X — 1 ,.13/10 1 ,11/10 1 ,.9/10 1 4.7/10 1,172 1 ,.3/10 1710 =1(41/10
J.xl,s_i_ldx—lO[ﬁx =g xMO g xM0 — L0 4 L X2 — 2 XM+ XV —tan T (X)) ]+ C

(Hint: Let u = x"10))

sin x dx

(GC) Use a graphing calculator to approximate (to eight decimal places) f 3= and compare your

2cosx
result with the value obtained by the methods of this chapter.
(GC) Use a graphing calculator to approximate (to eight decimal places) _[ h and compare your result
—

with the value obtained by the methods of this chapter.



Improper Integrals

b
For a definite integral j f(x)dx to be defined, it suffices that a and b are real numbers and that f(x) is con-

tinuous on [a, b]. We shall now study two different kinds of integrals that we shall call improper integrals.

Infinite Limits of Integration
@ [7f@de=1im [ fds

See Problems 1-3, 5, and 6.
b b
b [ fdv=tim [ fodx
See Problem 4.
© [T rede=["fan+ [ fod

provided that both limits on the right exist. See Problem 7.

Discontinuities of the Integrand
(a) If fis continuous on [a, b] except that it is not continuous from the right at a, then

['sie= i ] s

See Problem 16.
(b) If fis continuous on [a, b] except that it is not continuous from the left at b, then

[ st [ s

See Problems 9, 10, 12, 14, and 15.
(c) If fis continuous on [a, b] except at a point ¢ in (a, b), then

b u b
L f(@)dx = lim j f@)dx+ lim j F(x)dx

provided that both integrals on the right exist. See Problems 11 and 13.

When the limit defining an improper integral exists, we say that the integral is convergent. In the op-
posite case, we say that the integral is divergent. If the integral is divergent, we say that it is equal to +eo
(respectively —eo) if the limit defining the improper integral approaches +oo (respectively —eo).

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.



CHAPTER 35 Improper Integrals

SOLVED PROBLEMS

1. Evaluate _[:w x—lzdx .

N | . el o 1 ‘
L x—zdx—hm J] 2 dx=1im :|

oo oo X |y

=lim—(%—1)=—(0—1)=1

oo

oo
Note: The integral L %dx can be interpreted as the area of the region under the curve y = 1/x? and above the x
axis, for x > 1. Thus, a region that is infinite (in the sense of being unbounded) can have a finite area.

too
1

2. Evaluate_[ %dx

jlm %dx= tim [ Ldx = lim lnx}

c—o+eod]l X Cc—>+oo 1

=1im — (Inc — 0) = +oo

oo

Thus, the integral diverges to + co.

3. Show that JTN x%dx converges for p > 1 and diverges to +<- for p < 1.

J“rm dez lim Cidx = lim ;L}
1 x? x? |

oo 1 oo | — P xP!

. 1 I \_ 1 o1
Assumep>I.Thenwehavecllﬁr?w—_p(cpfl 1)——1_P(0 l)——p_l.

By Problem 2, we already know that JTM %dx diverges to +oo. So, assume p < 1. Then we have

. 1 L_ 1 1 —p 1\ — . _
lim _p(c‘ 1)—11m1 (c"? —=1)=+4c since 1-p>0

c>te0 L= D

0
4. Evaluate J e™dx for r>0.

Ji e™dx = lim

oo c——o0

0 .1 0
J e™dx = lim —e”}
c r B
1l qoeay=Llq_og=1
_rgin}m(l ¢ )_r(1 O)_r

5. EvaluateJ B

R
0 x2+4dx'

o . < L 1
J.o x2+4dx_Ll-g£lm[ox2+4 oo 2

—tim Lltan-(E)_pl=l({Z\_Z
‘}L'?&z(ta“ (2) 0)‘2(2)‘4
6. Evaluate _[:e e *sinxdx.

+oo c
_[ e*sinxdx=1lim | e*sinxdx
0

c—>+oo

= lim (=% e *(sinx + cos x))} (by integration by parts)

oo 0

= lim [(—7e“(sinc + cosc)) + 1]



CHAPTER 35 Improper Integrals

As ¢ = + o0, e — 0, while sin ¢ and cos ¢ oscillate between —1 and 1. Hence, lim e “(sinc + cosc) =0 and,

oo

therefore,

oo
IO e*sinxdx =%

o dx (™ erdx
7. Evaluate _L prgp —_L 2+ 1
e edx . ¢_etdx
J.o €2X+1_(,‘4)‘rl+]°q-[0 ¥ +1

T < du . o
—thlm .[1 e (by the substitutionu = e*)

=1lim tan™ u] =lim (tan~!(e) — tan™'(1))
1 oo

o0

=1li ey E|l=2_T_T
_}Lﬂ(tan (e%) 4) Z-2=Z
Similarly,
! _efdx__y; 0 e*dx
J.—N €2x +1 _clig J‘¢- er +1
1
=lim | 2du = lim tan™ u}
co—eodet U 1 o0 o
—Tim [ —tan-1(ec) | = & _1; I S
_Chl?m(4 tan™! (e ))—4 lim tan”!(e) =4 - 0=
e dx  _ "™ _eldx 0 erdx
J‘*“" e“+e " _J.O gzx-f-l_*—,‘:c“3 eZ,x+l
Thus,
_T . T_T
“4t472

8. Find the area of the region lying to the right of x = 3 and between the curve y= ﬁ and the x axis.

The area

J;” xfiil = rlg?w-': xzdfl

é lim InZ o ” (by the integration by partial fractions)
oo 3

1 1 1 (drey 4y
23LTN(1“c+1 1“) 23L1(1“1+(1/c) In3

n2

2(1I11+1n2)—7

dx

9—x

3
9. Evaluate JO

>

The integrand is discontinuous at x = 3. So,

3
= lim sin™! (i)
J l9 .X u~>3 J /9 )C u—3" 3 o
T Y 7 . T Sy A
—}Lrg;(s1n (3) sin O)—l}g?(sm (3) O)

=sin'1= %
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10. Evaluate J: Z{Xx .

The integrand is discontinuous at x = 2.

2 dx g Mdx g N
[ 225 = tim [ 555 = lim - - |

= lirgl_ —(n(2-u)—1In 2))=+oo
Hence, the integral diverges to +oo.

11. Evaluate.[( e

The integrand is discontinuous at x = 1, which is inside (0, 4). (See Fig. 35-1.)

. u dx T _ 1 "
EE?L G—1F ~ lm x—ll)

=lim - (u__( 1))—hm (ﬁ+1)=

u—1- u—1-

Improper Integrals

Hence, j = )2 is dlvergent (We do not have to consider hmJ = )2 at all. For J. T to be

u—1*

convergent, both uhm.[ x 1)2 and I}g? L W must exist.)

1)2

)

o)
—
~ -
o
g

Fig. 35-1 Fig. 35-2

A/

12. Find the area of the region between the curve y = %, the x axis, and x =0 and x = 1. (See Fig. 35-2.)
- X

The area is
[ dx=tim [ 2 dx
0. /1—x2 u—>1"90 J1 — x2
=11m—— (1 x2)V2(=2x)dx

u—1-

=lim — (1 - x?)"? } (by Quick FormulaI)
0

u—1-

=1ir¥}—[\/1—u2 -1]=1
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13. Evaluate J: Q/dLl .
—

The integrand is discontinuous at x = 1, which lies inside (0, 4).

lim [ - =lim j (x—1)"* dx

J‘ dx
u—1"J0 ?lx u—1"
= lim 3= 1 | =lim 3 - D> ~11=-3
u—1" 0 u—1"

On the other hand,

: 4 dx _1\13
}L?ijog/xT‘,}‘i{lJ(x D" dx

4
=lim 3= | = lim 3190 —@—1* ~11= 430

Hence,

fodx s M dx (4 dx
J.og/x_l_lggjo 3x_1+£gg-[u3x_1

=30 -1

n/2
14. Evaluate L secxdx.

The integrand is discontinuous at x = %

/2 . u
J secxdx= lim | secxdx
0 0

u—m/2”

= hm In(secx + tan x)}
0

u—ml/2

hm [In(secu + tanu) — In(1 + 0)]

u—ml/2

= lim In(secu + tanu) = +4oo

u—m/2”

since lim secu =+coand lim tanu =+oc

u—m/2” u—m/2”

/2
Thus, fo secxdx diverges to 4oo.

15. Evaluate J':/Z&dx.

J1—sinx

The integrand is discontinuous at x = %

/2
j __COSX__ i~ lim COS X

u
——=x
NIE s1nx u—-m/2” 90 (/1 —sin x

= lim — I: (1—sinx)™"2(—cosx)dx

u—m/2”

= lim — 2(l—smx)”2:| = hm 2[(1—-sinu)"? —1]=2

u—mn/2”
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Evaluate fol % dx.

The integrand is discontinuous at x = 0.

1
'[Ol—dx— lim —dx— hm——]

u—0" Ju x* u—0" X

= tim—(1-1}=4en

u—0* u

SUPPLEMENTARY PROBLEMS

17.

18.

19.

20.

21.

Evaluate the given integrals:

(a) j;%: 2 b [ lde=es
) J4ﬁdx = oo © j 1 —dr=n
® |, lm=632 () lfc’x = +o0

() _[Oxlnxaixz —1

Find the area of the region between the given curve and its asymptotes:

4 4—
@y =421 () y ==+

) a1
,(C)Y—m

Ans. (a) 4m; (b) 4m; (c) 21

Evaluate the given integrals:

+ dx O dx  _1
@ | 7=1 (b) L,m—z

6 dx _ _ ., . > odx 1
@ [ giy=r © [, Ty @z
@ [ xevdx=0 m [ - +dzx2 -z

() [, xerdr=6

Find the area of the region between the given curve and its asymptote:

-x2/2

(a)y—m,(b)y (4+x2)2,(c)y xe~

Ans. (a)4m; (b) §;(c) 2

Find the area of the following regions:

(a) Above the x axis, under y = = 1_ T and to the right of x = 3.

(b) Above the x axis, under y = +1)2 and to the right of x =2.

x(x
Ans. (a)+In5;(b)1-1In2

dx=4

41
© | e
O [ =3

1
@) jo Inxdx=-1
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22,

23.

24.

25.

26.

27.

Show that the areas of the following regions are infinite:

(a) Above the x axis, under y = lxz fromx=-2tox=2.

4—
(b) Above the x axis, under xy = 9 and to the right of x = 1.

—2x

Show that the area of the region in the first quadrant under y = ¢~ is 1, and that the volume generated by

revolving that region about the x axis is %

Find the length of the indicated arc: (a) 9y* = x(3 — x)%, a loop; (b) x¥* + y¥* = a??, entire length;
(c) 9y* = x*(2x + 3), a loop

Ans. (a) 443 units; (b) 6a units; (c) 2+/3 units

Show that _[ b) - converges for p < 1 and diverges to + o for p > 1.
Let 0 < f(x) < g(x) for a < x < b. Assume that 1i1}1 f(x)=4oc and lirlq g(x) =+oo. (See Fig. 35-3.) It is not hard to

b b b
show that, if _[ g(x)dx converges, then so does J f(x)dx and, equivalently, if _[ f(x)dx does not converge, then

b
neither does J g(x)dx. A similar result also holds for a <x <b, with lim replacing lirig.

Fig. 35-3

As an example, consider J. -

—x*=10-x)A+x)(1+x>)<4(1-x) and

Since —j dx does not converge, neither does j T—x

1
Now consider J.O ; ix\/_ ForO0<x<1, \/_ \/— Since J \/— ——dx converges, so does 'f o \/_
X X

Determine whether each of the following converges:

@ [ d ) [y (o |

/4

cosx dx
Ans. (a) and (c) converge

Assume that 0 < f(x) < g(x) for x 2 a. Assume also that lim f(x) = lim g(x) = 0. (See Fig. 35-4.) It is not hard to
show that, if J.mg(x) dx converges, so does '|.+N f(x)dx (and, equivalently, that, if J.M f(x)dx does not converge,
then neither does J+mg(x) dx).
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Fig. 35-4

As an example, consider Forx>1

e dx
Jum dx f‘ Jxt+2x+6
PJxt+2x+6

Determine whether or not each of the following converges:
dx

@[ i) [ @ [T

Ans. all converge

1 1 g; *dx
, -———<—5. Since | =5 converges, so does
Vxt4+2x+6 X X

Define the gamma function I'(¢) = wa”‘e"‘dx for ¢ > 0. It can be proved that I'(¢) is convergent. (This is left as a
project for the student.)

(a) Show that I'(1)=1.

(b) Show that I'(2) = 1. (Hint: Use integration by parts.)

(c) Prove that I'(r+ 1) =¢I'(¢) for all ¢ > 0. (Hint: Use integration by parts.)

(d) Use part (c) to show that I'(n + 1) = n! for all positive integers n. (Recall that n!=1-2-3-4 ... n.)
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Applications of Integration III:
Area of a Surface of Revolution

If an arc of a curve is revolved about a line that does not intersect the arc, then the resulting surface is called
a surface of revolution. By the surface area of that surface, we mean the area of its outer surface.

Let fbe a continuous function on [a, b] that is differentiable in (a, b) and such that f(x) 20 fora < x < b.
Then the surface area S of the surface of revolution generated by revolving the graph of fon [a, b] about the
x axis is given by the formula

2
S=2r jb 1+ (%) dx = 2njb PO+ (F () dx 36.1)

For a justification of this formula, see Problem 11.

There is another formula like (36.1) that is obtained when we exchange the roles of x and y. Let g be a
continuous function on [c, d] that is differentiable on (¢, d) and such that g(y) = 0 for ¢ <y < d. Then the
surface area S of the surface of revolution generated by revolving the graph of g on [c,d] about the y axis is
given by the formula:

d d. 2 d
S=2r j x |1+ (d—)ycj dy = 27:]{ g1+ (g’ ()2 dy (36.2)

Similarly, if a curve is given by parametric equations x = f(u), y = g(u) (see Chapter 37), and, if the arc
from u = u, to u = u, is revolved about the x axis, then the surface area of the resulting surface of revolution
is given by the formula

u dx Y’ dy :
S=27tj.u‘ y (Ej + (Ej du (36.3)

Here, we have assumed that fand g are continuous on [u;, u,] and differentiable on (1, u,), and that y = g(u) =0
on [u; u,]. Another such formula holds in the case of a revolution around the y axis.

SOLVED PROBLEMS

1. Find the area S of the surface of revolution generated by revolving about the x axis the arc of the parabola y* = 12x
fromx=0tox=3.

By implicit differentiation,

2 2
ﬂ=§ and l+(ﬂ) =2 +236
x y dx y

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.
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By (36.1),
Jyr+36
s=2zf ny dx=2r [ T2x+36 dx

= 27(8(12x + 36)%)} = 24(2V2 - )m

Find the area S of the surface of revolution generated by revolving about the y axis the arc of x = y*from y = 0 to
y=1.

d__ dx 4
dy 3y? and 1+(dy) =1+9y* So, by (36.2),

S=27rjolx\/1+9y4dy=27tf0]y3\/1+9y4dy
—Z [ (1+9y) G6y)d
=18 ) y y-)ay

%1
= EZa+9y4,

= -
=3 (10410 = 1)
Find the area of the surface of revolution generated by revolving about the x axis the arc of y> + 4x =2 In y from
y=1ltoy=3.
_ d dx _32,
S—2717Ly 1+(d)dy 2njy Y gy = nj (+y)dy=5n

Find the area of the surface of revolution generated by revolving a loop of the curve 8a%y? = a** — x* about the x
axis. (See Fig. 36-1.)

¥
a z
(0
Fig. 36-1

dy _ a’x—2x° dx )\ _ (a®> =2x*)*> _ (3a® —2x%)*

Here dx Ba’y and 1+ (dy =1 8a*(a* —x*) ~ 8a*(a’ —x?)
dy xva? = x2  3q* —2x2
Hence S=2m| 2,/1+ dx=2m dx
J. (d ) J 202 2a2a* - x*

- ﬁ.[:(&f —2x)xdr =1

X

= g8
NS
1‘

Find the area of the surface of revolution generated by revolving about the x axis the ellipse

16 2 2
s=2z" y—VZy”dx =2 [ Joa -3 ax

—2\/—[X\/—m+32sm [)“/—DL_SE(H#RJ



CHAPTER 36 Applications of Integration II1

6. Find the area of the surface of revolution generated by revolving about the x axis the hypocycloid x = a cos® 6,
y=asin’® 0.
The required surface is generated by revolving the arc from 6= 0 to 6 = . We have
dx\> (dyY .
d9 =—3acos?0sin0, Zg =3asin?Ocos O, and (d_)é) + (d_ZJ =9a*cos’Osin’ 0 . Then

o 2 2 %
S= 2(27:)]0” y (%) + (%) d0=2(2m) j(f (asin’ )3acos Osin0 d6

2
= 122 T (square units)

7. Find the area of the surface of revolution generated by revolving about the x axis the cardioid
x =cos 30— cos 26, y =2 sin - sin 26.
The required surface is generated by revolving the arc from 6=0 to 8 =m. (See Fig. 36-2.) We have

d9 X =-2sin6+2sin 26, %:2c059—2c0520,
v
(0] x
6= 6=0
Fig. 36-2
and
(g’é)z (%) =8(1—sinBsin20 — cosOcos26) =8(1— cosO)
Then

S=2n jo”(zsine — §in20)(22 /1= cos8) d6

4

= 8\/_7rj sinf(1 — cos0)”:dO = (16\/— —cos0)” ):|

0

_ 1287

5 (square units)

8. Show that the surface area of a cylinder of radius » and height 4 is 2nrh. J
The surface is generated by revolving about the x axis the curve y = r from x =0 to x = h. Sinced—i =0,

d
1+(d§) =1. Then, by (36.1),

h
S= Zﬂj:rdx = 27'L'(rx)]0 =2rrh

9. Show that the surface area of a sphere of radius r is 4712
The surface area is generated by revolving about the x axis the semicircle y=+/r> —x*> fromx=—rtox=r.
By symmetry, this is double the surface area from x=0to x =r. Since y*=r*> — x%,

dy _ dy__x dy Rk Y
2yd_x_ 2x and therefore =7y and 1+(d —1+y2_ vy
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Hence, by (36.1),

s=2-21] ﬁdx=4mf'1dx=4mx _4ne
oy y? 0 o

10. (a) Show that the surface area of a cone with base of radius r and with slant height s (see Fig. 36-3) is mtrs.

(b) Show that the surface area of a frustum of a cone having bases of radius r, and r, and slant height u (see
Fig. 36-4) is m(r, + r,)u. (Note that the frustum is obtained by revolving the right-hand segment of the slant
height around the base of the triangle.)

=

L3

&) I"] O

Fig. 36-3 Fig. 36-4

(a) Cut open the cone along a slant height and open it up as part of a circle of radius s (as shown in Fig. 36-5).
Note that the portion of the circumference cut off by this region is 27r (the circumference of the base of the

cone.) Now the desired area S is the difference between 7s* (the area of the circle in Fig. 36-5) and the area
A, of the circular sector with central angle 6. This area A, is %(ﬂsZ) = %Osz. Since the arc cut off by 01is

2ms — 27, we get 0= M Thus, A, = (s — r)s. Hence, S = s?> — (s — r)s = 7rs square units.

Fig. 36-5

o . R u, utu nu
(b) From the similar triangles in Fig. 36-4, we get - = ———_ Then r, u, = r,u; + rju. So, 4, = rlTr Now, by
. 1 2 2 1
part (a), the surface area of the frustum is 7r,(u, + u) — wru, = w(r, — u,+ Tryu=awriu+ Tr,u=x(r + ru

square units.
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11. Sketch a derivation of formula (36.1).
Assume that [a, b] is divided into n equal subintervals, [x,_,, x,], each of length Ax = b-a . The total surface
area S is the sum of the surface areas S, generated by the arcs between the points (x,_;, f(x,_,)) and (x, f(x,)), each
of which is approximated by the surface area generated by the line segment between (x,_; f(x;;)) and (x;, f(x;)).
The latter is the area of a frustum of a cone. In the notation of Fig. 36-6, this is, by virtue of Problem 10(b):

a1 (f () + £ () ]y (Ax) +(ay)’ :zﬂ(w) (Ax)* +(Ay)’
Now, f (x,H )2+ / (xk ), being the average of f(x,_,) and f(x,), is between those two values and, by the

A 2
intermediate value theorem, is equal to £ (x7)for some x; in (x.; x,). Also, (Ax) +(ay) = N (Ey) Ax. By

A , . . .
the mean value, theorem A_ic] =f (Xf ) for some x} in (x,_, x;). Thus, S is approximated by the sum
n ‘ , 2
> 2mf () 1+ (£ (xf)) Ax
k=1

and it can be shown that this sum can be made arbitrarily close to 27;_[b_f(x) 1+ (f’(x))zd).*‘ Hence, the latter is

equal to S.
(e S
N (A2 + (Ay)?
Ay
(xk—ls f(xk_l)) i Ax :
i i >
Xp-1 X
Fig. 36-6

SUPPLEMENTARY PROBLEMS

In Problems 12-20, find the area of the surface of revolution generated by revolving the given arc about the given axis:

12. y=mx from x =0 to x = 2; x axis Ans.  4mrJ1+m?
13. y= %x3 from x =0 to x = 3; x axis Ans. 77:(82@ -1/9

In general, the following result can be proved:
Bliss’s Theorem: Assume fand g are continuous on [a, b]. Divide [a, b] into subintervals [x,_;, x,] witha =x,<x; <---<x,<b,

and let A, x = x;, — x,_,. In each [x,_,, x;], choose x;: and x;:. Then the approximating sum 2 f (x;) g(x;: ) A, can be made arbitrarily close

b k=1
to J f(x)g(x)dx by letting n — +oo and making the maximum lengths of the subintervals approach 0.
a



14.

15.

16.

17.

18.

19.

20.

21.

22,

CHAPTER 36 Applications of Integration III

y=+x* from x =0 to x = 3; y axis Ans.
One loop of 8y? = x*(1 — x?); x axis Ans.
y=x%6 +1/2x from x =1 to x =2; y axis Ans.
y=Inxfromx=1tox=7;yaxis Ans.
One loop of 9y? = x(3 — x)?; y axis Ans.
An arch of x = a(6 — sin 0), y=a(l — cos 0); x axis Ans.
x=e’cost,y:e’sintfromt:Otot:%ﬂ;xaxis Ans.

%n[9\/8_2+1n(9+ \/8_2)}

/4

=

+ln2)7z

/—\
ISI¥

[34J§ +1n(3+ 2\/§)Jn
287V3/5
64na/3

2m\2(2e™ + 1)/5

Find the surface area of a zone cut from a sphere of radius r by two parallel planes, each at a distance %a from

the center.

Ans. 2mar

Find the surface area of a torus (doughnut) generated by revolving the circle x> + (y —b)? = a? about the x axis.

Assume O < a < b.

Ans.  4nlab



Parametric Representation
of Curves

Parametric Equations

If the coordinates (x, y) of a point P on a curve are given as functions x = f(u), y = g(u) of a third variable or
parameter, u, the equations x = f(u) and y = g(u) are called parametric equations of the curve.

EXAMPLE 37.1:

(a) x=cos 6, y=4sin? @ are parametric equations, with parameter 6, of the parabola 4x> + y = 4, since
4x*+y=4cos® O+ 4 sin? =4.

(b) x=%+r, y=4— 7 is another parametric representation, with parameter 7, of the same curve.

It should be noted that the first set of parametric equations represents only a portion of the parabola (Fig. 37-1(a)),
whereas the second represents the entire curve (Fig. 37-1(b)).

6=0 t=—3

(b

Fig. 37-1

EXAMPLE 37.2:

(a) The equations x =r cos 6, y = r sin O represent the circle of radius » with center at the origin, since
X2+ y*=r*cos? 0+ r?sin’* 8= r*(cos’ 6+ sin® ) = r*. The parameter 6 can be thought of as the angle from the
positive x axis to the segment from the origin to the point P on the circle (Fig. 37-2).

(b) The equations x =a + r cos 6, y=b + r sin @represents the circle of radius r with center at (a, b), since
q y Y
(x—a)*+ (y—b)>=r?cos? 6+ r*sin? 0= r*(cos? 6+ sin® 6) = r%.

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.



CHAPTER 37 Parametric Representation of Curves

P(x, y)

X

Fig. 37-2

Assume that a curve is specified by means of a pair of parametric equations x = f(u) and y = g(u). Then
dy d? y
the first and second derivatives — and

ir are given by the following formulas.

a~(a)/@)

This follows from the Chain Rule formula —— b _ dy dx
du " dx du’
(37.2) Second Derivative

Fy_(d(a)) fax
dx® "\ dul dx du

2
This follows from the Chain Rule formula %( dy ) = ﬂ dx

(37.1) First Derivative

dx

Arc Length for a Parametric Curve

If a curve is given by parametric equations x = f(f), y = g(¢), then the length of the arc of the curve between
the points corresponding to parameter values ¢, and ¢, is

e [1\(&) (5]

This formula can be derived by an argument similar to that for the arc length formula (29.2)

SOLVED PROBLEMS

. ody d*y .. . _
1. Find Tc andwlfx—t—smt,y— 1-cost.
ﬂzl—cosz and ﬂ:sin t. By (37.1), Q:SI—M Then
dt t 1—cost

i(dy) (1—cos t)(cos t)—(sin ) (sin ?)
dr\ dx (1—cos 1)*

_cost—(cos’t+sin’r)  cost—1
- (1—-cos t)?

1
" (1-cost)® cost—1
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Hence, by (37.2),

d*y 1 _ 1
W_cost—l/(l_COSt)__(l—cost)2

2
2. Find L] and 4y ifx=e'cost,y=e'sint.

dx dx?
dx _ o dy cos t +sin ¢
gr =€ (cost—sins) and == ¢'(cos t +sin 1). By (37. 1), dx = cosf—siny [hen,
d(dy)_(cost—sin £)? — (cos ¢ + sin t)(—sin t — cos t)
dir\dx )™ (cos t —sin 1)?
_(cost—sint)* +(cost+sint)®>  2(cos’t +sin’t)
h (cos t —sin 1)? " (cos t —sin t)?
B 2
~ (cos t —sin )2
So, by (37.2),
d’y _ 2 . Co 2
dx* ~ (cos t —sin t)? /e (cos 1 —sin 1) = e'(cos t —sin t)
3. Find an equation of the tangent line to the curve x=+/f, y=1— % at the point where ¢ = 4.
dx dy 1

ax L\/_ and ac =1+ T By (37.1), dx 2\/—+ . So, the slope of the tangent line when =4 is

2\/— 4 +4+=1 Whenr=4,x=2and y=%. An equation of the tangent line is y—4 =14 (x—2).

4. The position of a particle that is moving along a curve is given at time ¢ by the parametric equations x =
2—-3cost,y=3+2sint where x and y are measured in feet and 7 in seconds. (See Fig. 37-3.) Note that
+(x=2)*++(y—3)* =1, so that the curve is an ellipse. Find: (a) the time rate of change of x when ¢ = T/3;
(b) the time rate of change of y when 7 = 51/3; (c) the time rate of change of the angle of inclination 6 of the
tangent line when 7 = 2m/3.

%z?»sint and %=200st.ThentanO:%:%COtt.
(a) When tz%, % 3\2/_ ft/sec
() When =L, &' o) fissee
de _ —3csc’t  —besc’t

(¢) O=tan'(%cot t). So

*dt T 1+%coti’t 9+4cot?t

Fig. 37-3
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. 2
When = 2m db _ M —_24 Thus, the angle of inclination of the tangent line is decreasing at the

30 dt 944143y 30
rate of 4} radians per second.

5. Find the arc length of the curve x =7, y=# fromr=0to r=4.

dx _», AV _ 5 (ﬂ)z ﬂz_ 24 Qi = A2 (14 9g2
dt—zz, dt_3[ and d + ar =41* + 9t =42 (1+ 71%).

Then
4 9 42 4 4 9 £2\1/2¢9
L=_[02t 1+ 3t dt=—_[0(1+7t) (zt)dt
=$3(+4272]) = G373 - 1)

6. Find the length of an arch of the cycloid x= 0—sin 6, y =1 — cos @ between =0 and 0= 2m.

5 2
Z_)OC =1-cosé, % =sinf® and (%) + (%) =(-co0s0)* +sin? 0 =2(1 — cosO) = 4sin> (%) Then

4 9 9 27
L= 2_[0 51n(§)d6 = —4cos(7)] =—4(cosm —cos0)=8

SUPPLEMENTARY PROBLEMS

2
In Problems 7-11, find: (a) %; (b) %

7. x=2+t,y=1+¢ Ans. (a)2t;(b) 2

8. x=t+1ly=r+1 Ans. (a) /(2 - 1); (b) = 28/(*— 1)}
9. x=2sint, y=cos?2t Ans. (a)—2sint; (b) -1

10. x=cos® 6, y=sin’> 6 Ans. (a)—tan 6; (b) 1/(3 cos* 8 sin 6)
11. x=a(cos ¢ + ¢sin ¢), y=a(sin ¢ — @cos @) Ans. (a) tan ¢; (b) 1/(agcos® ¢)

12. Find the slope of the curve x = e” cos 2t, y = e sin 2t at the point # = 0.

Ans. -2

13. Find the rectangular coordinates of the highest point of the curve x = 96¢, y = 96¢ — 16¢>. (Hint: Find ¢ for
maximum y.)

Ans. (288, 144)

14. Find equations of the tangent line and normal line to the following curves at the points determined by the given
value of the parameter:

(a) x=3e,y=5¢"attr=0

(b) x=acos*6, y=asin*Oat 9:%

Ans. (a)3y+5x=30,5y-3x=16; (b) 2x+2y=a,y=x
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15.

16.

Find an equation of the tangent line at any point P(x, y) of the curve x = a cos®t, y = a sin’¢. Show that the length
of the segment of the tangent line intercepted by the coordinate axes is a.

Ans. xsint+ycost= %sin 2t

For the curve x =1 — 1, y = £ — 1, locate the points where the tangent line is (a) horizontal, and (b) vertical. Show
that, at the point where the curve crosses itself, the two tangent lines are mutually perpendicular.

Ans. (a)t= ig; (b)t=0

In Problems 17-20, find the length of the specified arc of the given curve.

17.

18.

19.

20.

21.

22,

23.

The circle x=a cos 6, y = a sin @ from =0 to 6= 2m.

Ans. 2ma

x=e'cost,y=e'sintfromr=0tot=4.
Ans. 2(e*-1)
x=InyI1+¢*,y=tan' tfromt=0tor=1.

Ans.  In(1++/2)

x=2cos @+ cos26+ 1,y=2sin B+ sin26.

Ans. 16

The position of a point at time ¢ is given as x = +¢% y=4(6¢ +9)¥2. Find the distance the point travels from
t=0tor=4.

Ans. 20

Identify the curves given by the following parametric equations and write equations for the curves in terms of x and y:

(@ x=3t+5,y=4t—-1 Ans. Straight line: 4x — 3y =23
(b) x=t+2,y=¢ Ans. Parabola: y = (x — 2)?

() x=t-2, y= ﬁ Ans. Hyperbola: y= It 1

(d x=5cost,y=5sint Ans. Circle: X2 +y?* =25

(GC) Use a graphing calculator to find the graphs of the following parametric curves:

(a) x=0+sin6,y=1-cos 0 (cycloid)
(b) x=3cos® 6, y=3sin* 60 (hypocycloid)
(¢) x=2cot 6 y=2sin*0 (witch of Agnesi)
__ 36 __36° .
(d x= 0+ 6y y= a+6) (folium of Descartes)
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Curvature

Derivative of Arc Length

Let y=f(x) have a continuous first derivative. Let A(x,, y,) be a fixed point on its graph (see Fig. 38-1) and denote
by s the arc length measured from A to any other point P(x, y) on the curve. We know that, by formula (29.2),

x dy 2
SZLO 1+(E) dx

if 5 is chosen so as to increase with x. Let Q(x + Ax, y + Ay) be a point on the curve near P. Let As denote
the arc length from P to Q. Then

ds .. As _ dy Y’
o =AM A= 1+(a)

and, similarly,

ds As dxY
dy gglo Ay — 1+(dy)

The plus or minus sign is to be taken in the first formula according as s increases or decreases as x increases,

and in the second formula according as s increases or decreases as y increases.

y
Q(x + Az, y + AY)

Fig. 38-1

When a curve is given by parametric equations x = f(u), y = g(u),

ds . As dx ) dy ?
_ = — =+ _ _
du Allllr_{lo Au (du) +(du)

Here the plus or minus sign is to be taken according as s increases or decreases as u increases.

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.
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To avoid the repetition of ambiguous signs, we shall assume hereafter that the direction on each arc has
been established so that the derivative of arc length will be positive.

Curvature

The curvature K of a curve y = f(x) at any point P on it is defined to be the rate of change of the direction of
the curve at P, that is, of the angle of inclination of the tangent line at P, with respect to the arc length s.
(See Fig. 38-2.) Intuitively, the curvature tells us how fast the tangent line is turning. Thus, the curvature is
large when the curve bends sharply.

As formulas for the curvature, we get:

d*y
_dr . AT e
A T i AN (38D
1+ 2
or, in terms of y,
d*x
=7
= dy (38.2)

(1 + (—X) ]
dy
For a derivation, see Problem 13.

K is sometimes defined so as to be positive. If this is assumed, then the sign of K should be ignored in
what follows.

The Radius of Curvature

, provided that K # 0.

. . . 1
The radius of curvature R at a point P on a curve is defined by R = ‘?

The Circle of Curvature

The circle of curvature, or osculating circle of a curve at a point P on it, is the circle of radius R lying on the
concave side of the curve and tangent to it at P. (See Fig. 38-3.)

Y

Fig. 38-3
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To construct the circle of curvature, on: the concave side of the curve, construct the normal line at P and
on it lay off a segment PC of length R. The point C is the center of the required circle.

The Center of Curvature

The center of curvature for a point P(x, y) of a curve is the center C of the circle of curvature at P. The co-
ordinates ( , ) of the center of curvature are given by

%[H(%T} s 1+(%)2

=X yide? =Yy
or by
2
1 ﬂ @ 1+ (@)
~ d Ay dy
o= d*x/dy? B=y d*x/dy?

See Problem 9 for details.

The Evolute

The evolute of a curve is the locus of the centers of curvature of the given curve. (See Problems 11-12.)

SOLVED PROBLEMS

1. Find % at P(x, y) on the parabola y = 3x2.

ds _ dyY _ 7 _ >
= 1+(dx) = J1+(6x)* =/1+36x

.o ds ds : 2 2 _
2. Find ax and dy at P(x, y) on the ellipse x* + 4y* = 8.
. dy o dy__ x de __4y
Since 2x +8y e =0, dx = "y and A~ . Then

dyY . x2 _xX+16y°  32-3y2 ds _ [32-32
”( )_1+16y2_ 6y~ 32-4r M T3 ae

2
de ) _,, 16y* _ x*+16y*> 243y’ ds _ [2+3)°
1+( ) =1+ Pk = =3 and dy =\ 2=

3. Find 5—5 at P( )onthe curve x=sec ,y=tan .

2 2
% = (%) + (%) = Jsec2Otan? 0 + sec* O =|secH| /tan? 6 + sec? O
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The coordinates (x, y) in feet of a moving particle P are given by x =cos t— 1, y =2 sin # + 1, where ¢ is the time

in seconds. At what rate is P moving along the curve when (a) ¢t = 57/6, (b) t = 5n/3, and (c) P is moving at its
fastest and slowest?

2 2
%: (%) +(%) =/sin?¢ +4cos?t =~/1+3cos?¢

(a) When t=51/6, dsldt = 1+ 3() =/13/2 ft/sec.
(b) When = 51/3, dsidr = 1+ 3(L) =7/2 ft/sec.

(c) LetS= % =+/1+3cos’t. Then % = M. Solving dS/dt = 0 gives the critical numbers ¢ =0,
/2, &, 3n/2.

When ¢t = 0 and 7, the rate dsidt = \/1+ 3(1) =2 ft/sec is fastest. When ¢ = /2 and 37/2, the rate
dsldt = \J14+3(0) =1 ft/sec is slowest. The curve is shown in Fig. 38-4.

t=i7 v

t=§1r

Fig. 38-4
Find the curvature of the parabola y> = 12x at the points: (a) (3, 6); (b) (2, -3); (¢) (0, 0).

2
dy_ﬁ 1+ ﬂ :1+ﬁ dzy_ 6dy _36
= v SO y? and a2 V7 dx =

2 ) B
(a) At(3,6): 1+(%) =2 and dy__1 soK = 1/6 __y2

26 REE —_ﬁ-
v (DY dy _4 . _ 43 _4f5
(b) At (7,—3). 1+(E =5and P —g, soK = 537 —7—5.

dy d _y _ dr) ) dx_1 __1
(c) At(0,0), e is undefined. But = —0,1+( )—1, dy2—6,and K= 6

dy 6

Find the curvature of the cycloid x= —sin ,y=1-cos at the highest point of an arch. (See Fig. 38-5.)
6=x
§ =27 x
T 27
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To find the highest point on the interval 0 <x < 2w; dy/d =sin , so that the critical number on the interval is
x=m. Since d*y/d *=cos <O0when =m,the point =7 is arelative maximum point and is the highest point
of the curve on the interval.

To find the curvature,

dx dy _ dy _ sin6 d’y _ d( sin® \do _ 1

dg ~ 1~ cosb, dg ~Sino> dx " T—cos@’ W:%(l—cosé’)a__(l—cose)2

At =m,dyldx=0, d*yldx* =—1%, andK =—

ESE

Find the curvature of the cissoid y*(2 — x) = x* at the point (1, 1). (See Fig. 38-6.)
Y

1,1

d

Fig. 38-6

Differentiating the given equation implicitly with respect to x, we obtain
=y +(2-x)2yy =37 (M
and
“2yy"+ (2= x)2yy" +(2-0)2(y')* = 2y = 6x (@)

From (1), forx=y=1,-1+2y =3 and y’ = 2. Similarly, from (2), forx=y=1and y" =2, we find y” = 3.
Then K =3/(1+4)"> =3/5/25.

Find the point of greatest curvature on the curve y =In x.

and 9K _ 2x2 -1

d 1 d2 1 —
&=y ad gr=-i5 So. K=o dx T Tra"

dx ~ x dx®>—  x*°

.. . 1 . L 1 In2
The critical number is, therefore, x = —=. The required point is | ——,— === |.
N;) amreep (ﬁ 2]

Find the coordinates of the center of curvature C of the curve y = f(x) at a point P(x, y) at which y’ # 0. (See Fig. 38-3.)

The center of curvature C( , ) lies: (1) on the normal line at P and (2) at a distance R from P measured
toward the concave side of the curve. These conditions give, respectively,

—yv=—L g — )2 oo LFONF
B-y y,(a x) and (x—x)?+(B-y)*=R 0

From the first, —x=-3y"( —y). Substitution in the second yields

B-»1+0")1= U-Ey(,—),);zzr and, therefore, f-y=z= 1+07)

- y”
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To determine the correct sign, note that, when the curve is concave upward, y” > 0 and, since C then lies above
P, —y>0.Thus, the proper sign in this case is +. (You should show that the sign is also + when y” < 0.) Thus,

ﬁzerH(y')2 and o= x_ 2O

10. Find the equation of the circle of curvature of 2xy + x + y =4 at the point (1, 1).

Differentiating yields 2y + 2xy’ + 1 +y"=0. At (1, 1), ¥’ =-1 and 1 + (y')*> = 2. Differentiating again yields
4y +2xy” +y”=0. At (1, 1), y” =4 Then

_4/3 32 I (V)]
K‘zﬁ’ R=== oa=l-73=53,

=
Il
—
+
[\
Il
2|

The required equationis (x— )>+(y— )P=R’or (x—3)>+(y—3)?

11. Find the equation of the evolute of the parabola y? = 12x.

At P(x, y):
2 2
ﬂzgzﬁ’ 1+ ﬂ =1+¥=1+§’ d_z):_%:_ig/z
ey Jx dx y X dx ¥ 2x°
Then
V3/x (1+3k) 2J3(x+3)
- =x+ =3x+6
_ \/§/2 32 X \/§ X
and
B= +1+36/§I2 _ Yy +36y ¥
YT 36y YT 36 36
The equations =3x+6, =-y%36 may be regarded as parametric equations of the evolute with x and

v, connected by the equation of the parabola, as parameters. However, it is relatively simple in this problem

to eliminate the parameters. Thus, x =( —6)/3, y=-3/36[, and substituting in the equation of the parabola,
we have

(368)* = 4(ax — 6) or 81832 = 4(cx — 6)°

The parabola and its evolute are shown in Fig. 38-7.

Fig. 38-7
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12. Find the equation of the evolute of the curve x=cos + sin ,y=sin — cos
At P(x, y):
dx _ dy _ g dy _ d’y _ sec’f _sec’f
dg =0c0s0. g=0sinb,  G-=tand, & 0cosf 6
Then
_ . _tanfsec’0 _ . oo
o=x (50’ 0)/0 X —0sinf =cosO
and
_ sec’@  _ o
B=y+ (5ec’ 0)/0 ~ y+6cosf=sinf
and =cos , =sin are parametric equations of the evolute (see Fig. 38-8).

Evolute le
(Circle)

Fig. 38-8

13. Derive formula (38.1).

tan 1is the slope of the tangent line and, therefore,

dy _ d(dy\_d(dy) dz
dx_tanf' So, ds(dx)_dr(dx ds

Hence
ddy) de_ o dT
dx(dx) ds =5 Ty
This yields
Py 1 [ (DY) .dx
dx? v\ N dx ds
1+ &
(i)
from which
d?y
dt dx*

Curvature
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SUPPLEMENTARY PROBLEMS

In Problems 14-16, find 45 and 95.

dx dy
ds 5 ds 5
14. x> +y*=25 Ans. === , ===
Y dx  \p5-x27 dy 25—y
15 y2=x3 Ans ﬂ:l 449 dSz—v4+9y2/3
: Todx 2 > dy 3yl
d d 1/3
2/3 213 — 23 as _ 73 4as _| a
16. x** +y*#=a Ans. i (alx)', dy (y)
In Problems 17 and 18, find 4%
4
17. 6xy=x'+3 Ans. %:xz;gl
18. 27ay* = 4(x — a)’ Ans. % - JG+2a)3a
In Problems 19-22, find %.
19. x=£,y=¢ Ans. /44912
20. x=2cost,y=3sint Ans. 4+ 5cos?t
21. x=cost,y=sint Ans. 1
22. x=cos*t,y=sin*t Ans.  3sin2¢

23. Find the curvature of each curve at the given points:

(a) y=x3atx=0,x=1,x=-2 (b) x*=4dayatx=0,x=2a
(¢c) y=sinxatx=0, x=3+7 (d y=e atx=0

Ans. (a) 0, 272, =417/289; (b) 1/2a, \[2/8a; (c) 0, —1; (d) -2

24. Show (a) the curvature of a straight line is 0; (b) the curvature of a circle is numerically the reciprocal
of its radius.

25. Find the points of maximum curvature of (a) y = ¢, (b) y=+x>

Ans. () x=—4In2; (b) x=<br

26. Find the radius of curvature of

(a) X¥*+x?-6y>=0at (3, 3).
(b) x=2atan ,y=atan®> at(x,y).
(¢) x=acos* ,y=asin* at(x,y).

Ans.  (a) 5V5; (b) 2a|sec®0]; (c) 2a(sin® + cos* )32
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27. Find the center of curvature of (a) Problem 26(a); (b) y = sin x at a maximum point.

Ans. (a) C(=7, 8); (b) C(% 0)

28. Find the equation of the circle of curvature of the parabola y? = 12x at the points (0, 0) and (3, 6).

Ans.  (x—6)*+y*=36; (x— 15)>+ (y + 6)> =288

29. Find the equation of the evolute of (a) b%x* + a*y* = a?h?; (b) x¥* + y** + a*3; (¢) x =2 cos t + cos 21,
y=2sin t+ sin 2t.

Ans. (@) (a )P+ B YP=@-0)0)( + ) +( — )P=2a"%(c) a=+(2cost—cos2t),
B=+(2sint —sin2r)



CHAPTER 39

Plane Vectors

Scalars and Vectors

Quantities such as time, temperature, and speed, which have magnitude only, are called scalars. Quantities
such as force, velocity, and acceleration, which have both magnitude and direction, are called vectors. Vec-
tors are represented geometrically by directed line segments (arrows). The direction of the arrow (the angle
that it makes with some fixed directed line of the plane) is the direction of the vector, and the length of the
arrow represents the magnitude of the vector.

Scalars will be denoted by letters a, b, c, . . . in ordinary type; vectors will be denoted in bold type by let-
ters a, b, ¢, . . ., or by an expression of the form OP (where it is assumed that the vector goes from O to P.
(See Fig. 39-1(a).) The magnitude (length) of a vector a or OP will be denoted lal or IOPI.

P B
B
a/ b —a //( yél b
a A
a
P a
0 a=h P
(d)

(a) (b) (&)
Fig. 39-1

Two vectors a and b are said to be equal (and we write a = b) if they have the same direction and magni-
tude. A vector whose magnitude is that of a, but whose direction is opposite that of a, is called the negative
of a and is denoted —a. (See Fig. 39-1(a).)

If ais a vector and k is a positive scalar, then ka is defined to be a vector whose direction is that of a and
whose magnitude is k times that of a. If k is a negative scalar, then ka has direction opposite that of a and
has magnitude |kl times that of a.

We also assume a zero vector 0 with magnitude 0 and no direction. We define —0 =0, Oa = 0, and k0 = 0.

Unless indicated otherwise, a given vector has no fixed position in the plane and so may be moved under
parallel displacement at will. In particular, if a and b are two vectors (Fig. 39-1(b)), they may be placed so
as to have a common initial or beginning point P (Fig. 39-1(¢)) or so that the initial point of b coincides with
the terminal or endpoint of a (Fig. 39-1 (d)).

Sum and Difference of Two Vectors
If a and b are the vectors of Fig. 39-1(b), their sum a + b is to be found in either of two equivalent ways:

1. By placing the vectors as in Fig. 39-1(c) and completing the parallelogram PAQB of Fig. 39-2(a). The
vector PQ is the required sum.

2. By placing the vectors as in Fig. 39-1(d) and completing the triangle PAB of Fig. 39-2(b). Here, the
vector PB is the required sum.

It follows from Fig. 39-2(b) that three vectors may be displaced to form a triangle, provided that one of
them is either the sum or the negative of the sum of the other two.

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.
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Ba\b

(c) (d)
Fig. 39-2

If a and b are the vectors of Fig. 39-1(b), their difference a — b is to be found in either of two equivalent
ways:
1. From the relation a —b =a + (— b) as in Fig. 39-2(¢).
2. By placing the vectors as in Fig. 39-1(c) and completing the triangle. In Fig. 39-2(d), the vector

BA=a-b.
If a, b, and c are vectors, the following laws are valid.

PROPERTY (39.1) (Commutative Law) a+b=b+a
PROPERTY (39.2) (Associative Law) a+(b+c)=(@a+b)+c
PROPERTY (39.3) (Distributive Law) k(a+b)=ka+ kb

See Problems 1 to 4.

Components of a Vector

In Fig. 39-3(a), let a = PQ be a given vector, and let PM and PN be any two other directed lines through P.
Construct the parallelogram PAQB. Then

a=PA +PB

and a is said to be resolved in the directions PM and PN. We shall call PA and PB the vector components of
a in the pair of directions PM and PN.

Consider next the vector a in a rectangular coordinate system (Fig. 39-3(b)), having equal units of mea-
sure on the two axes. Denote by i the vector from (0, 0) to (1, 0), and by j the vector from (0, 0) to (0, 1).
The direction of i is that of the positive x axis, the direction of j is that of the positive y axis, and both are
unit vectors, that is, vectors of magnitude 1.

From the initial point P and the terminal point Q of a, drop perpendiculars to the x axis, meeting it at M
and N, respectively, and to the y axis, meeting it at S and 7, respectively. Now, MN = a,i, with a, positive,
and ST = a, j, with a, negative. Then: MN = RQ = @i, ST =PR =a, j, and

a=aji+a,j (39.1)
Y
S —
aszj
\
b C——
(0,1) :
il ol ai x
0i M N
(b)

Fig. 39-3
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Let us call a,i and a, j the vector components of a." The scalars a, and a, will be called the scalar compo-
nents (or the x component and y component, or simply the components) of a. Note that 0 = 0i + 0j.

Let the direction of a be given by the angle 6, with 0 < 6 < 2w, measured counterclockwise from the posi-
tive x axis to the vector. Then

lal=\/a} +a; (39.2)

and
-4
tan@ = 2, (39.3)
with the quadrant of 6 being determined by

a, =lalcos®, a,=lalsin®

Ifa=aji+a,jand b=>b,j+ b,j, then the following hold.

PROPERTY (39.4) a=bifand only if a, = b, and a, = b,
PROPERTY (39.5) ka = ka,i + ka, j

PROPERTY (39.6) a+b=(a +b)i+(a,+Db,)j
PROPERTY (39.7) a-b=(aq —-b)i+(a,—b,)j

Scalar Product (or Dot Product)
The scalar product (or dot product) of vectors a and b is defined by

a-b =lallbl cos@ (39.4)

where 0 is the smaller angle between the two vectors when they are drawn with a common initial point (see
Fig. 39-4). We also define:a-0=0-a=0.

B
b
9 A
P a
Fig. 39-4

From the definitions, we can derive the following properties of the scalar product.

PROPERTY (39.8) (Commutative Law) a-b=b.a

PROPERTY (39.9) a-a=laPandlal=+a-a

PROPERTY (39.10) a-b=0if and only if (a=0 or b =0 or a is perpendicular to b)
PROPERTY (39.11) i-i=j-j=landi-j=0

PROPERTY (39.12) a-b=(ai+a,j) -(bi+b,j)=ab +ab,

PROPERTY (39.13) (Distributive Law) a-.(b+c¢)=a-b+a-c

PROPERTY (39.14) (a+b)-(c+d)=a-c+a-d+b-c+b-d

A pair of directions (such as OM and OT') need not be mentioned, since they are determined by the coordinate system.
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Scalar and Vector Projections

In equation (39.1), the scalar q, is called the scalar projection of a on any vector whose direction is that of

the positive x axis, while the vector a;i is called the vector projection of a on any vector whose direction is
- . . . b

that of the positive x axis. In general, for any nonzero vector b and any vector a, we define we define a - Bl

. b\b ..
to be the scalar projection of a on b, and (a . H)W to be the vector projection of a on b. (See Problem 7.)

Note that, when b has the direction of the positive x axis,

=i
[b|

PROPERTY (39.15) a - b is the product of the length of a and the scalar projection of b on a. Likewise, a - b
is the product of the length of b and the scalar projection of a on b. (See Fig. 39-5.)

Differentiation of Vector Functions
Let the curve of Fig. 39-6 be given by the parametric equations x = f(«) and y = g(«). The vector

r=xi+yj=f)i+ gu)j

joining the origin to the point P(x, y) of the curve is called the position vector or the radius vector of P. Itis a
function of u. (From now on, the letter r will be used exclusively to denote position vectors. Thus, a =3i + 4j
is meant to be a “free” vector, whereas r = 3i + 4j is meant to be the vector joining the origin to P(3, 4).)

.o.od . . . . . +Au)—
The derivative d_Z of the function r with respect to « is defined to be Allmo W

Straightforward computation yields:

dr dx, dy,.
E=EI+EJ (395)

Let s denote the arc length measured from a fixed point P, of the curve so that s increases with u. If 7is
the angle that dr/du makes with the positive x axis, then

tan‘r:(dyj/(dxj— D _ the slope of the curve at P

du )/ \du )™ dx~
Y /
dy . dr
du} ~ du
Pq 3 P d_x
- dul
r
x
(0]

Fig. 39-6
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r. .
Moreover, 7 18 a vector of magnitude
dr| |/ dx 2+ dy\'  ds 306
du|” \\ du du) ~ du (396)
whose direction is that of the tangent line to the curve at P. It is customary to show this vector with P as its
initial point.

If now the scalar variable u is taken to be the arc length s, then equation (39.5) becomes

dr_dx,_i_ﬂ,

=5 T as T as)

(39.7)

o . o o raxY S .
The direction of t is 7, while its magnitude is (_x) + (ﬂ] , which is equal to 1. Thus, t = dr/ds is the

. ds ds
unit tangent vector to the curve at P.

Since t is a unit vector, t and dt/ds are perpendicular. (See Problem 10.) Denote by n a unit vector at P
having the direction of dt/ds. As P moves along the curve shown in Fig. 39-7, the magnitude of t remains
constant; hence dt/ds measures the rate of change of the direction of t. Thus, the magnitude of dt/ds at P is
the absolute value of the curvature at P, that is, |dt/ds| = K|, and

dt
T IKIn (39.8)

Fig. 39-7

SOLVED PROBLEMS

1. Provea+b=b+a.

From Fig. 39-8,a+b=PQ=Db +a.

Fig. 39-8

2. Prove(a+b)+c=a+(b+c).

From Fig. 39-9, PC=PB +BC=(a+b) +c.Also, PC=PA+AC=a+ (b +0).
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Fig. 39-9

3. Leta,b, and c be three vectors issuing from P such that their endpoints A, B, and C lie on a line, as shown in
Fig. 39-10. If C divides BA in the ratio x:y, where x + y = 1, show that ¢ =xa + yb.

Just note that
c=PB+BC=b+x(a—b)=xa+(1-x)b=xa+yb

As an example, if C bisects BA, then ¢=+(a+b)and BC=1(a—b).

Fig. 39-10

4. Prove: The diagonals of a parallelogram bisect each other.

Let the diagonals intersect at Q, as in Fig. 39-11. Since PB = PQ + QB =PQ — BQ, there are positive num-
bers x and y such thatb =x(a+b) — y(a—b) = (x — y)a+ (x + y)b. Then x + y=1 and x — y = 0. Hence, x=y =14,
and Q is the midpoint of each diagonal.

Fig. 39-11

5. For the vectors a = 3i + 4j and b = 2i — j, find the magnitude and direction of (a) a and b; (b) a+b; (c) b —a.

(a) Fora=3i+4j:lal=./a?+a} =3 +4? =5;tan0 =a,/a,=% and cos@ = a,/lal = %; then O s a first quadrant
angle and is 53°8’.

Forb=2i—j:Ibl=v4+1=1/5; tan@=—1 and cosO =2/+/5; 6=360° — 26°34’ = 333°26'.
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(b) a+b=(3i+4j)+ (2i—j)=5i +3j. Then la + bl =+/52 + 32 =/34. Since tanO = £ and cosO=5//34,
6=30°58".
(¢) b—a=(Qi-j)— (3i+4j)=—i—5j. Thenlb—al=+/26. Since tan 0= 5 and cos0 = —1//26, 6 =258°41".

6. Prove: The median to the base of an isosceles triangle is perpendicular to the base. (See Fig. 39-12, where lal = |bl.)

Fig. 39-12

From Problem 3, since m bisects the base, m = (a +b). Then

m-(b—-a)=%(a+b)-(b—a)

=4(@-b-a-a+b-b-b-a)=4{(b-b—a-a)=0
Thus, the median is perpendicular to the base.

7. If bis anonzero vector, resolve a vector a into components a, and a,, respectively parallel and perpendicular to b.
In Fig. 39-13, we have a=a, + a,, a, =cb, and a, - b =0. Hence, a,=a —a, =a — cb. Moreover, a, - b=

b
(@a—cb)-b=a-b—clbP =0, whence ¢ = -5 Thus,

_a-bb

a1=Cb_|b|2 and azza—cb=a abb

~bP

b b \b
The scalar @ 17 is the scalar projection of a on b. The vector (a : mjm is the vector projection of a on b.

as
a

Fig. 39-13

8. Resolve a =4i + 3j into components a, and a,, parallel and perpendicular, respectively, to b = 3i + j.

‘b _ 12+
From Problem 7, ¢ = ?b|z =710 3 - % Then

a,=ch=%i+3janda,=a-a =—tit+t3j
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9. Ifa=/wi+/fu)jand b= g @i+ g,uj, show that—(a b)=42 da b+ a ‘;2

By Property 39.12, a - b = (fj(w)i + f,(w)j) - (g,(w)i + g,(w)j) —f]g] + f,8,- Then

f fz 8>
du 1+f1—+w th

dai . 49 dg, . dg,
(dug‘ aw® )T\t

dj d
(fl 1) i e+ G o Gie )

(a b)=—"-

_da db
T du ‘b+a- ‘du
10. If a =f,(w)i + f>(u)j is of constant nonzero magnitude, show that a - Zu =0 and, therefore, when % is not zero, a
and Z—a are perpendicular.
Let lal = c¢. Thus, a - a = ¢% By Problem 9,
da da
du(a a)=--ata-go=2a-2-=0
.da _
Then a = 0.

11. Given r = (cos? )i + (sin? 0)j, for 0 < 6 < /2, find t.

d 0520 =—2cos@sin@ = —sin26 and - sin? @ = 2sinBcos O = sin 20, equation (39.5) yields

Since —= 10 10

ﬂ =—(sin20)i + (sin26)j

Therefore, by equation (39.6),

ds _|dr|_

=961~ =25in20
by Property 39.12. So,

t=dr_drdO_ 1.

dr _drdd __ 1., 1.
ds—dods - 2 3!

12. Givenx=acos® 0, y=asin® 6, with 0 < 8 < n/2, find t and n when 6 = 7/4.
We have r = a(cos® 0)i + a(sin® 6)j. Then

ds _

‘di—g =—3a(cos? B)(sin )i + 3a(sin* B)(cosH)j  and 70° =3asinOcosO
Hence,
_dr_drdf__ o dt _ o o - do
t= s~ d0 ds = (cosB)i+ (sinf)j and ds = ((sinB)i + (cos O)j)) s

1 1.
- 3acos€l+ 3asin@?)



CHAPTER 39 Plane Vectors

13.

14.

15.

16.

At 8=m/4,

1., 1. dt_~2. 2

t=———it—=j, NSNS K=

V20 27 ds 3a 3a

Show that the vector a = ai + bj is perpendicular to the line ax + by + ¢ = 0.

Let P,(x,, y;) and P,(x,, ¥,) be two distinct points on the line. Then ax, + by, + ¢ = 0 and ax, + by, + ¢ =0.
Subtracting the first from the second yields

a(x, = x)+b(y,—y)=0 9]
Now

a(x, —x)+b(y, —y)=(ai+bj) - [(x, — x)i+ (y, — y)il
=a-PP,

By (1), the left side is zero. Thus, a is perpendicular (normal) to the line.

Use vector methods to find:
(a) The equation of the line through P,(2, 3) and perpendicular to the line x + 2y + 5 =0.
(b) The equation of the line through, P,(2, 3) and P,(5, —1).
Take P(x, y) to be any other point on the required line.
(a) By Problem 13, the vector a =1i + 2j is normal to the line x + 2y + 5 =0. Then P\P = (x - 2)i + (y — 3)j is
parallel to a if (x — 2)i + (y — 3)j = k(i + 2j) for some scalar k. Equating components, we get x — 2 = k and
y — 3 =2k. Eliminating k, we obtain the required equation y — 3 = 2(x — 2), or, equivalently, 2x —y — 1 =0.
(b) We have PP = (x —2)i + (y — 3)j and P,P, = 3i — 4j. Now a = 4i + 3j is perpendicular to P,P, and, hence, to
P P. Thus,0=a - PP =(4i+3j) - [(x—2)i + (v — 3)j] and, equivalently, 4x + 3y — 17 =0.

Use vector methods to find the distance of the point P,(2, 3) from the line 3x + 4y — 12 =0.

At any convenient point on the line, say A(4, 0), construct the vector a = 3i + 4j perpendicular to the line. The
required distance is d = |AP,| cos 0in Fig. 39-14. Now, a - AP, =lal IAP,| cos 0= lal d. Hence,

dza-APl _ (3i+4j)~(—2i+3j)=_6+12=§
lal 5 5 5

0 A, 0)/\

Fig. 39-14

The work done by a force expressed as a vector b in moving an object along a vector a is defined as the product
of the magnitude of b in the direction of a and the distance moved. Find the work done in moving an object along
the vector a = 3i + 4j if the force applied is b = 2i + j.

The work done is

(magnitude of b in the direction of a) - (distance moved) = (Iblcos@) lal=b-a=2i+j)- (3i+4j)=10
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SUPPLEMENTARY PROBLEMS
17. Given the vectors a, b, ¢ in Fig. 39-15, construct (a) 2a; (b) =3b; (c) a+2b; (d)a+b —c; (¢) a—2b + 3c.

18. Prove: The line joining the midpoints of two sides of a triangle is parallel to and one-half the length of the third
side. (See Fig. 39-16.)

19. Ifa, b, ¢, d are consecutive sides of a quadrilateral (see Fig. 39-17), show thata + b + ¢ + d = 0. (Hint: Let P and
Q be two nonconsecutive vertices.) Express PQ in two ways.

Fig. 39-15 Fig. 39-16

Fig. 39-17

20. Prove: If the midpoints of the consecutive sides of any quadrilateral are joined, the resulting quadrilateral is a
parellelogram. (See Fig. 39-18.)

Fig. 39-18

21. Using Fig. 39-19, in which lal = Ibl is the radius of a circle, prove that the angle inscribed in a semicircle is a right
angle.

Fig. 39-19

22. Find the length of each of the following vectors and the angle it makes with the positive x axis: (a) i + j; (b) —i +j;
(©) i+3j: (d) i-+/3j.

Ans. (a)2,0=1m;(b)~2,0=37/4;(c) 2, 0=m/3; (d) 2, 6=51/3

23. Prove: If u is obtained by rotating the unit vector i counterclockwise about the origin through the angle 6, then
u=icos 6+j sin 6.
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24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

Use the law of cosines for triangles to obtain a - b =lallbl cos@ =+ (1al* + Ibl> —lcl?).

Write each of the following vectors in the form ai + bj.

(a) The vector joining the origin to P(2, —3); (b) The vector joining P,(2, 3) to P,(4, 2);
(c) The vector joining P,(4, 2) to P, (2, 3); (d) The unit vector in the direction of 3i + 4j;
(e) The vector having magnitude 6 and direction 120°

Ans.  (a) 2i — 3j; (b) 2i — j; (c) =2i + j; (d) 2i+2£j; (e) —3i+33j
Using vector methods, derive the formula for the distance between P (x,, y,) and P,(x,, y,).

Given 0(0, 0), A(3, 1), and B(1, 5) as vertices of the parallelogram OAPB, find the coordinates of P.

Ans. (4,6)
(a) Find k so that a = 3i + 2j and b =i + kj are perpendicular. (b) Write a vector perpendicular to a = 2i + 5j.
Prove Properties (39.8) to (39.15).

Find the vector projection and scalar projection of b on a, given: (a) a=1—2j and b=-3i + j; (b) a =2i + 3j and
b = 10i + 2j.

Ans.  (a) —i+2j, —/5; (b) 4i + 6], 24/13

Prove: Three vectors a, b, ¢ will, after parallel displacement, form a triangle provided (a) one of them is the sum
of the other two or (b)a+b +c¢=0.

Show that a = 3i — 6j, b = 4i + 2j, and ¢ = —7i + 4j are the sides of a right triangle. Verify that the midpoint of the
hypotenuse is equidistant from the vertices.

Find the unit tangent vector t = dr/ds, given: (a) r = 4i cos 0+ 4j sin 0; (b) r = €% + ¢7%; (¢) r = 0i + 6?j.

eli—e?

j i+20j
\/6‘26 +e20 3 (©)

J1+46>

Ans. (a)—isin 6+ j cos 0; (b)

(a) Find n for the curve of Problem 33(a); (b) Find n for the curve of Problem 33(c); (c) Find t and n given x =
cos 6+ Osin B, y =sin 6— O cos 0.

20 . 1

Ans. (a)icos 8—jsin 6; (b i+
(@) ! ( )J1+492 J1+462

jy(c)t=icos O+ jsin 6, n=—isin 6+ jcos O
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Curvilinear Motion

Velocity in Curvilinear Motion

Consider a point P(x, y) moving along a curve with the equations x = f(f), y = g(¢), where ¢ is time. By dif-
ferentiating the position vector

r = xi+yj (40.1)
with respect to ¢, we obtain the velocity vector
—ﬂ—@#@'— i+ov) (40.2)
v=_=ritpj=vito] .

_dx _dy
where v = I and v, = ar

The magnitude of v is called the speed and is given by

vi=v-v = |v]+v] =%

The direction of v at P is along the tangent line to the curve at P, as shown in Fig. 40-1. If 7 denotes the
direction of v (the angle between v and the positive x axis), then tan 7= ,/v,, with the quadrant being deter-
mined by », = Ivl cos Tand », = vl sin 7.

v

i

Fig. 40-1

Acceleration in Curvilinear Motion
Differentiating (40.2) with respect to ¢, we obtain the acceleration vector

_dv_dr _dx. &y oL 403
A= T T ar ATl (403)

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.
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2 2

X
where a_ = ——and a,

T Y The magnitude of a is given by

s ar
lal=+a-a = [a’+a>

The direction ¢ of a is given by tan ¢ =a /a,, with the quadrant being determined by a, = lal cos¢ and
a, = lalsin¢. (See Fig. 40-2.)

a v
. ¢
aj Y
a-i P
r
X
0
Fig. 40-2

Tangential and Normal Components of Acceleration

By equation (39.7),
_dr_drds_ ds 104
Vet T dsar tdr (404)
" _dv_ s dvds & dt(dsY
en =G e Tdrar T Var Tas\
d*s dsY
by (39.8).

Equation (40.5) resolves the acceleration vector at P along the tangent and normal vectors there. Denoting
the components by q, and a,, respectively, we have, for their magnitudes,

1 : 2
and Ianlz—(ds) =ﬂ

n’

2

d’s ds
dr? R\ dt R

la,|=

where R is the radius of curvature of the curve at P. (See Fig. 40-3.)
Since lal*=a; +a; = a} +a;, we obtain

2 _Jal2 _ 2
a:=lal* —a;

as a second way of determining la,|.
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Fig. 40-3

SOLVED PROBLEMS

1. Discuss the motion given by the equations x = cos 2xt, y = 3 sin 2xt. Find the magnitude and direction of the
velocity and acceleration vectors when: (a) t =<; (b) ¢
The motion is along the ellipse 9x* + y* = 9. Beginning (at = 0) at (1, 0), the moving point traverses the curve
counterclockwise.
r = xi+ yj=(cos2mt)i+ (3sin27xt)j
v=at =y i+ j=—Qrsin2m)i+ (67 cos2mn)j
a= c‘l; =aji+taj= —(4r? cos2mt)i— (127* sin 27t)j
(a) Atr=1: v=—\37i+37j and a=-27%-637%
IVI=v-v ={(/37)* +(3n)* =23n
tanr— ~V3, cost=—x=-1
| | 2
So, T=120°.
lal=a-a = [(-27%)" + (-6:37%) = 4/Tm?
9 a, 1
tan¢g = a. —3\/§, cosq)— aI = 2\/7
So, ¢=259°6".
(b) Atr=2: v=\371i-37j and a=27%+6/37%
Ivl=237, tant=—+/3cosT= +
So, 7= 53” X

lal=47712, tan¢g =33,

cosq):L

07



CHAPTER 40 Cuvrvilinear Motions

So,p=79° 6.

(20, 16)

Vel

(6, —10V/6)

Fig. 40-4

2. A point travels counterclockwise about the circle x> + y*> = 625 at a rate vl = 15. Find 7, lal, and ¢ at (a) the point
(20, 15) and (b) the point (5, —-10/6). Refer to Fig. 40-4.
Using the parametric equations x = 25 cos 6, y =25 sin 6, we have at P(x, y):

r = (25 cos 0)i+ (25 sin B)j
_dr _( osa o o do
V_dt_[( 25 sin 0)i+ (25 cos 0)j] d
=(—15sin B)i+15 cos 6)j
_dv _ P )
a="g =[(~15 cos B)i— (15 sin B)j] i

=(-9cos B)i—(9sin O)j

since vl = 15 is equivalent to a constant angular speed of % = %

(a) At the point (20, 15), sin@ =< and cos0 = £. Thus,

v=—9i+12j, tant=-%, cost=-2. So T=126°52’

a=—-Li-Zj, lal=9, tang=3, cosp=—%. So ¢=216°52’

(b) At the point (5, —104/6), sin6 = —2.6 and cos0=+. Thus,

v=66i+3j, tant=+/6/12, cosT=26. So T=11°32’

a=-2i+2./6j, lal=9, tang=-2J6, cosp=—L1. So ¢=101°32’

3. A particle moves on the first-quadrant arc of x*> = 8y so that v,= 2. Find Ivl, 7, lal, and ¢ at the point (4, 2).
Using the parametric equations x =46, y = 26%, we have

— 46i 2: _4d0. de .
r=460i+260%j and V_4dtl+49dtJ
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. — 4040 _ de _ 1
Since, z/y—49 d =2 and 4 =290 Ve have

_2. . _ 1.
V—91+2J and a= o7

At the point (4, 2), 6= 1. Then

v =2i+2j, Ivl=2v2, tant=1, cosT=%2. So T=4m

a=-i, lal=1, tan¢=0, cos¢=-1. So ¢=7m

Find the magnitudes of the tangential and normal components of acceleration for the motion x = ¢ cos ¢,
y=e¢'sin ¢ at any time 7.
We have:
r =xi+ yj=(e' cost)i+ (¢ sint)j
v =¢'(cost —sint)i+ e'(sint + cost)j

a=—-2¢'(sint)i+ 2¢e'(cost)j

Then lal = 2¢'. Also, 5 = [vl=y2e¢ andla | = ‘d_zs

Cdr il J2e. Finally,

la,|=/1al> —a? =+/2¢'

A particle moves from left to right along the parabola y = x? with constant speed 5. Find the magnitude of the
tangential and normal components of the acceleration at (1, 1).
2
Since the speed is constant, la,|= %

7N\21\3/2
then Rz%z#.Hence, IanlzlLRlz=2\/§.

=0.At (1, 1), y’=2x=2 and y”= 2. The radius of curvature at (1, 1) is

The centrifugal force F (in pounds) exerted by a moving particle of weight W (in pounds) at a point in its path is
given by the equation F = % la |. Find the centrifugal force exerted by a particle, weighing 5 pounds, at the ends

of the major and minor axes as it traverses the elliptical path x = 20 cos ¢, y = 15 sin ¢, the measurements being in
feet and seconds. Use g = 32 ft/sec>.

We have:
r =(20cos?)i+ (15sinz)j
v =(—20sin?)i+ (15cos?)j
a =—-20(cos?)i — 15(sin?)j
Then
98 _yi=Ja00si 1+ 22505 and 48 \/400157132“ T

At the ends of the major axis (t=0 or ¢ = 7):

2
lal =20, Iallz‘d—f =0, lal=+20%-0*=20 and F =+(20) =% pounds

dt
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At the ends of the minor axis [t =Z ort= 3 :

2 2

lal=15, lal1=0, la,l=15 and F =-+(15)=2Z pounds

7. Assuming the equations of motion of a projectile to be x = yt cos , y = vt siny — % g¢%, where y, is the initial
velocity, v is the angle of projection, g = 32 ft/sec?, and x and y are measured in feet and # in seconds, find: (a) the
equation of motion in rectangular coordinates; (b) the range; (c) the angle of projection for maximum range; and
(d) the speed and direction of the projectile after 5 sec of flight if 4, = 500 ft/sec and y=45°. (See Fig. 40-5.)

Y
Vo
¥ x
o]
Fig. 40-5
(a) We solve the first of the equations for ¢ = o C’ésv/ and substitute in the second:

2
y=v,—>—siny—1g X =)ctanl//—g—x2
0y, cosy v, COSY 2v3 cos’y

(b) Solving y=uv,tsiny —+gr* =0 for ¢, we get t =0 and 7 = (2y; sin y)/g. For the latter, we have

2u,siny  vgsin 2y
8 8

Range = x =y, cosy

202 cos2
(c) For x a maximum, dd_l);/ = %SW =0; hence cos 2y=0and v =+7.

(d) For =500 and ¥ =47, x=2502r and y=250+/2¢ —16¢2. Then
v,=2502 and v, =250v2-32

When r=5, »,=2502 and », = 250+/2 —160. Then

v
= — — o ’ — 2 2 —
tant=— =0.5475. So ©=28°42, and Ivl= [v]}+0v] =403 ft/sec

x

8. A point P moves on a circle x = r cos 3, y = r sin § with constant speed ». Show that, if the radius vector to P
moves with angular velocity @ and angular acceleration ¢, (a) v=rwand (b) a=rvo*+0o?*.

(@ v = —rsinﬁili—?: —rosin and v, = rcosﬁ%z rocos
Then v= \/vf to] = \/(rz sin? B+ r? cos® B)w* = rw
®) a, = CZ/Z” :—rwcosﬂ%—rsinﬁcfd—?:—rwz cos - rocsin B
d
a,= ;t‘ :—rwsinﬂ%+rcosﬁ‘fi—(i):—rw2sinﬂ+roccosﬁ

Then a:\/af+a§ =Jrr (@' +a®) =o' + o’
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SUPPLEMENTARY PROBLEMS

10.

11.

12.

13.

14.

15.

16.

17.

Find the magnitude and direction of velocity and acceleration at time #, given

(a) x=¢,y=e¥—4e'+3;at1=0 Ans. (a)lvl=+/5, 7=296°34"; lal=1, ¢$=0

(b) x=2-t,y=28—-ratr=1 Ans. (D) Ivl=+/26, t=101°19"; lal=12, ¢=Lim

() x=cos3r,y=sint;at t=+7 Ans. (©)IvI=+/5, 1=161°34"; lal=+/41, ¢ =353° 40’
(d x=é'cost,y=¢"sint;atr=0 Ans. (d)Ivl=+/2, t=1mlal=2, ¢o=Irx

A particle moves on the first-quadrant arc of the parabola y* = 12x with », = 15. Find v, Ivl, and 7; and a,, a,, lal,
and ¢ at (3, 6).

Ans. 0,=15,IvI=15V2, 1= 4m; a,= 0, a,=—75/2, lal = 75/2, ¢ = 37/2

A particle moves along the curve y = x*/3 with », = 2 at all times. Find the magnitude and direction of the velocity
and acceleration when x = 3.

Ans.  |vI=2/82,7=83°40"; lal =24, =17

A particle moves around a circle of radius 6 ft at the constant speed of 4 ft/sec. Determine the magnitude of its
acceleration at any position.

Ans. la,1=0, lal = la,l = 8/3 ft/sec?

Find the magnitude and direction of the velocity and acceleration, and the magnitudes of the tangential and
normal components of acceleration at time #, for the motion:

(a) x=31,y=9t-3atr=2
(b) x=cost+tsint,y=sint—rcost;atr=1

Ans. (a)IVI=32, 1=Tn/4;lal =6, =37/ 2;la,| =la,| = 342
M) IVl=1, 7=1;lal=+2, $=102° 18" la) = la,| = 1

A particle moves along the curve y =4x? — 4 In x so that x =+ for t > 0. Find v, y, Ivl, and 7; a,, a,, lal, and ¢;
la) and la,| when ¢ = 1.

Ans. v,=1,0,=0,W=1,7=0;a,=1,a,=2,lal=+/5, $=63°26"; la) =1, la,| =2

A particle moves along the path y = 2x — x> with », = 4 at all times. Find the magnitudes of the tangential and
normal components of acceleration at the position (a) (1, 1) and (b) (2, 0).

Ans. (a)la)=0,la,l=32; (b) lal=64//5, la|=325
If a particle moves on a circle according to the equations x = r cos @t, y = r sin t, show that its speed is @r.

Prove that if a particle moves with constant speed, then its velocity and acceleration vectors are perpendicular;
and, conversely, prove that if its velocity and acceleration vectors are perpendicular, then its speed is constant.
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Polar Coordinates

The position of a point Pin a plane may be described by its coordinates (x, y) with respect to a given rectan-
gular coordinate system. Its position may also be described by choosing a fixed point O and specifying the
directed distance p = OP and the angle 6 that OP makes with a fixed half-line OX. (See Fig. 41-1.) This is
the polar coordinate system. The point O is called the pole, and OX is called the polar axis.

P(p, 8)

Fig. 41-1
To each number pair (p, 6) there corresponds one and only one point. The converse is not true. For ex-
ample, (1, 0) and (1, 27) describe the same point, on the polar axis and at a distance 1 from the pole. That
same point also corresponds to (—1, 7). (When p is negative, the point corresponding to (p, 6) is obtained as
follows: Rotate the polar axis OX through 6 radians (counterclockwise if 8 is positive and clockwise if 8is
negative) to a new position OX” and then move | p| units on the half-line opposite to OX".)
In general, a point Pwith polar coordinates (p, €) also can be described by (p, 8 = 2nx) and (—p, 6 £ (2n+ 1)7),
where n is any nonnegative integer. In addition, the pole itself corresponds to (0, 8), with arbitrary 6.

EXAMPLE 41.1: In Fig. 41-2, several points and their polar coordinates are shown. Note that point C has polar co-
3r
¥)
A polar equation of the form p = f(0) or F(p, 8) = 0 determines a curve, consisting of those points cor-
responding to pairs (p, 6) that satisfy the equation. For example, the equation p = 2 determines the circle
with center at the pole and radius 2. The equation p = —2 determines the same set of points. In general, an
equation p = ¢, where c is a constant, determines the circle with center at the pole and radius |c|. An equation
6= c determines the line through the pole obtained by rotating the polar axis through c radians. For example,
0= m/2 is the line through the pole and perpendicular to the polar axis.
®(2, %‘)

ordinates (1,

(1,37) z
1 (1.7

(1,0)

3n
Cll(l,j)

Fig. 41-2

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.



CHAPTER 41 Polar Coordinates

Polar and Rectangular Coordinates

Given a pole and polar axis, set up a rectangular coordinate system by letting the polar axis be the positive
x axis and letting the y axis be perpendicular to the x axis at the pole. (See Fig. 41-3.) Then the pole is the origin
of the rectangular system. If a point P has rectangular coordinates (x, y) and polar coordinates (p, 8), then

x=pcos® and y=psinf 41.1)
These equations entail
pP=x>+y> and tanez% (41.2)
VA
Px, y)

i

Fig. 41-3

EXAMPLE 41.2: Consider the polar curve p = cos 6.

Multiplying by p, we get p*> = p cos 6. Hence, x* + y* = x holds for the rectangular coordinates of points on the
curve. That is equivalent to x> — x + y* = 0 and completion of the square with respect to x yields (x —$)* + y* = 4.
Hence, the curve is the circle with center at (1, 0) and radius +. Note that, as 6 varies from O to /2, the upper semi-
circle is traced out from (1, 0) to (0, 0), and then, as 6 varies from % to 7, the lower semicircle is traced out from (0, 0)
back to (1, 0). This whole path is retraced once more as 6 varies from 7z to 2. Since cos 8has a period of 27, we have
completely described the curve.

EXAMPLE 41.3: Consider the parabola y = x2. In polar coordinates, we get p sin 8 = p? cos? 6, and, therefore,
p =tan 0sec 6, which is a polar equation of the parabola.

Some Typical Polar Curves

(a) Cardioid: p=1+sin 6. See Fig. 41-4(a).

(b) Limagon: p=1+2cos 6. See Fig. 41-4(b).

(c) Rose with three petals: p = cos 36. See Fig. 41-4(c).
(d) Lemniscate: p*> = cos 26. See Fig. 41-4(d).

At a point Pon a polar curve, the angle y from the radius vector O Pto the tangent PT to the curve (see
Fig. 41-5) is given by

tanl//zp%=§, where p'=Z—Z (41.3)

For a proof of this equation, see Problem 1. Tan y plays a role in polar coordinates similar to that of the
slope of the tangent line in rectangular coordinates.
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(@) (b

Fig. 41-4

Angle of Inclination
The angle of inclination T of the tangent line to a curve at a point P(p, 6) on it (see Fig. 41-5) is given by

pcosf+ p’sin6
—psin@+ p’cosO

tan7 = (41.4)

For a proof of this equation, see Problem 4.

Points of Intersection

Some or all of the points of intersection of two polar curves p =f,(0) and p =£,(6) (or equivalent equations)
may be found by solving

£10)=1,(0) (41.5)
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Fig. 41-5

EXAMPLE 41.4: Find the points of intersection of p=1+sin 8and p=15 — 3 sin 6.
Setting 1 + sin 8=5 — 3 sin 6, we obtain sin 8= 1. Then p=2 and 6= 7/2. The only point of intersection is
(2, 7/2). Note that we need not indicate the infinite number of other pairs that designate the same point.

Since a point may be represented by more than one pair of polar coordinates, the intersection of two curves
may contain points that no single pair of polar coordinates satisfies (41.5).

EXAMPLE 41.5: Find the points of intersection of p=2 sin 260 and p=1.

Solution of the equation 2 sin 20 =1 yields sin20 = %, and, therefore, within [0, 27), 0= /12, -57/12, 137/12,
177/12. We have found four points of intersection: (1, 7#/12), (1, 57/12), (1, 137/12), and (1, 177/12). But the circle
p =1 also can be represented as p=—1. Now solving 2 sin 20 =—1, we get sin20 = —+ and, therefore, 8= 77/12,
117/12, 197/12, and 237/12. Hence we get four more points of intersection (-1, 77/12), (-1, 117/12), (-1, 197/12),
and (-1, 237/12).

When the pole is a point of intersection, it may not appear among the solutions of (41.5). The pole is a
point of intersection when there exist 6, and 6, such that f,(6,) = 0 =£,(8,).

EXAMPLE 41.6: Find the points of intersection of p =sin @and p = cos 6.

From the equation sin 8= cos 6, we obtain the points of intersection (\/5 /2, /4) and (—\/5 /2, 5r/4). However, both
curves contain the pole. On p = sin 6, the pole has coordinates (0, 0), whereas, on p = cos 6, the pole has coordinates
(0, /2).

EXAMPLE 41.7: Find the points of intersection of p = cos 28 and p = cos 6.

Setting cos 26 = cos 0 and noting that cos 260=2 cos? 6— 1, we get 2 cos> O— cos 8— 1 =0 and, therefore, (cos 6— 1)
(2 cos B+ 1)=0. So, cos 0= 1 or cos@=—%. Then 0= 0, 27/3, 47/3, yielding points of intersection (1, 0), (=%, 27/3),
and (—%, 477/3). But the pole is also an intersection point, appearing as (0, 7/4) on p=cos 20 and as (0, 7z/2) on p = cos 6.

Angle of Intersection
The angle of intersection, ¢, of two curves at a common point P(p, 6), not the pole, is given by

_ tany, —tany,
t ¢_1+tanl//1tanl//2 (41.6)

where ¥, and y, are the angles from the radius vector OPto the respective tangent lines to the curves at P.
(See Fig. 41-6.) This formula follows from the trigonometric identity for tan(y; — y,), since ¢ =y, —y,.

C.
Cy
P(P: 0)

¥,

T T,

Fig. 41-6
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EXAMPLE 41.8: Find the (acute) angles of intersection of p = cos 20 and p = cos 6.
The points of intersection were found in Example 7. We also need tan ] and tan ¥,. For p = cos 6, formula (41.3)

yields tan ; = —cot 6. For p = cos 26, formula (41.3) yields tany, = —+cot26.
At the point (1, 0), tan y; = —cot 0 = e and, likewise, tan ¥, = c. Then y; = W, = /2 and, therefore, ¢ =0.

At the point (—l 2—”) tany, = J3/3 and tan v, = -J3/6. So, by (41.6),

23
(3/3)+(/3/6) _ 33

g =76 -~ 5

and, therefore, the acute angle of intersection ¢ = 46° 6’. By symmetry, this is also the acute angle of intersection at
the point (—%, 47/3).

At the pole, on p = cos 6, the pole is given by 8= 7/2. On p = cos 26, the pole is given by 8= 7/4 and 6= 3r/4.
Thus, at the pole there are two intersections, the acute angle being 7z/4 for each.

The Derivative of the Arc Length

The derivative of the arc length is given by

d
=P+ (417
dp

where p’=—= and it is understood that s increases with 6.
For a proof, see Problem 20.

Curvature

The curvature of a polar curve is given by

+2(p")?
k= p[p YZ;)Z]@I) @18

For a proof, see Problem 17.

SOLVED PROBLEMS

1. Derive formula (41.3): tany =p cdi;e) 5 -, where p' p
In Fig. 41-7, Q(p + Ap, 6+ A0) is a point on the curve near P. From the right triangle PSQ,
sinA@
tanA=SP Sp psinAQ psinAQ P—Ap
- SQ 0Q - oS~ p+Ap— pcosAB p(d- cosA0)+Ap 1—cosAB +£
P™"A6  "A8

Now as Q — P along the curve, A6 — 0, 0Q — OP, PQ — PT, and LA — ZLy.
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As AG— 0, %—n and%—w. Thus,

tanwzggTotanl:?/zle:p%

In Problems 2 and 3, use formula (41.3) to find tan y for the given curve at the given point.

2. p=2+cosfat e:%. (See Fig. 41-8.)
T il pe_ginf=_N3 _P__5
At9—3,p—2+2—2,p— sin@ 2,andtanl,l/ 7 N

Y

(=N
(

Fig. 41-8
3. p=2sin30at = %. (See Fig. 41-9.)

5 P=2 V2, p’=6cos36 6(\/5 3,2 and tany r;

Fig. 41-9

4. Derive formula (41.4): tant = peos6 + p’sin6

—psin@ + pcosf’
From Fig. 41-7, 7= w+ @ and

d@ | sinf

_ 0) = tany +tanf pdp cos0
tan7 = tan(y + )_l—tam//tane_l_ dé sinf
dp cos@

dp .
_pcos9+%sm9_ pcosf + p’sinf
9D o5~ psing  ~PSINOF peos6
do

5. Show that, if p =f(6) passes through the pole and 6, is such that f(6,) = 0, then the direction of the tangent line to
the curve at the pole (0, 6,) is 6,. (See Fig. 41-10.)

Fig. 41-10
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AL (0, 6), p=0,and p’ =f(6,). If p’ #0

pcosO+p’sind 0+ f'(6,)sinf,

—psinf+ p’cos® ~ 0+ f7(6,)cos6, ~ tan6

tant = 1

If p’=0,

tan7 = lim S (©)sin6 _

06, f(0)cosO tan 6

1

In Problems 6-8, find the slope of the given curve at the given point.

6. p=1-cosBat 6:%. (See Fig. 41-11.)

P
T
X
(o}
Fig. 41-11
_T
At6—2,
sin@=1, cos@=0, p=1, p'=sinf=1
and anT = pcos@+p’sin@ _ 1.0+1-1 —

—psin@+p’cos® ~ —1-1+1-0

7. p=cos 30at the pole. (See Fig. 41-12.)
When p =0, cos 30=0. Then 360 = 7/2, 37/2, 57/2, and 6= /6, 7/2, 57/6. By Problem 5, tant = 1/4/3 , oo,
and —1\/5.

Fig. 41-12

8. pb=aatf==L.
At 0= 7/3  sinf=+/3/2, cosf = +, p=3alm, and p’ =—a/6? = —9a/7>. Then

pcosO+p’sind 733

tan7= —psin@+p’cos® ~  [3r+3
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9. Investigate p =1 + sin 6 for horizontal and vertical tangents. (See Fig. 41-13.)

Fig. 41-13
At P(p, 0):
_ (1+sinf)cosB + cosOsinf _ cosO(1+ 2sinf)

tant =

—(1+sin@)sinf+cos2@®  (sinf+ D)(2sinh — 1)

We set cos 6 (1 + 2 sin 6) =0 and solve, obtaining 8= /2, 37/2, 77/6, and 117/6. We also set (sin 8+ 1)
(2 sin 8- 1) =0 and solve, obtaining 8= 37/2, 7/6, and 57/6.

For 8= m/2: There is a horizontal tangent at (2, 7z/2).

For 6= "77/6 and 117/6: There are horizontal tangents at (1, 77/6) and (4, 117/6).
For 6= /6 and 57/6: There are vertical tangents at (3, 7/6) and (3, 57/6).

For 6=3r/2: By Problem 5, there is a vertical tangent at the pole.

10. Show that the angle that the radius vector to any point of the cardioid p = a(1 — cos 8) makes with the curve is
one-half that which the radius vector makes with the polar axis.
At any point P(p, 8) on the cardioid,

'~ asi P _1-cos®_. 06
p’=asin@ and tanl//—p,— snp -~ ana-

So y=486.

In Problems 11-13, find the angles of intersection of the given pair of curves.

11. p=3cos 6, p=1+cos 6. (See Fig. 41-14.)

3
Fig. 41-14

Solve 3 cos 8= 1 + cos 8 for the points of intersection, obtaining (3/2, 7/3) and (3/2, 57/3). The curves also
intersect at the pole.

For p=3 cos 6: p’=-3sinb and tany, = —cotf

For p=1+cos 6: p’=—sinf and tany, :_l-gicr:l%se
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At 6= r/3, tany, = ~14/3, tan Y, = —J/3, and tang = 1/+/3. The acute angle of intersection at (3, 7/3) and, by
symmetry, at (3, 57/3) is /6.
At the pole, either a diagram or the result of Problem 5 shows that the curves are orthogonal.

12. p=sec’$6, p=3csc*16.
Solve sec?+0 =3csc? 16 for the points of intersection, obtaining (4, 27/3) and (4, 47/3).

For p=sec?+0: p’ =sec’10tan+ 0 and tany, = cot+0
For p=3csc?+0: p’=-3csc>LOcot+0 and tany, =—tan$6
At 0=27/3, tany, = 1/4/3, and tan7, =—/3, and ¢ = L 7r; the curves are orthogonal. Likewise, the curves are

orthogonal at 0= 47/3.

13. p=sin 26, p=cos 6. (See Fig. 41-15.)
The curves intersect at the points (+/3/2, 71/6) and (—/3/2, 57/6) and the pole.

For p = sin 26: p’ =2cos20 and tany, = 4 tan20
For p =cos 6: p’=—sinf and tany, =—cot@

At 0= 7/6, tany, = J3/2, tan W, = -3, and tan o= —3./3. The acute angle of intersection at the point (\/g /2,
7/6) is ¢ = tan"' 33 = 79° ¢’. Similarly, at 8= 57/6, tany, =—/3/2, tany, =+/3, and the angle of intersection
is tan! 3+/3.

At the pole, the angles of intersection are 0 and 7/2.

y

Fig. 41-15

In Problems 14-16, find % at the point P(p, 0).

14. p=cos26.

p’ =—2sin26 and % =Jp? +(p')> =+/cos? 20+ 4sin> 20 = \/1+ 3sin’ 20

15. p(1 +cos 8)=4.
Differentiation yields —p sin 8+ p’(1 + cos 6) = 0. Then

,__psin® _  4sin@

ds _ oo 42
p_1+0059_(1+c089)2 and dg ~ VP +(p) " (1+cosB)*?
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—an’(@
16. p=sin (3) (Also evaluate 0 Satf= 2.)

p’=sin’+0cos36 and g—gz\/sin"%0+sin4%9cos2%0=sin2%9

AtO=4rm, ds/dO=sin’>tmw=1+.

2
17. Derive formula (41.8): K = W.

By definition, K = % Now, T= 6+ yand, therefore,

dr_do  dy _do  dy do _do(, dv
ds ~ds " ds ds " dO ds  ds do

where ¥ =tan™! (%) Also,

dy _[(p")’ —pp”)(p")* _ () —pp”
de 1+ (plp’)? P+ (P’

dy _, () —pp” _ p*+2p") - pp

so 1+ 0= () = P+ ()

2 "2 _
Thus, szg(l dl//)_l+dl///d6_ 1+dyldd  p*>+2(p")

as\ 't a6 )= "dsiae _\/pz_,.(p')z_ [P+ (p)* T

18. Let p=2 + sin 6. Find the curvature at the point P(p, 6)

_ p*+2(p")* —pp” _ (2+sinB)? +2cos* O + (sinO)(2 +sinf) _ 6(1+sinH)

[p? + ()] [(2 + sinO)? + cos? O] ~ (5+4sin0)*?
_ . _T _4rm
19. Let p(1 —cos 6) = 1. Find the curvature at 6 = 5 and 0= 3
,___—sinf —cosf 2sin*6 . 3Q
P'=dcos0 ™ P =T coshy T-costy © K=sin

At 0=7/2, K =(1/2)* =/2/4; at 0=47/3, K = (3/2)* =3/3/8.

20. Derive formula (41.7): % =/p*+(p’)*.

Consider p as a function of 6. From x = p cos @and y = p sin 6, we get dx/d0=—p sin 8+ (cos 6)p” and dy/dO=
pcos 8+ (sin 6)p’. Hence,

(
(

Thus, (

2
) = [p?sin? 0+ (') cos? 6 — 2pp’ sinBcos 0]

Sl

2
) =[p?cos? O+ (p’)*sin* O+ 2pp’sinHcos O]

(5] () o0

> (0 and we obtain formula (41.7).

s

Q.. &l;&

Since s increases with 6, <~ d9

21. For p=cos 20, find Z'g at 6= % (Assume as usual that s increases with 6.)
= Z_g — _2sin 26. By Formula (41.7),

B = Jcos”(20) + 4sin’ (26) = 1+ 3sin’ (20)

= J1+3sin?(w/2) =2
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SUPPLEMENTARY PROBLEMS

In Problems 22-25, find tan  for the given curve at the given points.

22. p=3-sinfat 6=0, 0=37/4

23. p=a(l —cos O) at 0= rm/4, 0=37/2

24. p(1 —cos O)=aat O=r/3, 6=5n/4

25. p?=4sin26at 06=5n/12, 6=271/3

Ans. —-3:3J2 -1

Ans. 2-1;-1

Ans.  —J3/3;1++2

Ans. —l\/§; \/§

In Problems 26-29, find tan 1 for the given curve at the given point.

26. p=2+sin Qat 0= 7/6

27

28.

29.

30.

. P?=9cos26; at 0= 7/6

Ans.

p=sin® (6/3) at 6= 7/2

2p(1 —sin ) =3 at 0= rm/4

Ans. 33
Ans. 0

Ans. —\/g
Ans. 1+42

Investigate p = sin 20 for horizontal and vertical tangents.

horizontal tangents at 8= 0, 7, 54°44’, 125°16’, 234°44’, 305°16’; vertical tangents at 0= /2, 37/2,
35°167, 144°44’, 215°16’, 324°44’

In Problems 31-33, find the acute angles of intersection of each pair of curves.

31. p=sin 6, p=sin26

32.

33.

34.

35.

(a) p=4cosb,p=4sinb
(c) p*cos260=4,p?*sin20=9

Ans.

p=+/25sinh, p*=cos 26

p*=16sin26, p> =4 csc 20

2r/3

Ans.  ¢=79°6" at 6= /3 and 57/3; ¢ =0 at the pole

Ans. ¢=m/3at 0= r/6, 57/6; ¢ =m/4 at the pole

Ans. ¢ =m/3 at each intersection

Show that each pair of curves intersects at right angles at all points of intersection.

(b) p=e’ p=e?
d p=1+cosf p=1-cosb

Find the angle of intersection of the tangents to p =2 — 4 sin @ at the pole.



36.

37.

38.

39.
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Find the curvature of each of these curves at P(p, 6): (a) p=e? (b) p=sin 6; (c) p* =4 cos 26, (d) p=3 sin 6+
4 cos 6.

Ans.  (a) 1/(N2€%); (b) 2; (c) 3+/cos26; (d) 2

Find % for the curve p=a cos 6.

Ans. a

Find % for the curve p=a(l + cos ).

Ans. a~J2+2cos6

Suppose a particle moves along a curve p = f(6) with its position at any time ¢ given by p = g(¢), 0= h(?).

2

2 2
(a) Multiply the equation (%) = p? +(p’)? obtained in Problem 20 by (ﬁ) to obtain

dt
2
2_(ds) _ 2(0'_9)2 dap
v _(dt)_p ar) T\ar )

_ ~,dO _ _ do/dt o P do _1dp
(b) From tany =p dp =P dpidr obtain siny _7Eand cosy = TR
In Problems 40-43, find all points of intersection of the given equations.
40. p=3cos 6, p=3sin O Ans. (0, 0), (3\5/2, /4)
41. p=cos 6, p=1—cos 0 Ans.  (0,0), (3, /3), (3, —7/3)
42. p=06,p=rm Ans. (m, n), (—m, —m)
43. p=sin26, p=cos 26 Ans. (0,0), (@W) forn=0,1,2,3, 45
44. (GC) Sketch the curves in Problems 40—43, find their graphs on a graphing calculator, and check your answers to
Problems 40-43.
45. (GC) Sketch the graphs of the following equations and then check your answers on a graphing calculator:
(a) p=2cos46 (b) p=2sin56 (c) p*=4sin26
—9(1 — __ 2 1
(d) p=2(1-cos 6) © P=Trop ) p=g
(g0 p=2-secH (h) p=%
(In parts (g) and (%), look for asymptotes.)
46. Change the following rectangular equations to polar equations and sketch the graphs:

(a) XX—4x+y*=0 (b) 4x=y? (© xy=1
(d) x=a (e) y=b> ) y=mx+D>

Ans. (a) p=4cos 0; (b) p=4cot Ocsc 0; (c) p> =sec Ocsc 0; (d) p=asec 8; (e) p=b csc 0,

_ b
H)p= sin@ — m cos@
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47.

48.

49.

(GC) Change the following polar equations to rectangular coordinates and then sketch the graph. (Verify on a
graphing calculator.) (a) p=2c sin 6; (b) p= 0; (c) p=7 sec €

Ans. (@) x>+ (y—c)?>=c%(b) y=xtan(y/x>+y*); () x=7

(a) Show that the distance between two points with polar coordinates (p,, ;) and (p,, 6,) is

\/p12 + pzz =2p,p, COS(9] - 92)
(b) When 6, = 6,, what does the distance simplify to? Explain why this is so.

Ans.  |p;—p

(¢c) When 6,-6,= %, what does the formula yield? Explain the signficance of the result.
Ans.  pt+p?

(d) Find the distance between the points with the polar coordinates (1, 0) and (1, %)

Ans. 2-2

(a) Letfbe a continuous function such that f(6) > 0 for o. < O < f3. Let A be the area of the region bounded by
the lines 8= oL and 6= f3, and the polar curve p =f(6). Derive the formula A = %J‘: (f(6))*de = %J: p3de.
(Hint: Divide [0, f] into n equal parts, each equal to A6. Each resulting subregion has area approximately
equal to £ AB(f(6,))?, where 6 is in the ith subinterval.)

(b) Find the area inside the cardioid p=1 + sin 6. -

(c) Find the area of one petal of the rose with three petals, p = cos 36. (Hint: Integrate from —-¢to )
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Infinite Sequences

Infinite Sequences

An infinite sequence (s,) is a function whose domain is the set of positive integers; s, is the value of this
function for a given positive integer n. Sometimes we indicate (s, ) just by writing the first few terms of the
sequence Sy, S5, 3, - - -» S, - - .. We shall consider only sequences where the values s, are real numbers.

EXAMPLE 42.1:

1\. 11 1
(a) <;> is the sequence 1, 2y
1) 111 1
(b) <(§) >1sthesequence PR R TR
(c) (n?*) is the sequence of squares 1,4,9,16,...,n% .. ..
(d) (2n) is the sequence of positive even integers 2,4, 6,8, ...,2n, .. ..

(e) (2n—1) is the sequence of positive odd integers 1, 3, 5,7, . . ..

Limit of a Sequence
If (s,) is an infinite sequence and L is a number, then we say that lim s, = L if s, gets arbitrarily close to L
as n increases without bound. i

From a more precise standpoint, lim s, = L means that, for any positive real number € > 0, there exists
a positive integer n, such that, whenever n > n,, we have |s, — L| < e To illustrate what this means, place
the points L, L —€, and L + € on a coordinate line (see Fig. 42-1), where € is some positive real number.
Now, if we place the points s,, ,, 53, . . . on the coordinate line, there will eventually be an index r, such that

8,05 Spoi1s Spyras Spoezs - - - andall subsequent terms of the sequence will lie inside the interval (L —€, L+€),
D $2 Sm Sm+1
| | | o—! | | @
I T T | T T -
L-€ L L+e

Fig. 42-1

If lim s, = L, then we say that the sequence (s,) converges to L. If there is a number L such that (s, )

n—+oo

converges to L, then we say that (s,) is convergent. When (s, ) is not convergent, then we say that (s, ) is
divergent.

EXAMPLE 42.2: <%> is convergent, since hm Z =0. To see this, observe that 1/n can be made arbitrarily close to
0 by making n large enough. To get an idea of why this is so, note that 1/10 = 0.1, 1/100 = 0.01, 1/1000 = 0.001, and
so on. To check that the precise definition is satisfied, let € be any positive number. Take n, to be the smallest positive
integer greater than 1/e. So, 1/€ < n,. Hence, if n > n,, then n > 1/ € and, therefore, 1/n < €. Thus, if n>n,, |1/n— 0| <e.
This proves }lelwl =0.

EXAMPLE 42.3: (2n) is a divergent sequence, since lim 2n # L for each real number L. In fact, 2n gets arbitrarily
large as n increases. A

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.
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We write lim s, = 4oo if 5, gets arbitrarily large as n increases. In such a case, we say that (s, ) diverges to

n—+oo

+oo. More precisely, lim s, = +ee if and only if, for any number c, no matter how large, there exists a positive
n—too

integer n, such that, whenever n > n,, we have s, > c.
Likewise, we write lim s, = —oo if s, gets arbitrarily small as n increases. In such a case, we say that (s, )

n—s+eo

diverges to —oo. More precisely, lim s, = —o if and only if, for any number ¢, no matter how small, there

. .. . n +oo
exists a positive integer n, such that, whenever n > n,y, we have s, < c.
We shall write lim s, =< if lim |s,| = o<, that is, the magnitude of s, gets arbitrarily large as n increases.
N—>+oo n—>+oo
EXAMPLE 42.4: (a) lim 2n=+c0; (b) lim (1—n)® =—oo;(c) lim (—1)"(n?)= . Note that, in case (c), the sequence
n—>+eo n—>+oo n—>teo
converges neither to +eo nor to —oo.

EXAMPLE 42.5: The sequence {(—1)") is divergent, but it diverges neither to +eo, nor to —eo, nor to oo. Its values
oscillate between 1 and —1.

A sequence (s, ) is said to be bounded above if there is a number ¢ such that s, < ¢ for all n, and (s, ) is said
to be bounded below if there is a number b such that b < s, for all n. A sequence (s, ) is said to be bounded if
it is bounded both above and below. It is clear that a sequence (s, ) is bounded if and only if there is a number
d such that |s |<d for all n.

EXAMPLE 42.6: (a) The sequence (2n) is bounded below (for example, by 0) but is not bounded above. (b) The
sequence {(—1)") is bounded. Note that {((-1)") is -1, 1, -1, . . . So, |[(=1)"] <1 for all n.

Theorem 42.1: Every convergent sequence is bounded.

For a proof, see Problem 5.

The converse of Theorem 42.1 is false. For example, the sequence {(—1)") is bounded but not convergent.

Standard arithmetic operations on convergent sequences yield convergent sequences, as the following
intuitively obvious results show.

Theorem 42.2: Assume lim s, =c and lim ¢, =d. Then:

n—+eo n—>+eo

(a) lim k=k, where k is a constant.

n—+oo

(b) lim ks, = kc, where k is a constant.

n—+oo

(© lim (s, +t)=c+d.

n—s+eo

) lim (s,~1,)=c—d.

n—s+eo

(e) lim (st )=cd.

n'n
n—>+oo

(f) lim (s, /t,)=c/d provided that d # 0 and t, # O for all n.

n—s+eo

For proofs of parts (c) and (e), see Problem 10.
The following facts about sequences are intuitively clear.

Theorem 42.3: If lim s, = and s, # 0 for all n, then lim 1. 0.

n—>teo n—tes §

For a proof, see Problem 7.

Theorem 42.4:
(a) If |a|>1, then lim a" = oo,

In particular, if a > 1, then lim g" = +oo.
(b) If |r|<1, then lim r" = 0. -

n—>+eo

For proofs, see Problem 8.

Theorem 42.5 (Squeeze Theorem): If lim 5, = L = lim u,, and there is an integer m such that s, <t, <u, forall n. > m,
then lim ¢ =L. A A

n—>+oo

For a proof, see Problem 11.
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Corollary 42.6: If lim u, =0 and there is an integer mm such that | | < |u | for all n > m, then lim¢, = 0.

n—+oo n—+eo

This is a consequence of Theorem 42.5 and the fact that lim a, =0 is equivalent to lim |a,| = 0.
n—>+eo n—+oo

EXAMPLE 42.7: lim (-1)" % =0. To see this, use Corollary 42.6, noting that ‘(—1)” n—12

<L and 1im Lo,
n

n n—+oo

Theorem 42.7:  Assume that fis a function that is continuous at ¢, and assume that lim s, = ¢, where all the terms
s, are in the domain of f. Then lim f(s )= f(c). e
n—>+oo

See Problem 33.

It is clear that whether or not a sequence converges would not be affected by deleting, adding, or altering a finite
number of terms at the beginning of the sequence. Convergence depends on what happens “in the long run.”

We shall extend the notion of infinite sequence to the case where the domain of a sequence is allowed to
be the set of nonnegative integers or any set consisting of all integers greater than or equal to a fixed integer.
For example, if we take the domain to be the set of nonnegative integers, then (2n+1) would denote the
sequence of positive odd integers, and (1/2") would denote the sequence 1,%,+,%,.. ..

Monotonic Sequences

(a) A sequence (s,) is said to be nondecreasing if s, < s,., for all n.

(b) A sequence (s,) is said to be increasing if s, < s,,, for all n.

(c) A sequence (s,) is said to be nonincreasing if s, > s,,, for all n.

(d) A sequence (s,) is said to be decreasing if s, > s,,, for all n.

(e) A sequence is said to be monotonic if it is either nondecreasing or nonincreasing.

Clearly, every increasing sequence is nondecreasing (but not conversely), and every decreasing sequence
is nonincreasing (but not conversely).

EXAMPLE 42.8: (a) The sequence 1, 1, 2, 2, 3, 3,4, 4, . .. is nondecreasing, but not increasing. (b) —1, —1, =2, =2,
—3,-3,—4,—4, ... is nonincreasing, but not decreasing.

An important basic property of the real number system is given by the following result. Its proof is beyond
the scope of this book.

Theorem 42.8: Every bounded monotonic sequence is convergent.

There are several methods for showing that a given sequence (s, ) is nondecreasing, increasing, nonin-
creasing, or decreasing. Let us concentrate on the property that (s, ) is increasing.

Method 1: Show that s, — s, > 0.

. . _ _3n __3m+1D) _3n+3
EXAMPLE 42.9: Consider s, = In+l Then s, = T D+1 - an+s" So,

C_3n+3 3n _ (1202 +15n43)— (122 +15n)
St T T A s T A+l (@An+5@n+1)

_ 3
=Gn+5@n+1n >0

since4n+5>0and4n+1>0

Method 2: When all s, > 0, show that s,,/s, > 1.

EXAMPLE 42.10: Using the same example s, =

3n
Tl &S above,

dn+5

M_(3n+3)/( 3n )_3n+34n+1=12n2+15n+3>1
s, 4n+1 3n 4n+5 12n*+15n ’

since 12n* + 15n+ 3 > 12n* + 151> 0.
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Method 3: Find a differentiable function f(x) such that f(n) = s, for all n, and show that f'(x) > 0 for all x > 1
(and, hence, that f is an increasing function for x 2 1).

EXAMPLE 42.11:  Consider 5, =" again. Let f(x)= 72>

In 1 (4 +1)2>0 for all x.

SOLVED PROBLEMS

1.

For each of the following sequences, write a formula for the nth term and determine the limit (if it exists). It is
assumed thatn=1,2,3,....

1 111 1 2 3 4
@ 7768 b 1,231
11 1 1 1
(©) 1’_§’§’_Z’§’_€"" (d 09,0. 29 0.999, 0.9999, .
. . 3w 57r 2 (3 4
(e) sin-, sin 7, sin=~ , sin 27, sin=s- 5 .. ) I (7) (?) ( )
- 1 _
@ s, = 2n > Jim 5, =0
. 1 B
©) 5, =47 fim =i (1= )= 1 p=1-0=,
( 1)n+] . (_1)’1+l . . . L.
© s,= ; lim P 0. This is intuitively clear, but one can also apply Theorem 42.3 to the sequence
((—1)"+‘n), since lim (=D)"'n =0,
- _L = L1 9=
@) 5, =1-15 ’35&( 0") I=lim o =1-0=1
Note that lim —— =0 by virtue of Theorem 42.4(b).

n—>teo 10

e s,= sin%. Note that the sequence consists of repetitions of the cycle 1, 0, —1, 0 and has no limit.

(f) snz(n-"_l) . Tim (”;:1) = lim (1+%) = ¢ by (26.17).

n n—>+eo N—>too

Evaluate lim s, in the following cases:
n—>+oo

_5n*—4n+13 _8n*-3 3n+7
@5, =3579sn-7 ® =335 O g

5x*—4x+13 _5 Sn*—4n+13 _5 L
(a) Recall that llm —3 To05:—7-3 by Chapter 7, Problem 13. Therefore, '}1&1& 3T —95n—7 "3 A similar

result holds Whenever s, is a quotient of polynomials of the same degree.

. 8 xz -3 s : 8]’12 -3
(b) Recall that Xh_}r{lw Sy x5 =T by Chapter 7, Problem 13. Therefore, ’}Lr?m 15

whenever s, is a rational function whose numerator has greater degree than the denominator (and whose
leading coefficients have the same sign).
: 3x+ 7 3n+7
(c) Recall that lim —s=——— =0 by Chapter 7, Problem 13. Therefore, hm —
vt X0 — 20 — n*-2n-9
holds whenever s, is a ratlonal function whose denominator has greater degree than the numerator.

= +o0, A similar result holds

=0. The same result

For each of the following sequencies, determine whether it is nondecreasing, increasing, nonincreasing,
decreasing, or none of these. Then determine its limit, if it exists.

-2 _ 1
@s=333  Os=F @y

_(x+3)-Gx=2(7D) _ 29
@ Let jix)= (Tx+3) ~x+3)

Hence, f(x) is an increasing function and, therefore, (s, ) is an increasing sequence.

(b) Let f(x)= Then f/(x)=2 =202 _ I=X(n2),

5> 0.
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Since In2> % (by (25.12)), x(In2) > x/2 > 1, when x 2 2. Thus, 1 — x(In2) < 0 when x > 2 and, therefore,
f’(x) <0 when x > 2. So, f(x) is decreasing for x > 2 and this implies that s, is decreasing for n > 2. Note that
s, =+=s,. Hence, (s,) is nonincreasing. Now let us find the limit. By L"Hdpital’s Rule,

X _ im &=
fim 5= im Grgypr =0 and.thecfore, fim =0
(©) % = ( 3”1+1 )/(3%) = % < 1. Hence, (s, ) is decreasing.

n

Theorem 42.4(b) tells us that hm 3—,, = lim (%) =0.

1-3:5-7---(2n-1
2468 (2n)
Let us use Theorem 42.8. (s, ) is bounded, since 0 < s, < 1. Let us show that (s,) is decreasing. Note that

) is convergent.

Show that the sequence s, =

o _13:57..Qn+D) _ 2n+l
MT2.4.68--2n+2) "2n+2

<s
n

Prove Theorem 42.1: Every convergent sequence s, is bounded.
Let lims, = L. Take €=1. Then there exists a positive integer n, such that, whenever n > n;, we have
n—-+eo
|s, — L| <1 . Hence, for n 2 n, using the triangle inequality, we get

Is.l = 1Cs, — L)+ L] < |s, = LI+|L| <1 +|L]

So, if we take M to be the maximum of 1+ |L| and [s,|,[s,|,|s,, . . . ,|s,|, then |s| <M for all n. Thus, (s,) is
bounded.

Show that the sequence <2,;> is divergent.

Since ’21_"' = % =% % % cee % > % for n > 4, the sequence is not bounded. So, by Theorem 42.1,

the sequence cannot be convergent.

Prove Theorem 42.3: If lim s, = and s, # O for all n, then lim Ln =0.

n—>+oo n—too

Consider any € > 0. Since lim s, =0, there exists some positive integer m such that, whenever n = m,

n—+oo

ls,| > 1 and, therefore, ‘i—o‘ =L
€ s

n

<e.  So, lim L=0.

n—teo S,

Prove Theorem 42.4: (a) if |g| > 1, then lim a” =ec; (b) If || <1, then lim r"=0.

() LetM>0,andlet |[q| =1+b.So0,b>0.Now, |a|" =(1+b)' =1+nb+ --- >1+nb>M When n>%
(b) Leta=1/r.Since |r| <1, |a| >1. By part (a), lim a" = . Hence, lim (1/r")=ec. So, by Theorem 42.3,

N—>+4oo n—>+oo

lim r"=0.

n—+eo

Prove: lim ZL =0.

lim 2" =ec< by Theorem 42.4(a). Hence, hm

n—>too

=-=0 by Theorem 42.3.

n

Prove Theorem 42.2(c) and (e).

Assume lim s, =c and lim ¢, =d.

n—>+oo n—>+oo
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(¢) lim (s, +t)=c+d.Let €>0. Then there exist integers m, and m, such that |s, — ¢| < €/2 for n 2 m, and
n—>+eo

|z, —d| < €/2 for n = m,. Let m be the maximum of m, and m,. So, forn>m, |s, — ¢| <€/2 and |r, — d| < €/2.
Hence, for n > m,

s, +1)—(c+d)|=|s,—c)+ (&, —d)| < |s, —c|+]t, — d] < =€

2

(e) lm (s,r,)=cd. Since (s,) is convergent, it is bounded, by Theorem 42.1 and, therefore, there is a positive
r’{zﬁb{ber M such that|s,| < M for all n. Let € > 0. If d # 0, there exists an integer m, such that |s, — c| < €/2|d]|
for n > m, and, therefore, |d||s, — c| < €/2 for n>m,. If d = 0, then we can choose n, = 1 and we would
still have |d||s, — ¢| < €/2 for n = m,. There also exists m, such that |t, —d| < €/2M for n > m,. Let m be the
maximum of m, and m,. If n > m,

a| =ls,(t, —d)+d(s, —c)| < |s,(t, = d)|+|d(s, — c)|

|nn

s_E

=kl = dl+ldlls, — | < M(357)+ S

11. Prove the Squeeze Theorem: If lim s, =L = lim u,, and there is an integer m such that s, <7, <u, for all n = m,
then lim ¢ =L. A A
Let € > 0. There is an integer m; 2 m such that |s — | <e/4 and |u — L| < €/4 for n=2m,. Now assume
n=m,. Since s, <1, <u, |t —s| < |u, —s| But

ns I n

—s| = _ — < — _ € €E_E€
=) =l ~ D)+ (L =5)| < b, — L] + =5 < S+ S =5
Thus, |7, —s,| < €/2. Hence,

=Ll =1, =5, 1+ G, = DI < I =, +ls, ~ L] < S+ € <e

SUPPLEMENTARY PROBLEMS
In each of Problems 12-29, determine for each given sequence (s,) whether it is bounded and whether it is

nondecreasing, increasing, nonincreasing, or decreasing. Also determine whether it is convergent and, if possible, find
its limit. (Note: If the sequence has a finite limit, it must be bounded. If it has an infinite limit, it must be unbounded.)

12. <n + %> Ans. nondecreasing; increasing for n = 2; limit +eo
13. <s1n %> Ans. bounded; no limit

14. ({n?) Ans.  increasing; limit +oo

15. <%> Ans. increasing for n 2 10; limit +oo

16. <1n7"> Ans. decreasing for n 2> 3; limit 0

17. G A+ D) Ans. bounded; no limit

18. <ln n; l> Ans. decreasing; limit O



19.

20.

21.

22,

23.

24.

25

26.

27.

28.

29.

)

()

< 4n+5 >
n*-2n+3

. (n+1-+n)

Ans.

Ans.

Ans.

Ans.

Ans.

Ans.

Ans.

Ans.

Ans.

Ans.

Ans.
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nonincreasing; decreasing for n = 2; limit 0

decreasing for n = 3; limit 1

increasing; limit 3

increasing, limit 1

decreasing; limit 0

limit O

decreasing; limit 0

decreasing; limit 0

increasing, limit 7t

increasing; limit +oo

increasing; limit +oo

In each of Problems 30-32, find a plausible formula for a sequence whose first few terms are given. Find the limit

(if it exists) of your sequence.

3 9 27 81
30. 1,7,2,?,?,...
31. -1,1,-1,1,-1,1, ...
3 7 11 3 19
2 11071
33.

34.

Ans.

Ans.

Ans.

n—1

S = =T limit is +oo

s, = (=1)" no limit

_4n-1
" 3n-2

; decreasing, limit is %

N

Prove Theorem 42.7. (Hint: Let € > 0. Choose & > 0 such that, for x in the domain of f for which |x—c|< &, we

have | f(x) - f(c)| < €- Choose m so that n > m implies |s” —d<$é.)

n—s+oo

Show that lim 4/1/n? =1 for p > 0. (Hint: n”" = e® ")
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35.

36.

37.

38.

39.

40.

41.

n*+5

GC) Use a graphing calculator to investigate s = ———— for n =1 to n = 5. Then determine analytically the
(GO) graphing gate s, T on ytically

behavior of the sequence.

Ans. decreasing; limit is

n

(GC) Use a graphing calculator to investigate s, = T

behavior of the sequence.

Ans. decreasing for n > 7; limit is O

Prove that lim a, =0 is equivalent to lim |a,|=0.

n—+oeo Nn—>+oo

If 5, >0 forall n and lim s? =c, prove that lim s, = Je.
n—+eo

n—y+oo

(GC) Define s, by recursion as follows: s, =2 and s,,, = %(sn + %) forn>1.

(a) Use a graphing calculator to estimate s, forn=2, ..., 5.
(b) Show that, if lim s, exists, then lim s, =+/2.

n—>+eo n—stoo
(c) Prove that lim s, exists.

n—+oo

Define s, by recursion as follows: s, =3, and s,,, =4(s, +6) forn>1.

(a) Prove s, <6 for all n.

(b) Show that < s, > is increasing.
(c) Prove that lim s, exists.

(d) Evaluate lim s,.

n—-teo

Ans. (d)6

Prove Theorem 42.2, parts (a), (b), (d), (f).

for n =1 to n =10. Then determine analytically the
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Infinite Series

Let {s,) be an infinite sequence. We can form the infinite sequence of partial sums (S, ) as follows:
S, =s,
S,=s8+s,

S,=5,+s,+s,
S =8 +8,++s,

We usually will designate the sequence (S, ) by the notation

N s, =545, s, o

The numbers sy, $5,..., S,,... will be called the ferms of the series.

If S is a number such that lim §, =S, then the series 2 s, is said to converge and S is called the sum of
n—+oo 400

the series. We usually designate S by z s,

n=1
If there is no number S such that lim S, = §, then the series Z s, is said to diverge. If lim §, = +o<, then
n—>+oo +oo n—>+oo

the series is said to diverge to +oo and we write ZSn = +oo. Similarly, if lim §, = —co, then the series is said
- n—>+oo
to diverge to —o and we write an =—oc, i
n=1
EXAMPLE 43.1: Consider the sequence {(—1)"*!). The terms are s, = 1, s, = -1, s, = 1, 5, = —1, and so on. Hence,
the partial sums begin with §;, =1, S,=1+(-1)=0,S;=1+(-1)+1=1,5,=1+(-1) + (1) + (-1) =0, and continue

with alternating Is and Os. So, lim S, does not exist and the series diverges (but not to +ee or —co).
n—>+oo

Geometric Series
Consider the sequence {ar"'), which consists of the terms a, ar, ar?, ar,....

The series 2 ar™ is called a geometric series with ratio r and first term a. Its nth partial sum S, is given by

S =a+ar+ar*+---+ar™!

Multiply by r: 1S, =ar+ar’+---+ar"" +ar"
Subtract: S —rS =a—ar"
Hence, (1-r)S, =a(l-r")
g = a(l-r")
" 1-r

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.
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Everything now depends on the ratio r. If |f{<1, then lim r" =0 (by Theorem 42.4(b)) and, therefore,
lim S, =a/(1-r). If ||>1, then lim r" =oo (by Theorem 42.4(a)) and, therefore, lim S, =oco. (A trivial
n—+oo n—+oo n—>+oo

exception occurs when a = 0. In that case, all terms are 0, the series converges, and its sum is 0.) These results
are summarized as follows:

n-1,

Theorem 43.1: Given a geometric series Zar

(a) If|r| <1, the series converges and has sum ﬁ.
(b) If|r| > 1 and a # 0, the series diverges to .

EXAMPLE 43.2: Take the geometric series 2(%)”'1 with ratio r = 4 and first term a = 1:
I+54+4+4+-

By Theorem 43.1(a), the series converges and has sum 1_;(% = % =2. Thus, 2(%)"71 =2,
2 2

We can multiply a series ZS,, by a constant ¢ to obtain a new series ZCS,,, and we can add two series an
and ztn to obtain a new series Z(S,l +1,).

n=l1

Theorem 43.2: If ¢ # 0, then ZCSH converges if and only if an converges. Moreover, in the case of convergence,

+oo +oo

s, =S
n n

n=1 n=1

To obtain this result, denote by T, =cs, +cs, +---+cs, the nth partial sum of the series zcsn. Then
T,=cS,, where S, is the nth partial sum of Z s,. S0, lim T, exists if and only if lim S, exists, and when the

n—y+oo n—s+oo

limits exist, lim 7, =clim S,. This yields Theorem 43.2.

n—>+oo n—>+eo

Theorem 43.3:  Assume that two series 2 s, and 2 7, both converge. Then their sum Z(S,, +1,) also converges and
+oo +oo +o0
N (s, + )= 5,+ 2,
n=1 n=1 n=1

To see this, let S, and T, be the nth partial sums of an and Ztn, respectively. Then the nth partial sum
U, of Z(sn +1,) is easily seen to be S, + 7,.. So, lim U, =lim S, +lim T,. This yields Theorem 43.3.

n—+oo n—+oeo n—>+oeo

Corollary 43.4: Assume that two series zsn and zt,, both converge. Then their difference Z(S,,—fn) also
converges and

Z(S” —tn)=isn —itn

n=1 n=1 n=1

This follows directly from Theorems 43.2 and 43.3. Just note that 2 (s, —t,) is the sum of 2 s, and the
series 2 (=Dx,.

Theorem 43.5: If ZSn converges, then lim s, = 0.

n—>+oo

oo
To see this, assume that an = §. This means that lim S, =S, where, as usual, S, is the nth partial sum of

n—s+oo
n=1

the series. We also have lim S _, =S. But,s,=S,-S,.,.So, lim s, =lim §,—lim §,_, =5-S=0.

n—>-+oo n—s-+eo n—s-+eo n—s-+eo
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Corollary 43.6 (The Divergence Theorem): If lim s, does not exist or lim s, # 0, then Z s diverges.

Nn—>+oo n—>+oo

This is an immediate logical consequence of Theorem 43.5.

EXAMPLE 43.3: The series $+2+2+4+--- diverges.

Here, s, =ont1 +1 Since ,}LIEL il % 0, the Divergence Theorem implies that the series diverges.

The converse of Theorem 43.5 is not valid: lim s, = 0 does not imply that 2 s converges. This is shown
by the following example. .

EXAMPLE 43.4: Consider the so-called harmomcsenesz —l+é+é+}1+é .-+ . Let us look at the following
partial sums of this series:
S, =1+
S—1+é é i>l+é+%+%:l+%+%=l+%
Sy=S,tg+etTrg> S, +tgrytis S4+%=S4+%
>1+%
Sl6:SS+%+%+1_11+%+%+i+%+%
>Sg+%+%+%+%+%+%+%+%:58+%
>1+%

Continuing in this manner, we would obtain S,, > 1+ 3, S, > 1+ $, and, in general, S, > 1+ k/2 when k> 1. This implies

that lim S, = +<- and, therefore, the harmonic series diverges. But notice that lim s, = lim 1/n=0.

n—>+oo n—+oo n—r+oo

Remark: Convergence or divergence is not affected by the addition or deletion of a finite number of
terms at the beginning of a series. For example, if we delete the first k terms of a series and the sum of the
deleted terms is c, then each new partial sum 7, has the form S,,, — ¢. (For example, T, is S,,, — ¢.) But
lim (S,,, —c) exists if and only if lim S ,, exists, and hm S .., exists if and only if lim S exists.
n—oeo n—+oo n— n—>+eo

Notation: Tt will often be useful to deal with series in which the terms of (s, ) are indexed by the non-
negative integers: s, $;, S5, S3,.... Then 1ﬁEhe partial sums S, would also begin with S, = s,, and the sum of a

convergent series would be written as 2 s,
n=0

SOLVED PROBLEMS

: NS U |
1. Examine the series 3t 5 + 5 +-
This is a geometric series with ratio =+ and the first term a = 1. Since |r|= |%| <1, Theorem 43.1 (a) tells us
a __ 15 _1/5_1

r o 1-(1/5) " 4/5 " 4-

for convergence.

that the series converges and that its sum is I

: . 1 1 1 1
2. Examine the series ﬁ + 2—3 + 3—4 + 4—5 +--- for convergence.
The nth term is —1 This is equal to l -1 Hence, the nth partial sum
n-n+D)- n+l-°
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10.

-+ .1+t . 1 . 1
S=tatzaztzatisttuaen

(L 1y (L 1y (1_1),(1_1 1__1
‘(1 2)+(2 3)+(3 4)+(4 5)+ +( n+1)
1

=1 n+1

Thus, lim S, = lim (1 - ﬁ) =1-0=1. Hence, the series converges and its sum is 1.
n—+oo n—>too

We know that the geometric series 1 + 4+ 4+ + + 4 + -+ converges to S = 2. Examine the series that results
when: (a) its first four terms are dropped; (b) the terms 3, 2, and 5 are added to the beginning of the series.

6 _1/16 1
—(/2) = 172 ~ 8 Note

(a) The resulting series is a geometric series 1 + 3 +--- with ratio 4. It converges to
that this is the same as S—(1+++++3H)=2-($)=1.

(b) The new series is 3+2+5+1+++++ 3+ +---. The new partial sums are the old ones plus (3 +2 +5).
Since the old partial sums converge to 2, the new ones converge to 2 + 10 = 12. Thus, the new series is
convergent and its sum is 12.

Show that the series ++3+Z+12+--- diverges.

Here, s, = 2 :1 = l—%. Since lim 2—1,1 =0, it follows that lim s, =1-0=1#0. So, by the Divergence
n—+eo n—+eo
Theorem, the series diverges.
Examine the series 9—12+16— £ + %% —. .. for convergence.

This is a geometric series with ratio r =—%. Since |r| = £ > 1, Theorem 43.1(b) tells us that the series diverges.

Evaluate 2(_1)n 1,1 1 1 _

per S 2 4 8 16
This is a geometric series with ratio r =—21 and first term a = 1. Since |r|=1 <1, the series converges and its
sum is —%4— 1 1._2

I-r 1-(-1/2) 312" 3"

Show that the infinite decimal 0.999... is equal to 1.

0.999---= % + % + % +---. This is a geometric series with first term a = 75 and ratio r = 4.

. a _ 9/10 _9/10 _
Hence, it converges to the sum =7 =T=a/100 a710) = 910°= 1.

1 1 1
3557 791

1 11 1
Note that (Zn_l)(2"+1)_2(2n_] 2n+1

Examine the series % +

Here, s, ) . Hence, the nth partial sum S, is

_ 1
T 2n-1D2n+1)’

(1 1y, 1/{1 1)\, 1(1 1 1 1 L y_1f__1
2i-3)2 (53] 2l5-7) 2l - m)

So, lim S, = 4. Thus, the series converges to 1.

n—-teo

Examine the series 3 + \/§+%/§+{‘/§+m.

s, =43 =3""= ¢ Then lim s, =¢° =1# 0. By the Divergence Theorem, the series diverges.

n—>teo

Examine the series 5+ 5+ + 5+ -

This series is obtained from the harmonics series by deleting the first nine terms. Since the harmonic series
diverges, so does this series.
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11. (Zeno’s Paradox) Achilles (A) and a tortoise (7") have a race. T gets a 1000 ft head start, but A runs at 10 ft/sec,
whereas T only does 0.01 ft/sec. When A reaches 7"’s starting point, 7 has moved a short distance ahead. When A
reaches that point, 7 again has moved a short distance ahead, etc. Zeno claimed that A would never catch 7. Show
that this is not so.

When A reaches 7T's starting point, 100 seconds have passed and 7 has moved 0.01 (100) = 1 ft. A covers that
additional 1 ft in 0.1 seconds, but 7"has moved 0.01(0.1) = 0.001 ft further. A needs 0.0001 seconds to cover that
distance, but 7' meanwhile has moved 0.01(0.0001) = 0.000001 ft, etc. The limit of the distance between A and
T approaches 0. The time involved is 100 + 0.1+ 0.0001+ 0.0000001 + - - -, which is a geometric series with first
term a = 100 and ratio » = 1/1000. Its sum is

a 100 100 _ 100000

T—r ~ 1—(1/1000) ~ 999/1000 999

which is a little more than 100 seconds. The seeming paradox arises from the artificial division of the event into
infinitely many shorter and shorter steps.

SUPPLEMENTARY PROBLEMS

12. Examine each of the following geometric series. If the series converges, find its sum.

@ 4-1++-%&+-- Ans. S=1%
b) 1+3+5+F+- Ans. Diverges
2 4 8 g
) 1-4++5—F%+-- Ans. S=3
(d I+e'+e?+e?+--- Ans. S:efl

13. A rubber ball is dropped from a height of 10 ft. Whenever it hits the ground, it bounces straight up three-fourths
of the previous height. What is the total distance traveled by the ball before it stops?

Ans. 70 ft

1,1
nn+d) 15726737

14. Examine the series z +-e
Ans. S=%

1 1 1

. . 1 _ .
15. Examine the series zn(n+1)(n+2) =1a23t33a3t3235"
Ans. S=1%
16. Evaluate z s, when s, is the following:
n=1
o 1 1 n
@ 3" O5ary Oumry @ G

Ans. (@) 5 (b) 33(c) 15 (D) 1

17. Show that each of the following series diverges:

@ 3+ieFegae 0) 242+ 7+ 42+ © 3+

1
© X T

d) e+s+o+g+-

18. Evaluate the following

(1,1 S v 2n+1
@ X5+ 77) ® 27, © 2617

n=0
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19.

20.

21.

2 An n 2 An-l 2 qn
@ Yy © Y5 " Y3
n=0 n=l1 n=1

& a3 < (—1)" NN 22
© Xis ™ 35 Op%

G 1
Ans.  (a)&; (b) +oo; () 15 (d) 2; (e) 15 (F) +oo; (g) +oo; () —555 (1) 8; (§) +oo

(GC) In Problems 1 and 6, use a calculator to compute the first 10 partial sums and determine to how many
decimal places the 10th partial sum is a correct estimate of the sum of the series.

(GC) (a) If |x| < 1, what function is represented by Zx” =l+x+x2+x3+--2
n=0
(b) Use a graphing calculator to graph 1+ x+x? + x* +---+ x? on the interval (—1, 1) and compare the graph

with that of the function in (a).

Ans. (@) 7=

In each of the following, find those values of x for which the given series converges, and then find the function
represented by the sum of the series for those values of x.

(a) g(}’x)" (b) g(x_z)n © g(%)" @ g(XT_l)n

1 _1 . _1 . 2 oy _2
Ans. (a) |x|<3, 1_3x,(b)1<x<3, 3_x,(c) |x| <2, 2—x’(d) 1<x<3, T
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Series with Positive Terms. The
Integral Test. Comparison Tests

Series of Positive Terms
If all the terms of a series 2 s, are positive, then the series is called a positive series.

For a positive series 2 s,» the sequence of partial sums (S ) is an increasing sequence, since
S,.,=S8, +s ., >S8 . This yields the following useful result.
Theorem 44.1: A positive series an converges if and only if the sequence of partial sums ¢s, ) is bounded.

To see this, note first that, if Z s, converges, then, by definition, (S ., »converges and, therefore, by Theorem 42.1,

(S,) is bounded. Conversely, if (S,) is bounded, then, since (S, ) is increasing, Theorem 42.8 implies that
(S,) converges, that is, 2 s, converges.

Theorem 44.2 (Integral Test): Let 2 s, be a positive series and let f(x) be a continuous, positive decreasing func-
tion on [I,+ o) such that f(n) = s, for all positive integers n. Then:

+oo
2 s, converges if and only if .[1 f(x)dx converges

=S, . If Y s, converges, then (S, ) is bounded;
SO, jlu f(x) dx will be bounded for all # > 1 and, therefore, J‘:W f(x)dx converges. Conversely, from Fig. 44-1

n—1

From Fig. 44-1 we see that J‘ln fx)dx<s +s,+---+s

we have s, + s, +-+5, < Jln f(x)dx and, therefore, S, < .[ln f(x)dx +s,. Thus, if J.:W f(x)dx converges, then
S < J.:M f(x)dx+s, and so (S,) will be bounded. Hence, by Theorem 44.1, an converges. This proves
Theorem 44.2.

1 2 3 4 5 n-2 n-1 n

Fig. 44-1

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.
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Inn .
EXAMPLE 44.1: ZT diverges.

1
Let f(x)= % Now,

[ L gy gim ["102 = Jim %(lnx)z] = Tim 4((Inu)* - 0) = +oo

U—>+oo U—>+too 1

Hence, by the integral test, Zln_n diverges.
n

EXAMPLE 44.2: 3" L converges.
e

Let f(x)=—.Now,

u—+oo J1 U—>+oo U—>+oo

f+°°—dx_11m "—dx_hm —l} = lim —(l—l)zl
1 X, u

1
Hence, by the integral test, ZF converges.

Remark: The integral test can be easily be extended to the case where the lower limit of the integral is
changed from 1 to any positive integer.

Theorem 44.3 (Comparison Test): Let Zan and zbn be two positive series such that there is a positive integer m
for which @, <b, for all integers k 2 m. Then:
(1 If an converges, so does Zan;

If zan diverges, so does zb,l.

We may assume in the derivation of Theorem 44.3 that m = 1, since convergence is not affected by dele-
tion of a finite number of terms at the beginning of a series. Note also that (2) is a logical consequence of
(1). To prove (1), assume that Zb converges. Let B, = b, + b, +---+ b, be the nth partial sum for Zb and
let A, =a, +a, +---+a, be the nth partial sum Za Then A <B,, since g, < b, for all k. From the fact
that zbn converges, it follows, by Theorem 44.1, that the sequence (B, ) is bounded. Since A, < B, for all

n, it follows that the sequence (A, ) is bounded. So, by Theorem 44.1, Zan converges. This proves Theo-
rem 44.3.

EXAMPLE 44.3: ¥ —|— converges.

Let a, = 112—1-4-5 and b, = an Then a, < b, for all n. By Example 2, anz converges. So, by the comparison test,

1
Z 7 5 converges.

1
EXAMPLE 44.4: 2 3n + 5 diverges.

Let a, = =L and b, = S Now, a, < b, for n 2 5. (To see this, observe that _1_ 1 L s equivalent to 3n +
4n 3n+5 a0 =3n+5

5 < 4n, which is equivalent to 5 < n.) Recall that the harmonic series z 1 dlverges (by Chapter 43, Example 4).

dlverges.

Hence, z in diverges by Theorem 43.2. The comparison test implies that 2
Sometimes, as in Example 4, complicated maneuvers are needed in order to apply the comparison test.

The following result offers a much more flexible tool.

. a
Theorem 44.4 (Limit Comparison Test): Let Y a,and Y b, be two positive series such that L= lim 2% exists
and 0 < L <+eo. Then Zan converges if and only if an converges. !
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Assume that zbn converges. Let ¢ be a positive number such that L < c. Then there exists a positive inte-
ger m such that a,/b, < ¢ for all n > m. Hence, a, < cb, for all n > m. But, since zbn converges, so does 2 ch,.

n

Therefore, by the comparison test, Zan converges. Conversely, if Zan converges, then an converges.

(In fact, lim === 7> 0 and we can use the same kind of argument that was just given.)

n—teo A,

EXAMPLE 44.5: Y 3 =31+4 giverges,

When dealing with quotients of polynomials, a good rule of thumb is to ignore everything except the leading
32 _31
n* Tn’

. 3> =5n+4\/1|_ . 3n*-5n+4n_3
tim | (253 L)< i 233,

terms. In this case, we have Let us try a limit comparison with l. Now
n

2 _
Since 2% diverges, the limit comparison test tells us that zﬁwﬁ

) diverges.

EXAMPLE 44.6: Z% converges.

Using the rule of thumb given in Example 5, we should look at j:—6 ==5= % So, let us try a limit comparison
with —5:
n

lim |[——0=2 | /L | jjy Sni-2n"
I \Trmae s )7 | a7

Let us divide the numerator and denominator by rn®. Note that, in the denominator, we would get

A e a7l e _app+7=1-4 .06
L 4n* + \/n—"n 4n* + 1n4+n"’

So, the result would be

_2
lim 4” > =%—5
l—n—4+x—6

Hence, since we know, by Example 2, that Z —- converges, the limit comparison test implies that 2%
n® —4n

1
n
converges.

SOLVED PROBLEMS

1. Consider the series an’” where p is constant. This is called a p-series. Then:
(a) If p>1, the series 2# converges.
(b) If p <1, the series 2# diverges.

‘We may assume that p # 1, since we already know that the harmonic series Zl diverges. We may also assume
that p>0; if p<0, lim Py # 0 and the Divergence Theorem implies that the series diverges. Let us apply the
n—+eo

integral test with f(x)=1/x". (f(x) is positive and decreasing in [1, +9).) Now,

“Lgemtim ["Lgeetim 22|
J.l x? dx—}l_glm -[I x? dx_}LnEw 1—p:|1
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— i I-p — 15 L_ : u-r _ 1 _ 1 .
(@) p>1.Then p—1>0and L}Ln}wu 7 _L}g?m P =0. So, }Ln}m(l—p l—p)_ p_l.By the integral test,

2 L converges.

1-
(b) p<l1.Thenl-p>0and lim u"? =+oce. So, lim (1 ; ﬁ) =+o0 and, by the integral test, zn%
diverges. ’ ’

In Problems 2-7, examine the given series for convergence.

1 1 1
2. l+—4=+—4=+—F4+-
NCIENCING]
s, =—\/2r1——1' Let f(x)=—\/2;—_1. On [1,+00), f(x)> 0 and fis decreasing.
e _ dx  _ 12
f' \/de ,Lm.[um i 2j @x -7 @)dx

=lim {(2)(2x— 1)1/2] =lim (2u—1)"> —1)=+oo
U—>+oo 1 U—>+oo

Hence, the series diverges by the integral test.

L1 Loy 1 4
d 3ttt ottt
1 1 1. S e . _ . 1
PERI I 2 7 1s convergent, since it is a p-series with p =3 > 1. Thus, by the comparison test, Z—n3 )
is convergent.
1, 1,1,
4. 1+ 1314
s i Notethat -=——L <L o n>2 Since z is a convergent geometric series (with
noonl nl " nn—1)---- 32720t 21
ratio %), Z% is convergent by the comparison test.
34,5,
5. 2+ wratat
= "n—tl Use limit comparison with % = n—12
3 2
fim 23542 = lim 2501
+l
We know that z converges. So, by the limit comparison test,
6. 1+ 2% + 3% + 4% +--
s = L Now. L1 L and z 1 is a convergent geometric series (r = %). So, by the
LA 0t e n- 2"! 2n-1 20
~ 1
comparison test, Z i converges.
241,32 +1, 4> +1,
ety ate
2 2
s, =2+ 1 e limit comparison with n_- L
L AR n® n

. n>+1\/1 n+n
tim | (254 /4] - i 240
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2
We know that the harmonic series 2% diverges. So, by the limit comparison test z Z 3 I % diverges.

1 1 1
8 Tz 3m3 dma "

s = 1 is defined for n > 2.
ninn

n

_dx g [Y_dx
Jz xInx —31_{51& Jz xlnx _P—T In(nu)

:|M = limw(ln (Inu)—In (In2)) =+-oe.

Hence, the series diverges by the integral test.

9. How many terms of 2 suffice to obtain two-decimal place accuracy (that is, an error < 5/10%)?
If we use k terms, then we require that the error

k U
1 y1l_vy 1L ™1, tim [‘L 1) Cfm oL
2 27 n2 _-[k x2 u—+oo Jk dx—}l_}lilm x:| _z}l—grlea (Lt k)

Hence, 200 < k. Thus, it suffices to use 201 terms of the series. (The graphing calculator can be used to find

201 1
L 2164)

Assume ZS converges by virtue of the integral test applied to f(x) and, for each n, the error (or remainder) R,

10.
after k terms is defined to be

+oo k +oo oo
s, s, Then R, = ; 5, <], fooax.

n=1 n=1

is approximated by the first five terms: 1+ —- 7 L, é + 116 + 215 % =1.4636.

Find a bound on the error when Z

nl

The error R, < L ?dx =1=0.2.

11. Assume ZS and 2 ¢, are positive series, ch converges, and s, <c, for all n. Then the error R, after k terms is

Zs —ﬁsn— an< icn.

n=1 n=k+1 n=k+1

1
+1

and ¢, = - It suffices to have y 1 - <0.00001. Now,
n= k+1 n=k+1

Equivalently, 100,000 < 4k*, 25,000 < k*, k > 13.

In this case, s, :%H —<_[ —dx—4k4

_ 1
So, we need 4k4 <0.00001= 100,000
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SUPPLEMENTARY PROBLEMS

For Problems 12-43, determine whether the series converges.

3
12. Z nn+1)

n
13. Z (n+1)(n+2)

14. Z#
15. 35

2n
Z (n+D(n+2)(n+3)

16.

1
17. Z (2n+1)?

18. Y

-2
19. ”n3

Inn
20. n’+2

21. Znsin(%)
2. YL
In

23. VL

n—1

n
24. ZlnT:
25. Y1
1+Inn
n+l1
26. 2‘n\/3n—2

1
27. Zm (for nz 3)

1

28. Zm (fOI‘ nz 3)

Ans.

Ans.

Ans.

Ans.

Ans.

Ans.

Ans.

Ans.

Ans.

Ans.

Ans.

Ans.

Ans.

Ans.

Ans.

Ans.

Ans.

. . 3
converges; comparison with ) =
g p 2
& e . . 1
iverges; limit comparison with ZZ
& e . . 1
iverges; limit comparison with Z;
converges; integral test
e . . 1
converges; limit comparison with 27
e . . 1
converges; limit comparison with 27
e . . 1
converges; limit comparison with 27
e . . 1
converges; limit comparison with 27
e . . 1
converges; limit comparison with ZW
diverges; Divergence Theorem
diverges; p-series, p=+4<1
converges; comparison with 2# nx2
. . . Inn
rges; comparison with ) ——
diverges; comparison wit z p
. . . 1
rges; comparison with ) =
diverges; comparison wit z P
& e . . 1
iverges; limit comparison with ZT
n
diverges; integral test

converges, integral test



29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

CHAPTER 44

_ 1 . e . . 1
Ans. s, = —(3n Ve converges; limit comparison with z—nz
3 3 3
3+ I73 + 3173 + 4173 +-

3. . : |
Ans. s, = PR diverges; p-series, p=+<1

1,1
§+ﬁ+"'.

R e . . 1
Ans. s, = -3 diverges; limit comparison with 2 p

1 1 1
3475656787

_ 1 . i : : 1
Ans. s, = CENCEDERDE converges; limit comparison with 2 p

w

4 .5
IR T

2
372313

+1 . . . 1
Ans. s =L ; converges; limit comparison with ) =—
.= g p 25

1, 1 1 1
2ttty

__n_. . . : 1
s, = 1y’ converges; comparison with 2 o

1 1 1

1+7+357+4—3+"'.

n

__ 1 . . : : 1
Ans. s = W, converges; comparison with ZF

3

4
l+5+75+77

5 oo

_n+l
" n?+l

Ans. s ; diverges; limit comparison with Z%

6, 2468
11 5-8-11-14

- e

2n . .
Ans. s = —’2, converges; comparison with Z(%)"

Series with Positive Terms
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40. %+i+l+i+...

3
41. Stasti0s 30T

_ n+2 T T . . l

Ans. s, = p g diverges; limit comparison with 2 P
1 2 3 4

Y ot EatrE3ty_a

+oon

Ans. s ; diverges; limit comparison with Z%

_ n
" (n+1)?-n

1 1 1 1
43. 33_22+43_32+53_42+-~-

Ans. s 55 converges; limit comparison with Z%
PE

1
" (n+1)P-n

44. (GC) Estimate the error when:

(a) Z{ 3 1+ I is approximated by the sum of its first six terms.

(b) Eﬁ is approximated by the sum of its first six terms.

Ans.  (a) 0.0007; (b) 0.00009

45. (GC) (a) Estimate the error when the geometric series 2% is approximated by the sum of its first six terms.

(b) How many terms suffice to compute the sum if the allowable error is 0.00005?

Ans. (a) 0.047; (b) 16

46. (GC) (a) How many terms suffice to approximate zn% with an error < 0.001?

n=1

(b) Find a bound on the error if we approximate zn% by the sixth partial sum.
+oo n=1
(c) What is your approximation to ZLA‘ by the sixth partial sum, correct to four decimal places?

n=1

Ans. (a)7;(b) 0.0015; (c) 1.0811

47. (GC) Let S, be the nth partial sum 1+ % T %

of the divergent harmonic series.
(a) Proveln(n+1)<S§ <Il+Inn.

(b) Let E, =S, —Inn . Prove that (E, ) is bounded and decreasing.

(c) Prove that (E,) converges. Its limit is denoted y and is called Euler’s constant.

(d) Use a graphing calculator to approximate Eqy to eight decimal places.
Ans.  (d) 0.57771608 (in fact, y~ 0.57721566.)

48. (Extension of the limit comparison test.) Assume 2 s, and Ztn are positive series. Prove:

(a) If lim ;—” =0and Ztn converge, so does an.
(b) If lim j—” = +o0 and 21n diverges, so does ZSK.

n—teo L



49.

50.

51.
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(Inn)*

n3

Use the extension of the limit comparison test to determine whether z converges.

Ans. converges; use zn% and Problem 48(a)

Assume Z s, is a positive series and lim ns, exists and is positive. Prove that 2 s, diverges. (Hint: Limit
. . n—+eo
comparison with 2(1/11).)

Assume ZSH and Ztn are convergent positive series. Prove that z st converges.
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Alternating Series. Absolute
and Conditional Convergence.
The Ratio Test

Alternating Series

A series whose terms are alternately positive and negative is said to be an alternating series. It can be writ-
ten in the form

Z(—l)"*‘an =a,—-a,+a,—a,+a;,— -
where a, are all positive.

Theorem 45.1 (Alternating Series Theorem): Let 2(—1)"*‘51” be an alternating series. Assume that: (1) the se-
quence {a,) is decreasing; (2) lim a, = 0. Then:
@D Z (=1)"'a, converges to a sum A, and

(II) If A, is the nth partial sum and R, = A— A is the corresponding error, then |R”| <a,, (that is, the error is less in
magnitude than the first term omitted).

()  Since {a,) is decreasing, a,,,, > a,,,, and, therefore, a,,,, —a,,., > 0. Hence,

Ay =@, —ay) +(ay—a)+- - Hay, , —a,,)+(a,,,, —ay,,,)

=4, +(ay,, —a,,,)>4,,>0

So, the sequence (A, ) is increasing. Also,

2n

Ay, =a,—(a,—a))—(a,—a;) = =(ay,_, = ay,)) — 4y, <a,

Hence, (A,,) is bounded. Therefore, by Theorem 42.8, (A,,) converges to a limit L. Now, A, ,, =A,, +a,,.,-
Hence,

lim A, ., =1lim A, +lim a,, ,=L+0=L

n—+oo n—rtoo N—>too
Thus, lim A, = L and, therefore, 2(—1)”“% converges.

N—>+oo
(D Ry, = () = Aypn) (A5 =y, ) > 0,a0d R, = a,, = (a5, = Gy, 3) = (A — Aypys) = <y,

Hence, |R,,|<a,,,,. For odd indices, R,,,; = —(a,,,, = Gy,3) = (a1 =y, 5) =<0 and R, =~a,,., +

(ay,03 — Cyy) (0,5 — Gy, )+ >—a,, . Hence, |R,,..| < a,,.,. Thus, for all k, R|<a,,-

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.
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EXAMPLE 45.1: The alternating harmonic series

1-

=
W=
ENE
n|—
AN—

converges by virtue of the Alternating Series Theorem. By part (II) of that theorem, the magnitude IR,| of the error

after n terms is less than L. If we want an error less than 0.1, then it suffices to take 1 <0.1= L,
n+l n+l1 10

equivalent to10<n+1. So, n =9. Thus, we must use

which is

Definition
Consider an arbitrary series 2 S,

z s, is said to be absolutely convergent if lenl is convergent.
2 s, is said to be conditionally convergent if it is convergent but not absolutely convergent.

EXAMPLE 45.2: The alternating harmonic series 2 (=Dt % is conditionally convergent.

EXAMPLE 45.3: The series 24(—1)"*l n_12 is absolutely convergent.

We shall state without proof two significant results about absolute and conditional convergence. In what follows,
by a rearrangement of a series we mean a series obtained from the given series by rearranging its terms (that is, by
changing the order in which the terms occur).

1 If Z s, is absolutely convergent, then every rearrangement of 2 s, is convergent and has the same sum as 2 S,

2 If Z s, is conditionally convergent, then if ¢ is any real number or 4o or —oo, there is a rearrangement of 2 s,
with sum c.

Theorem 45.2: If a series is absolutely convergent, then it is convergent.
For a proof, see Problem 1.

Note that a positive series is absolutely convergent if and only if it is convergent.
The following test is probably the most useful of all convergence tests.

Theorem 45.3 (The Ratio Test): Let ZS” be any series.

(1) If lim SIS 1, then Z s, is absolutely convergent.

(2) Iflim 2= and (>l or r = +ec), then 3 s, diverges.

3) If lim St | 1, then we can draw no conclusion about the convergence or divergence of 2 s,. For a proof, see
Problem 14.

Theorem 45.4 (The Root Test): Let an be any series.

(1) If lim gfls | =r <1, then an is absolutely convergent.

n—>+oo

(2)  If lim gfls | =r and (r>1 or r =+e<), then ZSn diverges.

n—+oo

3) Iflim 2/l s =1, then we can draw no conclusion about the convergence or divergence of Z S,

n—>+eo

For a proof, see Problem 15.
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EXAMPLE 45.4: Consider the series Z %;
absolutely.

#s,| = lim Z =0. So, by the root test, the series converges
oo n—>4oo

SOLVED PROBLEMS

1.

Show that, if an is absolutely convergent, then it is convergent.
0<s,+|s,| <2|s,|. Since X |s,| converges, so does Z2|sn|. Then, by the comparison test, (s, + |s,|) converges.
Hence, zsn = Y'((s, +s,)) = Is,]) converges by Corollary 43.4.

In Problems 2—-13, determine whether the given series converges absolutely, conditionally, or not at all.
11

+ m 17 +
pa— n+ 1

5= X

2{(—1)"+l ﬁ is absolutely convergent.

SIE
wn|—

] converges by comparison with the convergent p-series 2,712 So,

+

+ .-

=
mwiw
N
r\bl_p

s, = (=1 g The series 2 converges by the integral test (USIIlg fx)== ) Hence, 2( 1)"+l
absolutely convergent.

1

J5

s, = (=1 % Since <\/1—> is a decreasing sequence, the series converges by virtue of the alternating series
n

test. But Z In is divergent, since it is a p-series with p=+<1.

N S O
I=5+y-37

The series 1 +1+ 14— 4+ is a geometric series with ratio r =+. Since |r] < 1, it converges and, therefore, the
given series is absolutely convergent.

_2,3_ 4

1 3 + 32 3 +

s, =(— Iy L FoT Let us apply the ratio test:

 |Swa|_n+l / n _n+ll Spn|_ 1
m = 3 /3"-1‘ I LR L o ke
Hence, the given series is absolutely convergent.
1 21,31 41
2 328 43 543
ntl_ 1N 1 n l L . .

5, = (=)™ S 5 Look at Ns,l. Is =i < 5o Y'Js,| converges by comparison with the
convergent p-series ZF Hence, the given series is absolutely convergent.
231,41 51,
3742753 64

s =) —= n+ll . Note that< +1 l>1s a decreasing sequence | since D, _xt+l <0 |- Hence, the given

n n+2n +2n (x+2)x ’ ’
series is convergent by the Alternating Series Theorem. However, |s, | > %% So, 2|s,,| diverges by comparison

with z% Thus, the given series is conditionally convergent.



10.

11.

12.

13.

14.
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3 5 7

2-— ? + ? - ? SRR
— (1)t 3 .
s, =1 (2n — 1)!. Apply the ratio test:
s”+1 _ 22n+1 22:1—1 _ 4
s, | @n+D!/ Cn-1D!" 2n+1)(2n)
Hence, lim Sust | 0 and, therefore, the series is absolutely convergent.
1__4 9 __16
2 2241 3F+1 4 +1
2
s, =(= 1)”*‘ <#> is a decreasing sequence for n > 2, the given series converges by the

Alternating Serles Theorem The serlesz |s,| is divergent by limit comparison with 2— Hence, the given series
is conditionally convergent.

1 2 3 4
== + - +
2 2241 3 +1 4341
s, =) ——— p +1 2|s,1| is convergent by limit comparison with 2— Hence, the given series is absolutely
convergent.
1 1 1 1

12772 22+3 ¥ a2t
s, =(- 1)"*l —. Apply the ratio test:

sn+] —

-1 J1 __n 1
(n+D2"" /) n2"  n+12

S

n

Thus, lim Sust =%

n—>+oo

< 1. So the given series is absolutely convergent.

n+l n’
b (n+D!"

Apply the ratio test:
n+l (n"‘l)3 l’l3 :(n+1)3( 1 )
s, | m+2)!) (n+1)! n n+2
So, lim % =0. Hence, the given series is absolutely convergent.

Justify the ratio test (Theorem 45.3).
. N . e .
(a) Assume lim |ZL=r <1. Choose ¢ such that r < r < 1. Then there exists a positive integer m such that, if
n—+eo
Sn+l
n=m, [-*~|<t. Hence,
|Sm+1| < Z‘|Sm|, Ism+2| = tlsmﬂl <7 |S | Ty |s1n+k| < tklsml

But, 2ﬁ|sm| is a convergent geometric series (with ratio ¢ < 1). So, by the comparison test, 2|sn| converges.

Hence, Zs,, is absolutely convergent.
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. s . e
(b) Assume lim [“{=7 and (r > 1 or r = +oo). Choose t so that 1 < 7 < r. There exists a positive integer m such
n—-+eo n
that, if n > m, Just| >, Hence,
n
|sm+1| 2 t|sln|’ |sm+2| = t|sm+l| 2 tz |Sm|, ) |sm+k| 21 |Sm|

Therefore, lim s, = and, by the divergence theorem, X, diverges.

n—s+eo

. 1 o S|y [ERYAR . o .
(©) C0n1s1der 2 P JLI?M s | }Ln}w [(n 1 ) / ]— 351100 Py 1. In this case, the series diverges. Now consider
7:
fim 22 = lim [ —L— /1 :lim( n )2=1
notoo | S, oo (4 1)2 2 e \ 1+ 1

In this case, the series converges.

15. Justify the root test (Theorem 45.4).
(a) Assume lim #/|s,| =r <1. Choose # so that r <z < 1. Then, there exists a positive integer m such that

n—s+eo

ofls,| <t forn>m. Hence |s,| < #" for n > m. Therefore, Z|s | converges by comparison with the convergent
geometric series ZI”. So, Zs,, is absolutely convergent.
(b) Assume lim #fls,| =r and (r> 1 or r =+e0). Choose ¢ so that 1 < ¢ < r. For some positive integer m, y/|s >t

forn>m. Then [s,, | 21" forn 2 m. Since lim " = +eo, lim s, = o=. So, by the Divergence Theorem, ZS,, diverges.

n—>+eo n—>+eo

(c) Consider zl and z L 1n both cases, 11m 4fls,| =1. (Note that hm \n7" = lim e~"/n =1))

n—+oo

In Problems 16—22, use the ratio test to test the series for convergence.

T R -

16. =+t

)

W|—
W
(O8]

Spi _n+1/n _1n+1 So

N - 3ntl 3n - 3 n° n—+oo

n

So, the series converges by the ratio test.

+3

3

17.

W|—
+
w2

L».)
2
+

_n. n+1 (n+1)‘ n+1
S, = 3n SO’ s - 3n+1 3!1 - 3

n

SIH-]

Hence, lim =+ and the series diverges by the ratio test.

n—teo

1-2,1.2.3 .1
18'1+ﬁ+1.3.5 T

(n+1)! n! n+1

135 -@Qn+)/1:35-@n=1) 2n+1’

_ n! Spn _
$=T35..@n-D hen =

n

s . .
So, lim |-# == <1. Hence, the series converges by the ratio test.

n—>teo

n

€L
42

51
VR

g —ntl 1 Then M_(n+2 1)/(n+1L)_ln(n+2)
= . sn = 4u—1 - N

4
19. 2+ +3

W
ENE

n 4 (n+17

1

s . .
| = 1< 1. Hence, the series converges by the ratio test.

s,

So, lim

n—>+eo
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n2+1_(n+D*+ DR’ +1)

22413 +1,4°+1,
0. oty teat
_n*+l1 Sn+l_(n+1)2+l
S =iyl Then s, (n+ly+1
. S
Then lim [~

series diverges.

n3"
(n+1)!"

21.

)

n3" _n+l1 3

S _ (n+ D3
N m+1)!'" n n+2°

s (n+2)!

n

/

Hence, the series converges by the ratio test.

n"

2. Y1
n:

S _ (n+1)
s (n+D!

n

n" n+l

n!

Jiel

Hence, the series diverges by the ratio test.

SUPPLEMENTARY PROBLEMS

P+l (n+1)’+D)m>+1)°

=1. So the ratio test yields no conclusion. However, limit comparison with z% shows that the

.S
So, lim [~ =0
n—>+oo Sn
s
So, lim |2t =e>1
n—>+oo S"

In Problems 23-40, determine whether the given alternating series is absolutely convergent, conditionally convergent,

or divergent.

23. Z (=Dt % Ans. absolutely convergent
24. Z (=Dt ﬁ Ans. conditionally convergent
25. Z (=D # Ans.  divergent

26. Z (=Dt % Ans. conditionally convergent
27. Z (=Dt ﬁ Ans. conditionally convergent
28. Z (=D % Ans.  divergent

29. Z (=Dt ﬁ Ans. absolutely convergent
30. Z (=Dt ﬁ Ans. conditionally convergent
31. Z (=Dt ﬁ Ans. absolutely convergent
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32. 2 (=Dt ﬁ Ans. absolutely convergent
33. 2 (=Dt (n+)2 Ans. absolutely convergent
34. 2 (=Dt # Ans. conditionally convergent
35. 2 (=D nf'—j_z Ans. absolutely convergent
36. 2 (=D"'n (%)4 Ans. absolutely convergent
37. 2 (=Dt ﬁ Ans. divergent

38. 2 (=Dt nz_tl Ans. absolutely convergent
39. 2{(—1)”*l 2’:; Ans. absolutely convergent
40. 2 COZ# Ans. absolutely convergent

41. (GC) How many terms of z‘(—l)”+l % will suffice to get an approximation within 0.0005 of the actual sum?
Find that approximation. '

62l
Ans. n—6,144 0.632

42. (GC) How many terms of 21(—1)”+l
<0.001? Find that approximation.

m will suffice to get an approximation of the actual sum with an error

Ans. n=3;0.842.

43. (GC) How many terms of 2(—1)”“% will suffice to get an approximation of the actual sum with an error
<0.001? Find that approximation.

Ans. n=1000; 0.693

In Problems 44—-49, determine whether the series converges.

)2

44. zg_n))' Ans. convergent
!

45. 2(2%) Ans. divergent

n’ .
46. ZW Ans. divergent
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47. Z % Ans. convergent

48. Z 4 Ans. convergent
(n+2) ’

49. Z ( P 1 i ) Ans. divergent

50. Determine whether 2(—1)”“(\/n +1—/n)is absolutely convergent, conditionally convergent, or divergent.
Ans. conditionally convergent

In Problems 51 and 52, find the number of terms that suffice to approximate the sum of the given series to four-
decimal-place accuracy (that is, with an error < 5/10°) and compute the approximation.

+oo 1
__1\n+l — 6
51. (GC) ;:1( - Ans. n=6;0.9721
oo 1
A Y5 I S -4
52. (GC) Zl( T Ans. n=4;0.8415
53. Letlr<1

(a) Prove that an” =r+2r’+3r*+4r* +--- converges.

(b) Show that an" = ﬁ (Hint: Let S=r+2r*+3r?+4r*+---, multiply this equation by r, and subtract
n=l1
the result from the original equation.)
+oo n_
(¢) Show that 27 =2.

n=1
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Power Series

Power Series
An infinite series

Zan(x—c)"=ao+al(x—c)+az(x—c)2+~-- (46.1)
n=0

is called a power series in x about ¢ with coefficients {(a,). An important special case

oo
2 a,x" =a,+ax+ax*+-- (46.2)
n=0

is a power series about 0.

For a given value of x, the series (46.1) either converges or diverges. Hence, (46.1) determines a function
fwhose domain is the set of all x for which (46.1) converges and whose corresponding value f(x) is the sum
of the series.

Note that (46.1) converges when x = c.

EXAMPLE 46.1: The power series about 0

-
Y o=l xta® e
n=0

is a geometric series with ratio x. Thus, it converges for Ixl < 1, and its sum is . So, the domain of the

1
- L . 1-x
corresponding function is an interval around 0.

+oo

Theorem 46.1: Assume that the power series z a,(x—c)" converges for x, # c. Then it converges absolutely for all

n=0
x such that Ix — ¢l < Ix, — ¢l (that is, for all x that are closer to ¢ than x;).

For a proof, see Problem 4.

Theorem 46.2: For a power series Zan(x —c)", one of the following three cases holds:

(a) it converges for all x; or n=0

(b) it converges for all x in an open interval (¢ — R, ¢ + R,) around c, but not outside the closed interval
[c =R, c+R,];or

(c) it converges only for x = c.

oo
By the interval of convergence of z a,(x—c)" we mean:

In case (a): (—oo, 400) =0

Incase (b): (c—R,,c+R)
In case (c): {c}

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.
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oo

By the radius of convergence of zan (x—c)" we mean:
In case (a): oo n=0

In case (b): R,

Incase(c): O

Note: In case (b), whether the power series converges at neither endpoint of its interval of convergence or
at one or both of those endpoints depends upon the given series.
For a sketch of a proof of Theorem 46.2, see Problem 5.

EXAMPLE 46.2: The power series

i(x_nz)” =(x_2)+%+@+...

n=1

is a power series about 2. Let us use the ratio test to find the interval of convergence.

N

ntl

N

n

Sn+l

=lx-2l

=2 S =2 _ m :
T on+1 / n _n+1|x 2. Thus, }g?m

So, by the ratio test, the series converges absolutely for |x — 2| < 1. The latter inequality is equivalentto -1 <x -2 <1,
which, in turn, is equivalent to 1 < x < 3. Hence, the interval of convergence is (1, 3) and the radius of convergence is 1.
At the endpoint x = 1, the series becomes 2 [(=1)"/n], which converges by the Alternating Series Theorem. At the end-

. . n=l _, . . .
point x = 3, the series becomes 2 (1/n), the divergent harmonic series. Thus, the power series converges for 1 <x < 3.

n=1

EXAMPLE 46.3: The power series

is a power series about 0. (Recall that 0! = 1.) Let us use the ratio test:

sn+l
Sa

[ x|+ [xl” x| S
= —_—= . So, lim|*
(n+D!/ n! n+l T aohe| S

n

[
e

Hence, by the ratio test, the series converges (absolutely) for all x. Its interval of convergence is (—eo, +0) and its
radius of convergence is oo.

EXAMPLE 46.4: The power series

4o
Y onlxm =1+ x+20x% + 310+
n=0

is a power series about 0. Let us use the ratio test again:

Sn+l
S

sn+l
N

n

| [+
_ DUy, So,  lim

=+4occ,
n!lxl" n—>+o0

except when x = 0. Thus, the series converges only for x = 0. Its (degenerate) “interval” of convergence is {0} and its
radius of convergence is 0.
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Uniform Convergence

Let (f,) be a sequence of functions, all defined on a set A. Let f be a function defined on A. Then (f,) is said
to converge uniformly to f on A if, for every € > 0, there exists a positive integer m such that, for each x in A
and every n = m, If,(x) — fix)| < €.

Theorem 46.3: Ifa power series Zan (x—c)" converges for x, # ¢ and d < Ix, — cl, then the sequence of partial sums
(S, (x)), where S, (x)= Zau (x=o0)", 'gg)nverges uniformly to Zan (x—c¢)" on the interval consisting of all x such that

n=0 . . . n=0, .. .
Ix — ¢l < d. Hence, the convergence is uniform on any interval strictly inside the interval of convergence.

The reader is referred to more advanced books on analysis for a proof of this result.

Theorem 46.4: If (f,) converges uniformly to fon a set A and each f, is continuous on A, then fis continuous on A.
For a proof, see Problem 6.
4o
Corollary 46.5: The function defined by a power series Zan (x— )" is continuous at all points within its interval of
convergence. n=0

This follows from Theorems 46.3 and 46.4.

Theorem 46.6 (Integration of Power Series): Let fbe the function defined by a power series Zan(x— c)" on

its interval of convergence (with radius of convergence R,). Then: n=0
+oo (x _ C)n+1
(@) Jf(x)dx =Ya, o +tK for lx-c<R (46.3)

n=0

where the interval of convergence of the power series on the right side of formula (46.3) is the same as that of the
original series. K is an arbitrary constant of integration. Note that the antiderivative of fis obtained by term-by-
term integration of the given power series.

(b) If a and b are in the interval of convergence, then:

toe i+l K
[[ o=, (a” %H (46.4)

n=0

b
Thus, j f(x)dx is obtained by term-by-term integration.

For a proof of Theorem 46.6, the reader should consult a more advanced book on analysis.

Theorem 46.7 (Differentiation of Power Series): Let fbe the function defined by a power series Zan (x=co)
on its interval of convergence (with radius of convergence R)). Then fis differentiable in that interval and i

()= inan(x —co)t for Ix—cl<R (46.5)

n=0

Thus, the derivative f” is obtained by term-by-term differentiation of the power series. The interval of convergence of
the power series on the right side of formula (46.5) will be the same as for the original power series.

For a proof, the reader is referred to more advanced texts in analysis.
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EXAMPLE 46.5: We already know by Example 1 that, for Ixl < 1,

— X =l X (46.6)

1 \_ 1
Now, D, ( T—x ) = —(1 o So, by Theorem 46.7,
1

m:l+2x+3x2+-~-+nx"“+-~- for Ixl <1

+oo +oo
= z“nx”‘l = Z(n + x"
n=1 n=0

EXAMPLE 46.6: We know already that

+oo
l__lx'=2x”=1+x+x2+x3+---+x"+"' for Ixf <1
n=0

Replace x by —x. (This is permissible, since |-x| = Ixl < 1.) The result is

+oo

S T Y ) < B SRR 46.7)
n=0 n=0

By Theorem 46.6(a), we can integrate term by term:

dx

dx _ For 1\s xn+l _ too = ,Hx_”
1+x—§6( D n+1+K—n§,( D=+ K for Id <1

_+M_ rlfl-x_”
ln|l+x|—nz:}( 2o+ K for i <1

Letting x = 0 and noting that In 1 =0, we find that K = 0.
Note also that, for Ixl < 1, we have -1 <x <1, 0< 1 + x <2, and, therefore, |11 + x| = 1 + x. Hence,

_m _ n—lﬁ
1n(1+x)_;( Dyt 2 forld <1

1 1 1

2 23 A
=x-5x +3x 7% + (46.8)
The ratio test shows that this series converges.
If we replace x by x — 1, we obtain:
N Ly =D _
Inx= (- = for lx—11 <1 (46.9)

n=1

Note that Ix — 11 < 1 is equivalent to 0 < x < 2.
Thus, In x is definable by a power series within (0, 2).

too

Theorem 46.8 (Abel’s Theorem): Assume that the power series Zan (x— ¢)" has a finite interval of convergence
n=0

Ix — cl < R, and let f be a function whose values in that interval are given by that power series. If the power series also

converges at the right-hand endpoint b = ¢ + R, of the interval of convergence, then lir? f(x) exists and is equal to the
x—b"

sum of the series at b. The analogous result holds at the left-hand endpoint a = ¢ — R,.

The reader is referred to advanced books on analysis for a proof.
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EXAMPLE 46.7: This is a continuation of Example 6. By formula (46.8),
— < _ n—lﬂ
1n(1+x)—nz:;( Iy~ forlxl <1

At the right-hand endpoint x = 1 of the interval of convergence, the power series becomes the convergent
alternating harmonic series

Sy L
g(—l) to=l-dadada
By Abel’s Theorem, this series is equal to lirp In(1+x)=1In2. So,
In2=1-{++-1+--- (46.10)

EXAMPLE 46.8: Start again with

1 _+°° n — 2 3 n
l_x—ng:ox =l+x+x*+x°+---+x"+ forlxl <1
Replace x by —x2, obtaining
;_ < 1) 2 =1 — 2 4 _ 6
72 —néo( Drx*t=1-x*+x"—x"+ (46.11)

Since |-x?I < 1 is equivalent to lxl < 1, (46.11) holds for Ixl < 1.

Now, by Theorem 46.6(a), the antiderivative tan™' x of ﬁ can be obtained by term-by-term integration:

n

+1
+1+K for lxl<1

+oo xz
-1, — —_1\»
tan~! x = "2:(;( 1) o
=K+x—4$x+1x° -4x" +---
Here K is the constant of integration. If we let x = 0 and note that tan™! 0 =0, it follows that K = 0. Hence,

&= 2n+l
tan” x =Y (<) A =x—dat +dat = da 4 (46.12)
n=0

At the right-hand endpoint x = 1 of the interval of convergence, the series in (46.12) becomes

+oo

I

n=0

which converges by virtue of the Alternating Series Theorem. So, by Abel’s Theorem,

1- +§—%+~-~:linl]tan“(x):tan‘llz% (46.13)

o
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EXAMPLE 46.9: We know already, by Example 3, that zx converges for all x. Let f(x)= Zx for all x.
By term-by-term differentiation (Theorem 46.7), n=0 n=0

F@=3 A =3 X = o

n=1 n=0

Note that f(0) = 1. Therefore, by formula (28.2), f(x) = ¢*. Thus,

=YX forallx (46.14)
— n:

SOLVED PROBLEMS

1. Find the interval of convergence of the power series

n=l1
and identify the function represented by this power series.
Use the ratio test:

Sn+l

N

n

n+l

=lx-2I
n+1 n n N—>too

n+1 n
_ lx—2 /'X—Z' “ole-2. So, lim [2rs

n

Hence, the interval of convergence is Ix — 2| < 1. (This is equivalent to —1 <x — 2 < 1. which, in turn, is
equivalent to 1 < x < 3.) At the right endpoint x = 3, the series is the divergent harmonic series, and, at the left
endpoint x = 1, the series is the negative of the convergent alternating harmonic series. So, the series converges

for 1 <x<3.
Let h(x)= z (= 2) . By Theorem 46.7, h'(x)= Z(x 2)"!. This series is a geometric series with
1 n=l1 1 _
first term 1 and rauo (x 2); 80 its sum is m— 3= . Thus, h’(x)=5——. Hence,

h(x) = j—3‘f‘x =-Inl3-xl+ C. Now,
-y @2-2r B - -
h(2)_n§:l ~=-=0 and -InB3-2+C=0. So, C=0

Moreover, since x < 3 in the interval of convergence, 3 — x > 0 and, therefore, I3 — x| =3 — x. Thus,
h(x) =-In(3 — x).

In Problems 2 and 3, find the interval of convergence of the given series and the behavior at the endpoints (if any).

2 2 3
= XX
2—x+4+9

L
M
3 |=

3
I

Use the ratio test:

N

n+l | _

N

n

ntl

(n+1) n+1 Jim === .

n+1 n 2 . S
L/%: (L) IxI. Hence, lim
n

Sn

Hence, the interval of convergence is |x| < 1. The radius of convergence is 1. At x = 1, we obtain the convergent
p-series with p =2. At x =—1, the series converges by the alternating series test. Thus, the series converges for
-1<x<1.
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< (x+1)" x+1?>  (x+1)°
3. Z—\/; =(x+D+ 7 +—\/§ +

Use the ratio test:

N

ntl |

N

n

n+l

n+l n . Y
bet 1 Ix + 1l =, l Ix +1l. Hence, lim
\/Vl +1 N—>Foo Sn

Hence, the interval of convergence is Ix + 11 < 1. This is equivalent to —1 < x +1 < 1, which, in turn, is equlvalent

=lx+1.

to —2 < x < 0. The radius of convergence is 1. At the right endpoint x = 0 we get the divergent p-series 2 \/—
( ) n=l1

, which converges by the

(with p=1%). At the left endpoint x = —2, we get the alternating series z NI
n=l1 n

Alternating Series Theorem. Thus, the series converges for —2 < x < 0.

4. Prove Theorem 46.1.
Since Zan (x,—c¢)" converges, lima, (x,—c)" =0 by Theorem 43.5. Hence, there is a positive number M
n—>+oo

such that la,| Ix, — c|" < M for all n, by Theorem 42.1. Assume Ix — ¢l < lx, — cl. Let

lx —cl
lx, —

r= <1. Then, lallx—cl"=lallx,—cl" r" < Mr".

Therefore, 2 la, (x — ¢)"l is convergent by comparison with the convergent geometric series 2 Mr". Thus,
Z a,(x—c)" is absolutely convergent.

5. Prove Theorem 46.2.

Only a very intuitive argument is possible here. Assume that neither case (a) nor case (c) holds. Since case (a)
does not hold, the power series does not converge for some x # c¢. Since case (c) does not hold, the series does
converge for some x # ¢. Theorem 46.1 implies that there is an interval (¢ — K, ¢ + K) around c in which the series
converges. The interval of convergence is the maximal such interval. (Using Theorem 46.1, one takes the “least
upper bound” R, of all K such that the series converges in (¢ — K, ¢ + K). Then, (¢ — R, ¢ + R)) is the desired
interval.)

6. Prove Theorem 46.4.
Assume x is in A and € > 0. Since (f,) converges uniformly to f on A, there is a positive integer m such that,
if n > m, then | f, (y) — f(y)I< €/3 for all y in A. Since f,, is continuous at x, there exists 4 > 0 such that, for any x*
in A, if Ix" — xl < 8, then If, (x") — f,,(x)| < €/3. Hence if Ix" — xl < §,

FC) = fOI=If () = £, N+ (f, () = £, )+ (f, () = f(0)l
SO = £,GD0+11, () = £, +1, () = f(0l

<=+=+Z=€

€
3

w|m
w|m

This proves the continuity of f at x.

7. If (f,) converges uniformly to fon [a, b] and each f, is continuous on [, b], then '[b f (x) dx= lim Jb f.(x0)dx.

Assume € > 0. There is a positive integer m such that, if n = m, then | f, (x) — f(x)l< for all x in [a, b].

Therefore, [, | f,(x)— f(x) dx < e. Then

[} o= [ g, ds

:U;(fn(x)_f(x))dx‘ﬁfflfn(x)—f(x)ldx<e for n>m



10.

11.

12.

13.
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Prove that the function f defined by a power series is continuous within its interval of convergence (Corollary 46.5).
f(x)=1im S (x) and the convergence is uniform by Theorem 46.3. Each S, (x), being a polynomial, is

continuous. Hence, fis continuous by Theorem 46.4.

Find a power series about O that represents the function . In what interval is the representation valid?

x

i o 1+ x?

By formula (46.11), S Z(—l)”xz” for x| < 1. Hence
n=0

i 2( x> for Id<1
The series diverges at both endpoints x =1 and x = —1.

In Problems 10 and 11, use the ratio test to find the interval of convergence and indicate what happens at the
endpoints (if any).

n
10"~

St loxd

10°

s 10 10" n J10° L

n

n+l1 n
_ (it /nlxl :(n+1)ﬂ Hence, lim |2t

We get convergence when Ixl/10 < 1, that is, when Ixl < 10. That is the interval of convergence. The series
diverges at both endpoints + 10.

2 3 (x—m)".

Syt |_ (m+ D Ix—al™ [ pix—al _n+1 lx—al S |_ x—nl
o T o=t Hence, lim o= S
So, the interval of convergence is lx — 7l < 3. The series diverges at both endpoints.
. . (n!)?
Find the interval of convergence of z (2n)' X",
Apply the ratio test:
Syet | _ ((n+ DD 1™ S (n!)* | (n+1)? S | Il
s, | @n+2) Gml = Gn+2)nsn M Henee, lim = =75

So, the interval of convergence is Ixl < 4.

Find a power serles about 0 that represents 1

Start w1th g Zx for Ixl < 1. Replace x by X3

n=0

3n for <1

n=0

(since Ix¥’l < 1 is equivalent to lxl < 1). Multiply by x:

3n+l for Ixl <1

n=0

In Problems 14-16, find simple formulas for the function f(x) represented by the given power series.
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X
14. 2—+?+?+

Let f)=3 @ +"1)! :

oo

e n+l
xf(x)ZZ:m:Za‘;—,—l—x:ex—l—x

X —
Hence, f(x)z%.
15, I3 +3x8+35x°+--

o 3n g
Let f()=3%-. Then [(x)=x"" =2+ +x"+:-.
n=1 n=1

This is a geometric series with ratio x°. So, it converges for I¥’l < 1, which is equivalent to Ixl < 1. Hence,
fx )_ —=— for Ixl < 1. Therefore, f(x)= -[1 = dx=—%Inll - x°l + C. But f(0) = 0. Hence, C = 0. Also,

1-x> 0 for [xl < 1. Therefore,

f)==%In(1-x%) for Ixl < 1.

16. x+2x° +3x° +4x7 +---
The ratio test shows that the series converges for x| < 1. Let

g(x)=x+2x3+3x5 +4x7+”.:znx _

oo
Then 2g(x)= z 2nx*-! Hence, taking antiderivatives,
n=1
too
(since sz” is a geometric series with ratio x?)

n=1

— N 2n — xz
ZJg(x)dx—K-i-nz:}x _K+1—x2

Now differentiate:

2x X

_ x> ) _ _
2g(x)=D, (—1 = )——(] vl gx)= =) for Ixl<1

17. (GC) Approximate dx to two-decimal-place accuracy (that is, with an error < 5/10%).

By formula (46.8), In(1+x)=x—4x* ++x* —4x* +--- for lxl < 1, So

J‘I/Z In(1+ x)
x

In (1+ x)

+oo
— 1 14,2 1.3 —
P —1—7x+?x — X +"'—z

By Theorem 46.6(b),

0 X (n+1)2 2n+1

[Phlrn g C e }”Cf ) 1

which is a convergent alternating series.

In order to get an approximation with an error less than 5/10% we must find n such that the first omitted term

L 15 _ 1
(n+1)7 27 7 T10° 2007
can use the terms corresponding ton =0, 1, 2:

So, we must have 200 < (n + 1)? 2!, Trial and error shows that n > 3. Hence, we

165
73 =144 ~ 04

1
6"

=

This answer can be confirmed by a graphing calculator (which yields 0.44841421 as an approximation).



18.

19.

20.

21.

22,

CHAPTER 46 Power Series

1o
Find the function defined by Y 2"x".

n=0
This is a geometric series with ratio 2x and first term 1. Hence, it converges for 12x] < 1, that is, for |xl < 4, and

. . 1

1ts sum 18 m

Find the interval of convergence of zm
Apply the ratio test:

L R P e Ix*  _ In(m+1)

“hmm+d)/mesD s ™

Sn+l

=Ixl. Hence, the interval of convergence is given by lxl < 1. (For x = 1, we get

v _ D"

which we know is divergent. For x = —1, we get the convergent alternating series Z TYCEI J)

oo n—eo| 5,

1
ST (n+ 1)

By L’Hopital’s rule, lim ‘

Approximate l with an error less than 0.0001.
By formula (46.14),

+

3

G 1)"

n!

xn
n!

et =

M§

for all x. Hence, % =e!

JIi
=}

n n

JIi
o

By the Alternating Series Theorem, we seek the least n such that 1/n! < 0.0001 = 1/10,000, that is, 10,000 < n!.

Trial and error shows that n > 8. So, we must use the terms corresponding ton =0, 1,...,7:
11,1 1 .1 __1 _103
1=+ 5 =6+ 24 120 * 720 ~ 5040 ~ 280 ~ 93679

(A graphing calculator yields the answer 0.367 8794412, correct to 10 decimal places.)

1
Approximate JO e “dx to two-decimal-place accuracy, that is, with an error less than 5/10% = 0.005.
By formula (46.14),

et = x”' for all x. Hence, =y (_l,) © e for all x
n=0 n n=0 "
By Theorem 46.6(b),
1
o o (=) x2+ 3 (=D
Je dx‘g nl 2n+1 0‘; nl 2n+1
We can apply the Alternating Series Theorem. The magnitude of the first term omitted L should be

2n+1Dn!
<0.005 =1/200. So, 200 £ (2n + 1)n!. Trial and error shows that n > 4. Hence, we should use the first four terms,
that is, those corresponding ton =0, 1, 2, 3:

1,1 1 26
1- ERE TR ~0.743

(A graphing calculator yields the approximation 0.74682413, correct to eight decimal places.)

Find a power series expansion for < }_ 3 about 0.

11 1 1
x+3 -3 (31 By formula (46.7), ==

2(—1)”x”:1—x+x2—x3+~~~ for Ixl < 1.

n=0
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Hence,
W:g(—l)” (%) =g(—1)“3“—: for [3<1
Thus, 1. g(—l)” o for <3
The series diverges at x = +3.
23. Find a power series expansion for % about 1. »
%= H(ITI) . By formula (46.7), ﬁ = %(—1)")(” for |xl < 1. Hence,
1 ﬁ: g(—l)"(x —1y for x—1li<l

SUPPLEMENTARY PROBLEMS

In Problems 24-31, find the interval of convergence of the given power series.

24. an" Ans. —-1<x<1
xn _ < <
25. 2—n<n+l) Ans. —1<x<1
2. Y X Ans. -5<x<5
nS5

2n

X
27. ZW Ans. —-1<x<1

n+l

28. Zan()"i—”»z Ans. —1<x<1
29. Zlfn" Ans. —-1<x<1
30. Yo Ans. 3<x<5
31. 2(3965# Ans. —l<x<3%

32. Express e as a power series about 0.

Ans. z(_lnﬁx”
n=0 .

x/2

33. Represent e as a power series about 2.

Hoo

Ans. ;ﬁ(x —-2)
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34. Represent In x as a power series about 2.

n+l

(x—2y"

n

v (=D
Ans. In2+
Zf n2

35. (GC) Find In (0.97) with seven-decimal-place accuracy. (Hint: Use the power series for In (1 — x) about 0.)

Ans. —0.0304592

36. How many terms in the power series for In (1 + x) about 0 must be used to find In 1.02 with an error
< 0.00000005?

Ans. Three

37. (GC) Use a power series to compute e~> to four-decimal-place accuracy.

Ans. 0.1353

iz‘ to four-decimal-place accuracy.

172
38. (GC) Evaluate JO T x

Ans. 0.4940

In Problems 39 and 40, find the interval of convergence of the given series.

39. ZZ—H Ans.  (—oo, +00)
n=1
40. %x” Ans. x=0

e +e’t
2

41. Represent coshx = as a power series about 0.

e 2n
Ans. P,
Z; (2n)!

X

42. Find a power series about 0 for the normal distribution function JO ey,

g (_1)n 2l
Ans. ggn!(z'l) 2n+1

1+x
1-x"

43. Find a power series expansion about O for In

2n+1

< X

44. (GC) Approximate tan™' % to two-decimal-place accuracy.

Ans. 0.46
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45. Show that the converse of Abel’s Theorem is not valid, that is, if f(x)= Zanx" for Ixl < r, where r is the radius

+oo n=0
of convergence of the power series, and lim f(x) exists, then Zanr” need not converge. (Hint: Look at
_ 1 X1 n=0
=15

46. Find a simple formula for the function f(x) represented by anx”.
n=1

x(x+1)

(1-x)°

Ans

47. Find a simple formula for the function f(x) represented by Zﬁ
n=2

Ans. x+(1—=x)In(1-x)
XN -
48. (a) Show that -7 nz:}nx for Ixl < 1. (Hint: Use Example 5.)
2 +oo
(b) Show that (12_%)3 = Zn(n —Dx" for Ixl < 1. (Hint: First divide the series by x, integrate, factor out x, use
n=2

part (a), and differentiate.)

(¢) Show that

xx+D S,
=2 —g;nx for Ixl < 1.

(d) Evaluate 2% and z;—z
n=l1 n=l1

Ans. (d)2and6
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Taylor and Maclaurin Series.
Taylor’s Formula with Remaincder

Taylor and Maclaurin Series
Let f be a function that is infinitely differentiable at x = c, that is, the derivatives f®(c) exist for all positive
integers n.

The Taylor series for f about c is the power series

too
Ean(x—c)” =a,+a,(x—c)+a,(x—c)*+
n=0

f(n)( )

where a, = for all n. Note that f© is taken to mean the function fitself, so that a, = f(c).

The Maclaurm series for f1is the Taylor series for f about 0, that is, the power series

n — 2 e
2 ax =da, + ax + a,x +
n=0

_100)

for all n.

where a,

EXAMPLE 47.1: The Maclaurin series for sin x
Let f(x) = sin x. Then

f/(x)=cosx,
f"(x)=—sinx,
f”(x)=—cosx,
Since f®(x) = sin x, further derivatives repeat this cycle of four functions. Since sin 0 =0 and cos 0 = 1, f®9(0) = 0 and

1\
f@*(0) = (-1)*. Hence, ay =0 and a,,,, = (Z(k—l-)l)' So, the Maclaurin series for sin x is

(=D* a_._ x xX x
2(2k+1)' At T TR T

An application of the ratio test shows that this series converges for all x. We do not know that sin x is equal
to its Maclaurin series. This will be proved later.

EXAMPLE 47.2: Let us find the Maclaurin series for f(x) = ﬁ

, _ 1 ” _L ”n

f(x)_—(l_x)z, f (X)—(l_x)3’ f ()_(1 x)4a
3.2 5 5-4-3-2

FE=g2st po=152

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.
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_S (0) 1

n! =1for all n, and the Maclaurin series for — 1s

( x)n+l
Zx In this case, we already know that L is equal to 1ts Maclaurin series for Ixl < 1.
n=0

Hence, a, =

We can see the pattern: f(x)=

too (n)
Theorem 47.1: If f(x)= an (x —¢)" for some x # c, then this series is the Taylor series for f, that is, b, = % for

n=0

oo
all n. In particular, if f(x)= Zb”x” for some x # 0, then this series is the Maclaurin series for f.
n=0

Assume f(x)= Zb (x —c)" for some x # c. Then f(c) = b,. By term-by-term differentiation (Theorem 46.7),

n=0

f(x)= an (x —c)'in the interval of convergence of Zb (x—o)". Hence f’(c) = b,. Differentiating again, we

n=0 too n=0

get f7(x)= Y n(n—1b,(x— ey So, £”(c) = 2b, and, therefore, b, =L "<C>

n=0

Differentiating again, we get f"(x) = z n(n—1(n-2)b,(x—c)">. So, f”(c)=3!b, and, therefore, b, = %
Iterating this procedure, we obtain n=0 '

(n) (
b :M foralln>0

" n!
Thus, the series is the Taylor series for f.

EXAMPLE 47.3: We already know by formula (46.8) that

_+°° _ n—1£
1n(1+x)—"2:;( D2 for Ixl<1

Hence, by Theorem 47.1, the series 2( ! X must be the Maclaurin series for In (1 +x). It is not necessary to

go through the laborious process of éi)lmputing the Maclaurin series for In (1 + x) directly from the definition of
Maclaurin series.

EXAMPLE 47.4:  If f(x) =1

—, find 47 (0).
S ‘")(0)

We know that = Zx for Ixl < 1. Hence, by Theorem 47.1, the coefficient of x", namely 1, is equal to ~——

(47)
So,forn=47, 1= f C 47()?) and, therefore, f“7(0) = (47)!.

Theorem 47.2 (Taylor’'s Formula with Remainder): Letfby a function such that its (n + 1)st derivative f "D exists
in (e, B). Assume also that ¢ and x are in (¢, 3). Then there is some x* between ¢ and x such that

e

F@=fe)+ -+ L o + (-0 + o

(X _ C)n+l

=3 St e (7.1

f("H)(x ) 41 :
Here, R (x) = W(x — )" is called the remainder term or the error.

Theorem 47.2 can be derived from Theorem 13.6 (the Higher-Order Law of the Mean).
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Applications of Taylor’'s Formula with Remainder

(I) Showing that certain functions are represented by their Taylor series by proving that
limR (x)=0

n—-+oo

From Taylor’s formula (47.1),

'(©)

R,(x)= f(x)— Zf (x— o)

If lim R (x)=0 then

n—+oo

+oo (k)
f(x)—hmz (c) x—of=Y f ()(x o

n—+eo k=0

that is, f(x) is equal to its Taylor series.

n

x‘ converges for all x. Hence, by Theorem
n!

Remark:

i! =0 for any d. To see this, recall that z

n—r+oo
n n=0

43.5, lim x_' = 0 for any x.
n—+eo N

EXAMPLE 47.5: sin x is equal to its Maclaurin series.

When f(x) = sin x, then every derivative f®(x) is either sin x, cos x, —sin x, or —cos x, and, therefore, |f™(x)I < 1.
So,

)
(n+D!

[(x =)™l

an (X)|= W

(x _ C)n+1 <

_ n+l
By the Remark above, lim M

=0. Hence, lim R (x)= 0. Therefore, sin x is equal to its Maclaurin series:
n—>+oco (f’l + 1)’ PE——

3

(=D* L I S XX
sinx = Z(2k+l)' X= 3yt 7!+ 47.2)

(II) Approximating values of functions or integrals
Use a bound on R,(x) to get a bound on the error when we approximate the sum of an infinite series by
a partial sum.

EXAMPLE 47.6 Let us approximate e to four decimal places that is, with an error less than 0.00005.

Preliminary result: e < 3. To see this, note that, since e* = );” s
n=0
TR o 1,1 1.1
e=e' =3 =ittty ts
1.1 1 1
<l+1+= ytortortaort
_1+22n (1/2) =1+2=3

n=0

Now, for the function f(x) = ¢*, we wish to make the magnitude of the error R, (1) < 0.00005. By Taylor’s formula
with remainder, with x =1,

R (=L 00)

CESEL where 0 < x" <1
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Since D_(e¥) = ¢*, f™(x)=e* for all x. So, f"*V(x") = e*. Since e is an increasing function, ¢* < ¢' = ¢ < 3. Thus,

IR, (DI< —— 3 . Since we wish to make the error <0.00005, it suffices to have

(n+ DI’
Gray 00000, thatis, o Sy, 60,000 (Y.
Trial and error shows that this holds for n > 8. So, we can use the partial sum Z— ~1.7183.
n=0
Theorem 47.3 (The Binomial Series): Assume r# 0. Then
(+xy =143 0= D”"?i””"””&n for lxl<1
=1+rx+ (2 D 2+r(r_]3)$r_2) PR (47.3)
Apply the ratio test to the given series:
Sl _|r(r—1)(r—2)-~(r—n)x”“/r(r—l)(r—2)~~~(r—
s, || (n+ D) nl
So,
fim 221 = fim [y
noteo| S, | noie| A1

Hence, the series converges for Ixl < 1. For a sketch of the proof that this series is equal to (1 + x)’, see

Problem 31.
Note that, if  is a positive integer k, then the coefficients of x" for n > k are 0 and we get the binomial
formula

(14 x)* Zn,(k n),

n=0

EXAMPLE 47.7: Let us expand +/1+ x as a power series about 0. This is the binomial series for r = 1.

m_H_ 1 (1/2)( 1/2) 2 (1/2)(—14!2)(—3/2) e

+ (1/2)(—1/2)‘(‘—!3/2)(—5/2) o

L, 1o, 1 5 S5 a4, .
—1+2x 8x +16 gt Tt (47.4)
EXAMPLE 47.8: Let us find a power series expansion about O for 11
-X

Take the binomial series for r = —, and then replace x by —x:

1
1-x

1/2 (- 1/2)( 3/2)( ( 1/2)(— 3/2)( 5/2)(

x)* + x)® +

=1+ —=

—r 0+

1-3-5---(2n—-1) ,
eyt -
n!2"

S35 (2n—1) ,

n=l1
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+o0 +o0 +o0
Theorem 47.4: If f(x)= Za x" for Ixl < R, and g(x) = Zb”x” for Ixl < R, then f(x)g(x)= chx” for IxI < minimum
n=0 n=0 n=0
(R, R,), where ¢, = Za b

k=0

The reader is referred to more advanced treatments of analysis for a proof. Theorem 47.4 guarantees that,
if fand g have power series expansions, then so does their product.

SOLVED PROBLEMS

1. Find a power series expansion about O for cos x.
We know by Example 5 that

oo

. D 38y

smx=§ (=) =2 X forallx
0 ! !

Then, by Theorem 46.7, we can differentiate term by term:

k

2. Find a power series about % for sin x.

Use the identity sinx = cos (x - %) Then, by Problem 1,

N (D \*_, 1 ), 1 x\'
sinx = .(x—— —l——(x—j +4—!(x—— -

k=0

3. Iff(x) =tan™! x, evaluate f®®(0).
We know by formula (46.12) that

tan™! x = ;( 2 2n+1 =x—IxX+LIxX-LIx"+-- for Ixl<1
- S . fC®(0) - .
Hence, by Theorem 47.1, the coefficient of x*® in this power series is equal to . But the coefficient of x* is 0.
(38)!
So, f¥(0) = 0.
4. Find power series expansions about O for the following functions:
(a) cos (x?) (b) xe® () 1/Jy1+x
— N (_1) X2k 2 ( 1)
(a) cosx= Z& (2k)’ by Problem 1. Therefore, cos(x*) = z (2k)'
(b) We know that e* = z F' So, ¥ = 2 x . Hence,
k=0 k=0
e +oo ( 1)k2k ( 1)” ]2n 1 .,
xe ™ = g(; 2 RO
(¢) This is the binomial series for r=—1.
Yifixx=1-1 ( 1/3;(‘—4/3) 2y (- 1/3)(—4;{3)(—7/3) 5

4 (—1/3)(—4/3)4(;7/3)(—10/3) [

S TGy

3"n!
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5. Find the first five terms of the Maclaurin series for ¢*(sin x).
Method 1: Let f(x) = e*(sin x). Then

f'(x)=e*(sinx+cosx), f”(x)=2e*(cosx), f”(x)=2e*(cosx—sinx)

f@®(x)=-4e*(sinx), and fO(x)=—4e"(sinx+ cosx)

o)
Hence, since a,, _I ( ) ,wegetay=0,a,=1,a,=1, a,=1%, a, =0, and a5 = —5;. Thus
“(sinx) =x+a? + 5 - Xy
e‘(sinx)=x+x T 30T
3 5
Method 2: e*(sinx) = (1+x+—+ Frt )(x 3T +?—--~ . If we multiply out according to the rule in

Theorem 47.4, we get the same result as above. For example, ¢, = 4y — 15 + 135 = — 35
. By
6. Weknow thatsinx =x — =+

TR TR For what values of x will approximating sin x by x produce an error < 0.005?
A C I
3 7

I 1
IR, (x)I= x . (Here, | f®(x)I <1 since f* is —cos x.) So, we require |xI*/6 < 0.005, which is

equivalent to IxI* < 0.03. So, we want |x1<</0.03 ~0.31.

3
7. If we approximate sin x by x — )?i for Ixl < 0.5, what is a bound on the error?
Since sin x is equal to an alternating series for any x, the error will be less than the magnitude of the first term

omitted, in this case xI/5!. When Ix| < 0.5, the error will be less than m(o .5)° ~0.00026.

8. Approximate J;Si%dx with an error less than 0.005.

— 3
sinx = Z(2k£—)1)' 2kt :x_X_+X_._X_+.,.

sinx =D* LI I I A ST
Hence, X z(2k+l)' =l=3r+ rr

sinx ;S _(=DF (D e ]
I dx‘g(zkﬂyj xdx= z(2k+1)‘2k+1}

Therefore,

I I ol VA |
Z(2k+1)v2k+1

.. . . . 1 < |
This is an alternating series. We must find & so that ————— K + D2k +1 S <0.005, or, equivalently, 200 < (2k + 1)!(2k + 1).
It is true for k > 2. So, we need 1— & =4 ~ 0.944.

9. Find a power series about 0 for sin™! x.
By formula (47.5),

1-3-5---(2n—-1)
— —1+z 346 (2n) x"  for Ixl<1

Replace x by #*.

| S35 Qn-1)
\/1_,2_1+7246 “2n) !

n=l1

for Itl<1
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So, for Ixl < 1,

. 1 *
N x:I

1-3:-5---2n—1) 2+
0 /1 +Z

2-4-6---2n) 2n+1

10. Find Maclaurin series for the following functions: (a) sin(x?); (b) sin? x.

Recall that, if a function has a power series expansion in an interval about 0, then that power series is the

Maclaurin series of the function.

=D DY ok

(a) sinx= z (2 s 1), x*+! for all x. Hence, sin(x3) = z (2 s 1)‘ and this series is the Maclaurin series for

sin (x’)
(b) sin®x= —1 — Cos(2x) [1 - Z ( (lz)k)z' Zk] =

s (- 1)k+122k1 o
sin® x is z (2]{)' .

oo (_1)k+1 22k—1
2k)!

k=1

11. Find the first four nonzero terms of the Maclaurin series for f(x) = sec x.

x** by Problem 1. So, the Maclaurin series for

It would be very tedious to compute the successive derivatives. Instead, since sec x cos x = 1, we can proceed
oo

differently. We assume sec x = Za”x". Then

(S5

x| x*

2 PN PR SR i S
(a, +a,x +a,x* +a,x° + )(1 > t54 "7t ) 1

We then “multiply out,” compare coefficients on the two sides of the equation, and solve for the a,,.

— — — 1. — - — 5. — 0 — 61
ay=1,a,=0,a,=%;a,=0;a, =3;a,=0;a, =75
Thus,

secx—1+ = x? +ix + 61

PN g agg

2 4 6
An alternative method would be to carry out a “long division” of 1 by 1 — % + % - 7)6% +

SUPPLEMENTARY PROBLEMS

12. Find the Maclaurin series for the following functions:

(@) sin (); (b) 75—

l+ =; (¢) cos? x.

Ans. (a) 2(2(ki)1)‘ 10k+5. () 2( DX (c) 1+2( i)sz)’ 2

13. Find the Taylor series for In x about 2.

(x=2)"
n2n

Ans. ln2+2( 1!

SlIl X.

14. Find the first three nonzero terms of the Maclaurin series for (a) ; (b) e* cos x.

Ans. (@) x—x>+3x* 45 (b) I+x—4x° +---
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15.

16.

17.

18.

19.

20.

21.

22,

23.

24.

25.

26.

Compute the first three nonzero terms of the Maclaurin series for tan x.

Ans. x+3xXP+ExX0+---

Compute the first three nonzero terms of the Maclaurin series for sin™! x.

Ans. x+ixX*+5x0+-

Find the Taylor series for cos x about % [Hint: Use an identity for cos (E + ( x— E)).]
w32 GH -5 - S Sortnl 3

. . 172 tan—l x
——=dx
(GC) Use power series to approximate J.O e d

Ans. 0.4872

172
(GC) Use power series to approximate '[0 1n(lT-HC)dx correctly to four decimal places.

Ans. 0.4484

1
(GC) Use power series to approximate _[0 1+ x2dx correctly to four decimal places.

Ans.  1.0948

(GC) What is a bound on the error if we approximate e* by 1+ x + < x? for x| £0.05? (You may use ¢*% < 1.06.)

Ans.  0.0000221

(GC) What is a bound on the error if we approximate In (1 + x) by x for x| <0.05?

Ans.  0.00125

r

(GC) Use the Taylor series for sin x about 3

to approximate sin 62° correctly to five decimal places.

Ans. 0.88295

(GC) In what interval can you choose the angle if the values of cos x are to be computed using three terms of its

Taylor series about % and the error must not exceed 0.000 05?

Ans.

x— %‘ <0.0669

(GC) Use power series to compute to four-decimal-place accuracy: (a) e72; (b) sin 32°; (c) cos 36°.
Ans. (a) 0.1353; (b) 0.5299; (¢) 0.8090

(GC) For what range of x can:

(a) e be replaced by 1+ x + £ x? if the allowable error is 0.0005?
(b) sin x be replaced by x — x* + 7 x° if the allowable error is 0.00005?

Ans. (a) Ixl <0.1; (b) Ixl <47°



CHAPTER 47 Taylor and Maclaurin Series

COS X

— sinx . e—
27. Use power series to evaluate: (a) lim €=¢ . (b) lim&=§
3 2
x—0 X x—0 X

Ans. (a) %; (b) £

28. (GC) Use power series to evaluate:
nl2
(a) JO (1- %sin? x)72 dx (to three-decimal-place accuracy).
1 . .
(b) JO cos~/x dx (to five-decimal-place accuracy).
U2 gy .
(©) JO + (to four-decimal-place accuracy).

1+x

Ans. (a) 1.854; (b) 0.76355; (c) 0.4940

29. (GC) Use power series to approximate the length of the curve y =4 x* from x = 0 to x = .5, with four-decimal-
place accuracy.

Ans.  0.5031

30. (GC) Use power series to approximate the area between the curve y = sin (x?) and the x axis fromx=0tox=1,
with four-decimal-place accuracy.

Ans.  0.3103

31. Prove that the binomial series expansion in Theorem 47.3 is correct.

foo
Hinr: Lety=1+Y rir = Dr = 2r)z — r=n+) . yse term-by-term differentiation to find the series for % and

n=1
ry

dy — 1 j— r €, 1 1 ». ﬂ j—
show that - T4x Then derive y = (1 + x)". [Use “separation of variables J v J

rdx
1+x°

]

32. Expand the polynomial f(x) = x* — 11x* + 43x* — 60x + 14 as a power series about 3, and find J.;’z S(x)dx.

Ans. 1.185
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Partial Derivatives

Functions of Several Variables

If a real number z is assigned to each point (x, y) of a part of the xy plane, then z is said to be given as a
function, z = f(x, y), of the independent variables x and y. The set of all points (x, y, z) satisfying z = f(x, y)
is a surface in three-dimensional space. In a similar manner, functions w = f(x, y, z, . . .) of three or more
independent variables may be defined, but no geometric picture is available.

There are a number of differences between the calculus of one and two variables. However, the calculus
of functions of three or more variables differs only slightly from that of functions of two variables. The study
here will be limited largely to functions of two variables.

Limits
By an open disk with center (a, b) we mean the set of points (x, y) within some fixed distance 0 from (a, b),
that is, such that \/(x—a)* + (y—b)* <. By a deleted disk around (a, b) we mean an open disk without its
center (a, b).

Let f be a function of two variables and assume that there are points in the domain of f arbitrarily close to
(a, b). To say that f(x, y) has the limit L as (x, y) approaches (a, b) means intuitively that f(x, y) can be made
arbitrarily close to L when (x, y) is sufficiently close to (a, b). More precisely,

(x.}g%:,b)f(x’y) =L
if, for any € > 0, there exists § > 0 such that, for any (x, y) in the domain of fand in the deleted disk of radius
d around (a, b), |f(x, y) — Ll < e. This is equivalent to saying that, for any € > 0, there exists > 0 such that
0<.(x—a)*+(y—b)* <o implies |f(x, y) — Ll < € for any (x, y) in the domain of f. Note that it is not as-
sumed that f(a, b) is defined.
Laws for limits analogous to those for functions of one variable (Theorems 7.1-7.6) also hold here and
with similar proofs.

EXAMPLE 48.1: Using these standard laws for limits, we see that

: 3 1 _33)ad) , _9.,3_2
u,_‘lv)lg(lz.l) ( + Exy = +7Q8)D=3+t3=%

T+y 7+1

EXAMPLE 48.2: In some cases, these standard laws do not suffice.

2
Let us show that lim ?Lz = 0. Our usual limit rules would yield Q’ which is indeterminate. So, we need a
(x.)-(0,0) X~ +y 0

more involved argument. Assume € > 0. Now,

| 3xy? B
|)c2 +y?

2 2
O‘:Ixf’iyyzI:SIXIIxz)_}‘_y2|S3IxIS3 X +y* <30=€

if we choose 6= €/3 and we assume that 0 < \/x* +y> < 4.

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.
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2

2
EXAMPLE 48.3: Let us show that lim xz—iz does not exist.

(x)—(0,0) X* + )

2 _ 2
Let (x, y) = (0, 0) along the x axis, where y = 0. Then ;Tiz = % =1. So, the limit along the x axis is 1. Now

X2 — yz _ _y_z
x2 +y2 2
there can be no common limit as one approaches (0, 0), and the limit does not exist.

let (x, y) — (0, 0) along the y axis, where x = 0. Then =—1. So, the limit along the y axis is —1. Hence,

2 2)\2
EXAMPLE 48.4: Letus show that lim (%) does not exist.
(x,5)-0,00\ X°+Yy JERRe 2

Here, we cannot use the same argument as in Example 3, since approaches 1 as (x, y) approaches

Ty
(0, 0) along both the x axis and the y axis. However, we can let (x, y) approach (0, 0) along the line y = x. Then

2=y Y _(2=x2) =Y . L .
(xz ) ) = (x2 g ) =0. So, (mj — 0 along y = x. Since this is different from the limit 1 approached along

the x axis, there is no limit as (x, y) — (0, 0).

Continuity

Let f be a function of two variables and assume that there are points in the domain of f arbitrarily close
to (a, b). Then f is continuous at (a, b) if and only if f is defined at (a, b), liII(l b)f(x, y) exists, and

lim  f(x,y)= f(a,b)

(x, y)—(a, b)

We say that fis continuous on a set A if fis continuous at each point of A.

This is a generalization to two variables of the definition of continuity for functions of one variable. The
basic properties of continuous functions of one variable (Theorem 8.1) carry over easily to two variables.
In addition, every polynomial in two variables, such as 7x> —3xy® — y* + 2xy? + 5, is continuous at all points.
Every continuous function of one variable is also continuous as a function of two variables.

The notions of limit and continuity have obvious generalizations to functions of three or more variables.

Partial Derivatives

Let z=f(x, y) be a function of two variables. If x varies while y is held fixed, z becomes a function of x. Then
its derivative with respect to x

lim S+ Ax,y)— f(x,y)

Ax—0 Ax

of

is called the (first) partial derivative of f with respect to x and is denoted f,(x, y) or % or 5=
Similarly, if y varies while x is held fixed, the (first) partial derivative of f with respect to y is

d A
f(xy)__ a_]; 1}?Of(xw Ay; f(x,y)

EXAMPLE 48.5: Let f(x, y) = x* sin y. Then f,(x, y) = 2x sin y and f,(x, y) = x* cos y.

Note that, when f, is computed, y is temporarily treated like a constant, and, when f, is computed, x is temporarily
treated like a constant.

The partial derivatives have simple geometric interpretations. Consider the surface z = f(x, y) in Fig. 48-1. Through
the point P(x, y, z), there is a curve APB that is the intersection with the surface of the plane through P parallel to the
xz plane (the plane determined by the x axis and the z axis). Similarly, CPD is the curve through P that is the intersec-
tion with the surface z = f(x, y) of the plane throtbgh P that is parallel to the yz plane. As x varies while y is held fixed,
P moves along the curve APB, and the value of <% at (x, y) is the slope of the tangent line t the curve APB at P.
Similarly, as y varies while x is held fixed, P moves along the curve CPD, and the value of =* 8 at (x, y) is the slope of
the tangent line to the curve CPD at P. Y
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Fig. 48-1

Partial Derivatives of Higher Order

We can take the partial derivatives with respect to x and y of g , yielding

82 0z 0%z 0z
f“(x ) ( Xjand a fw(x y)_ ay(axj

Similarly, from g—i we obtain

az oz 9’z 0z
f‘y( V)= ( ) d8xa f;c)( y)_ax(ay)

Theorem 48.1:  Assume that £, and f,, exist and are continuous in an open disk. Then f,, = f,, at every point of the disk.
For a proof, see Problem 30.
EXAMPLE 48.6: Let us verify Theorem 48.1 for f(x, y) = x*(sin yx).
£, (x,y) = x?(cos yx)(y) + 2x(sin yx) = x[xy(cos yx) + 2sin yx]
£, (x,y) = x?(cos yx)x + x* (cos yx)
[ (6, 9) = x[x(y(=sin yx)(x) + cos yx) + 2(cos yx)(x)]
= x?[—xy sin yx + 3cos yx]

Sy (6, y) = X7 (=sin yx)(y) + 3x* cos yx = x*[~xy sin yx + 3cos yx]

Partial derivatives also can be defined for functions of three or more variables. An analogue of Theorem 48.1
holds for any two orderings of given subscripts.
Note that partial derivatives may fail to exist when the required limits do not exist.

SOLVED PROBLEMS

1. Evaluate: (a) lim (2xy*-7x%y?);(b) lim xcos( 7 )

(x,y)—=(3.2) (x,y)—=>(m,0)

Since the standard limit laws apply, the limits are:

(@) 2(3)(2)* = 7(3)*(2)* =96 — 252 = —156; (b) ﬂcos— = —f

2

2. Evaluate lim —*—.
(x3)-(0,0) X* +y

As (x,y) = (0,0) along the y axis, x = Oand y >=0—-0.
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As (x,y) — (0, 0) along the x axis, y = Oand y =§—§=1—>1.

Hence, the limit does not exist.

Evaluate lim ——2—.
x=0.0) [x2 + y2

x2 < xP+y?,

Since IxI=

<|y|—>0as(x y) —(0,0). So,

Xy

lim ———
@0=0.0 [x2 4 y?

sin(x + y)
x+y
defined. Can f(0, 0) be defined so that the new function is continuous?

sin(x + . . s
sin(x+y) — 1, since lim 314
X+ y u—0

The function f(x,y)=

As (x,¥) —>(0,0), x+y—0 and, therefore,

In Problems 5-9, find the first partial derivatives.

z7=2x"—3xy + 4.
Treating y as a constant and differentiating with respect to x yields gz 4x—-3y.

Treating x as a constant and differentiating with respect to y yields g—y =—-3x+38y.

2 2
=X 4
> 9z _2x_ )
Treating y as a constant and differentiating with respect to x yields 8Z TX %
2
Treating x as a constant and differentiating with respect to y yields g; —% + %
z=sin (2x + 3y).
oz dz
===2 2x + == 2x +
o cos(2x +3y) and PN 3cos(2x+3y)
z=tan"'(x%y) + tan”' (xy?).
dz _ 2xy y dz__ x° 2xy
<'9)c_1+x“yz+l+x2y4 and 9y 1+x'y 1+x
z=e Y
i — pxl+xy Q — x2+xy
Pkl 2x+y) and oy~ xe

The area of a triangle is given by K = +absinC. When a = 20, b = 30, and C = 30°, find:

(a) The rate of change of K with respect to a, when b and C are constant.
(b) The rate of change of K with respect to C, when a and b are constant.
(c) The rate of change of b with respect to a, when K and C are constant.
@ %= 1hsinC=1G0)sn30°) = %

(b) g’é Lab cosC = £(20)(30)(cos30°) = 15043

__2K 49 ___2K _ _2(absinC) _ p_ 3
© b_asinC and %a~ a*sinC a’sinC ~ a2

Partial Derivatives

is continuous everywhere except at (0, 0) and on the line y = —x, where it is not

=1.So, if we let f(0, 0) = 1, the

new function will be continuous at (0, 0). Thus, the original discontinuity was removable.
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In Problems 11-13, find the first partial derivatives of z with respect to the independent variables x and y.

11. x*+y?+ z2=25. [This is the equation of a sphere of radius 5 and center (0, 0, 0).]

12.

13.

14.

15.

Differentiate implicitly with respect to x, treating y as a constant, to obtain:
2x+2z7=%> dz _ =0. Hence, dz__x
ox ox

Differentiate implicitly with respect to y, treating x as a constant:

9z _ dz__Y
2y +2z7 5+ By =0. Hence, e
X2y +32) + y*(3x — 47) + 72(x — 2y) = xyz.
Differentiate implicitly with respect to x:
2x(2y + 3z) +3x2 gz+3y 2gz+2z(x 2y) +z =yz+xy gz
oz 9z _ 4xy+6xz+3y’+27—yz
Solving for = yields: P T S Py e
Differentiate implicitly with respect to y:
2x2 + 3x? gz +2y(3x — 47) — 4y? gz +2z(x - 2y) -2z =xz+ Xy 5 az
Jz dz _ 2x* +6xy—8yz—27> —xz
Solving for == PN yields: O~ 3¢ —dy 12w —dy—x
xy+yz+zx=1. 3 3 3 N
oz Z 9z __ YTtz
Differentiating with respect to x yields y+ y=*= o +x== o +z=0, whence o Ty
. L . . 0z dz _ Jdz __ x+z
Differentiating with respect to y yields x+ y=* PX +z+x5- oy 0, whence - Xy

or Jdr 90 96

Considering x and y as independent variables, find <— i’ ay FrE E) when x = ¢ cos 6, y = ¢* sin 6.

First differentiate the given relations with respect to x:

1= 26> cos8 & — ¢¥ 5ing 98 and 0=3¢"5in0 2L + ¢ cos§ 98
ox 0x ox ox
or _ cosf d0 _ _ 3sinf
Then solve simultaneously to obtain TR Lsin’0) and P Q2+sin0)

Now differentiate the given relations with respect to y:

0=2e* cosei— e sinOa—e and 1=3e* sin9i+ e cosea—e
dy dy dy dy
oar _ sin@ 80 2cosf

Then solve simultaneously to obtain TR+ ) ay T2+ s 0)’
Find the slopes of the tangent lines to the curves cut from the surface z = 3x2 + 4y*> — 6 by planes through the
point (1, 1, 1) and parallel to the xz and yz planes.

The plane x = 1, parallel to the yz plane, intersects the surface in the curve z=4y?> — 3, x=1. Then

g—; =8y =8(1) =8 is the required slope.

The plane y = 1, parallel to the xz plane, intersects the surface in the curve z =3x?+ 2, y = 1. Then % =6x=6
is the required slope.
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In Problems 16 and 17, find all second partial derivatives of z and verify Theorem 48.1.

16. z=x*+3xy+y~

a—;:2x+3y, ﬁ=i(az)=2, I’z =i(az)—3

0. ox2  ox\ox dyox oylox)
9z _ Pz_0(dz)|_ 9z
gy X E ayz‘ay(ay)‘z’ axay > dy )
0’z 2’z
Note that Ex Bx oy

17. z=xcosy—ycosx.

g—§=cosy+ysinx, g—z ai(a—z) ycosx

2
ai)zazx :%(%):—Siny+sinx
3—;=—xsiny—cosx, %:%(g—;jz—xcosy
a?:azy =a;ax(g_§}j=_sjny+sinx
0%z 2’z
Note that Jy a = dy’

18. Letf(x, y, 7) = x cos (yz). Find all partial derivatives of the first, second, and third order.

fi=cos (y2),  f,=0, fu=-zsin(y2), f.,=-ysin(z)
fi==xzsin (yz),  f,=—xz?cos (y2),  f,,=—zsin (y2)

foy =—x(zy cos (yz) + sin(yz))

fi==xysin (yz),  f.=-xy*cos (y2),  f.=-ysin(yz)

fre =—x(zy cos (yz) + sin (y2))

Note that f,, =f,, and f,_=f, and f, = f. .

fu=0, fy=fu=0, fu= =0
Jay==22008 (y2),  fy: =fiy =—(2y cOs (y2) + sin (y2))
Jez =—? c0s (y2)
fw=x2sin(32),  flu=0,  fi, =f,.=—2* cos (y2)
Jine =froe=—(vz cos (yz2) + sin (y2))
Siye =1y = —x(=2%y sin (yz) + z cos (yz) + z cos (yz2))
= xz(zy sin (yz) — 2 cos (yz))
free = =x(=y*z sin (yz) + 2y cos (y2))
= xy(z sin (yz) — 2 cos (yz))
fe=xysin(yz),  fu=0,  fiy=f,.=—(2y cos (32) + sin (3z))
foe =fox =—y* cO8 (y2)
foy = —x(=2% sin (yz) + 2z cos (y2)) = xz(zy sin (yz) — 2 cos (yz))
foye =Fuy = —x(=2y* sin (yz) +y cos (yz) +y cos (yz))
= xy(zy sin (yz) — 2 cos (yz2))
Note that, in the third order, any two rearrangements of subscripts will be equal. For example, f, . = f.., = f,.. =
Jrex = faxy = fope = ~(2y €08 (y2) + sin (y2)).
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2 2
19. Determine whether the following functions are solutions of Laplace’s equation % + 37§ =0:
(a) z=e"cosy (b) z=1(e™) ©) z=x—)
2
(a) %:ex CosYy, %:g-’C cosy
2
g—; =—e*siny, % =—e*cosy

®) LT, TL=teem

ox 2 ot =2
L= s, Tr=gem)
So. g5+ 9% =e" 0.
© L=, L2
g—;=—2y, §;§=—2

SUPPLEMENTARY PROBLEMS

In Problems 20-24, evaluate the given limit.

20. im xz— 2y Ans. -3
(6, )-(-1,2) X°+y
20 lim S Ans. 1o limit
. 3xy ..
22. 1)111(10 O)W Ans.  no limit
(x,y)—(0,
2
23. Ans.  no limit

lim —=—
(x,)-(0,0) X~ + Y

2 2
24.  lim Y Ans. 4

(0 3)=(0.0) [x2 +y2 +4 -2

25. Determine whether each of the following functions can be defined at (0, 0) so as to be continuous:

y x—y X3 +y3 x+y
x%+y? (b) x+y ©) x%+y? CY x%+y?

(a)

Ans.  (a) no; (b) no; (c) yes; (d) no



26.

27.

28.

29.

30.
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For each of the following functions z, find g_z and g;
(@) z=x*+3xy+y* Ans. %=2x+3y, %—3x+2y
by sl Ans, Q-1 .2 da_ 2 1
®) < yoox B y2 X3 dy yoox?
(c) z=sin3xcos 4y Ans. %=3cos3xcos4y,%= sin3xsin4y
—pan-l[ Y dz__ =Y .9dz__ x
(d) z=tan (x) Ans. ox ~ x*+y*’ dy  x*+)y?
2 _ A2 2 _ i 8z 4)’
(e) x**—4y*+9z2=36 Ans. P 9Z ay 9
33,2 - 0z _2y(x—2) dz _ x(x—22)
(f) 2-3xy+6xyz=0 Ans. x4 ny oy A2y
_ Oz __Y+t2Z 0dz__x+z
(&) yz+xz+xy=0 Ans. B XFy oy xey

Pz Pz dz .49z
ox*’ dyox’ axay Fch
9z _,. 0d%z _ %z _ < 0%z
Ans. ox> =4 oxdy  dyodx % 0y? =2

For each of the following functions z, find

(@) z=2x>—5xy+)*

—Xx_Y %z _ 6y %z _ %2 _,(1 _1) 9z 6x
(b) Z= yz 2 Ans. axz axay ayax ( ) ay
o Pz _ _go,. 0z _ 9%z _ 9z __
(c) z=sin3x cos 4y Ans. P —9z; axay o —12cos3xsindy; 8 5=-16z
—tan-![ 2 Pz Pz 2xy Pz _ 9z _ y-x
@ z=tan (xj Ans. axr" dy?  (x*+y*)? dxdy dydx (x*+)?)?
__ Xy 2 2’z 2’z 2_Z
(a) Ifz—x_y,showthatx az+2"yaxa +y 0’ =0.
(b) If z=e¢*cos By and =+, show that g Z +%= 0.
= o (i ﬂ d’z_0dz
(c) Ifz=e"(sinx+ cos y), show that et "o
(d) If z=sin ax sin by sinkt+/a* + b*, show that %: k? (%+g—;§)
For the gas formula ( p+ Zf’—z)(zf —b)=ct, where a, b, and c are constants, show that
dp _2a(w—b)—(p+alv’)® 9y _ 3
dv v*(v—b) >0t (p+alv*)® —2a(v-b)

ot _v—b OpJvor_

op ¢ > dwordp

Fill in the following sketch of a proof of Theorem 48.1. Assume that f,, and f,, exist and are continuous in an open
disk. We must prove that f, (a, b) = f,(a, b) at every point (a, b) of the disk. Let A, = (f(a+ h, b+ h) — f(a + h, b)) —
(f(a, b+ h) - f(a, b)) for h sufficiently small and # 0. Let F(x) =f(x, b+ h) — f(x, b). Then A, = F(a+ h)— F(a).
Apply the Mean-Value Theorem to get a” between a and a + h so that F(a + h) — F(a) = F'(a")h = [f(a", b+ h) —
f(a", b)]h, and apply the Mean-Value Theorem to get b* between b and b + h so that f.(a”", b+ h) — f(a", b) =
fo(@*, b")h. Then,

A,
2 — H * Y —
L=h Sy (a”, b") and hm h2 = (a%v}%r_rl)(a'b)fn_(a ,b)=f,(a, D)
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31.

By a similar argument using A, = (f(a + h, b+ h) — f(a, b+ h)) — (f(a + h, b) — f(a, b)) and the Mean-Value
Theorem, we get

. A
i =, 0

Show that Theorem 48.1 no longer holds if the continuity assumption for f,, and f,, is dropped. Use the following
function:

2 _ 2
f(x, y)= %yw if (x, y) # (0, 0)
0 if (x,)=(0, 0)

[Find formulas for. f,(x, y) and f,(x, y) for (x, y) # (0, 0); evaluate £,(0, 0) and £,(0, 0), and then £, (0, 0) and £,,(0, 0).]
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Total Differential.
Differentiability.
Chain Rules

Total Differential

Let z =f(x, y). Let Ax and Ay be any numbers. Ax and Ay are called increments of x and y, respectively. For
these increments of x and y, the corresponding change in z, denoted Az, is defined by

Az=f(x+Ax,y+Ay)— f(x,y) (49.1)

The fotal differential dz is defined by:

0z 0z
dz—a—xAx+a—yAy—fx(x,y)Ax+fy(x,y)Ay (49.2)
. 0z 0z .
Note that, if z =f(x, y) = x, then P 1and B_y =0, and, therefore, dz = Ax. So, dx = Ax. Similarly, dy = Ay.
Hence, equation (49.2) becomes
d—%d+%d— (e, y)dx+ f.(x,y) d 493
=Py y=f.(xy)dx+ f,(x,y) dy (49.3)

Notation: dzis also denoted df.

These definitions can be extended to functions of three or more variables. For example, if u = f(x, y, 2),
then we get:
Ju Ju

ou
du—adx+a—ydy+ pe

=f.(y,2)dx+ f,(x,y,2) dy+ f.(x,y,2) dz

dz

EXAMPLE 49.1: Letz=xcos y — 2x*>+ 3. Then % =cosy—4x and % =—xsiny. Then the total differential for z
is dz = (cos y — 4x) dx — (x sin y) dy. Y

In the case of a function of one variable y = f(x), we used the approximation principle Ay ~ f’(x) Ax = dy

to estimate values of f. However, in the case of a function z = f(x, y) of two variables, the function f has to
satisfy a special condition in order to make good approximations possible.

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.
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Differentiability

A function z =f(x, y) is said to be differentiable at (a, b) if functions €, and €, exist such that

Az=f(a,b) Ax+ f(a,b) Ay+€ Ax+e, Ay (49.4)

and lim €= lim
(Ax8y)—(0.0) (Ax.Ay)=(0.0)

Note that formula (49.4) can be written as

€,=0

Az=dz+e€ Ax+e, Ay (49.5)

We say that z =f(x, y) is differentiable on a set A if it is differentiable at each point of A.
As in the case of one variable, differentiability implies continuity. (See Problem 23.)

EXAMPLE 49.2: Let us see that z = f(x, y) = x + 2)? is differentiable at every point (a, b). Note that f,(x, y) = 1 and
S x, y) = 4y. Then

Az= f(a+Ax,b+Ay)— f(a,b)=a+ Ax+2(b+ Ay)® —a — 2b*

=Ax+4bAy+2(Ay)* = f.(a,b) Ax+ ﬁ (a, b) Ay + (2Ay) Ay

Lete, =0and €, =2 Ay.

Definition: By an open set in a plane, we mean a set A of points in the plane such that every point of A belongs to an
open disk that is included in A.

Examples of open sets are an open disk and the interior of a rectangle.

Theorem 49.1:  Assume that f(x, y) is such that f, and f, are continuous in an open set A. Then f is differentiable in A.

For the proof, see Problem 43.

EXAMPLE 49.3: Letz= f(x,y)=+/9—x? —y*.Then f, =——=%— and f = ———2——_ So, by Theorem49.1,
\/9_x2_y2 ) \/9—x2—y2
f is differentiable in the open disk of radius 3 and center at the origin (0, 0) (where the denominators of f, and f, exist

and are continuous). In that disk, x*> + y* < 9. Take the point (a, b) = (1, 2) and let us evaluate the change Az as we move
from (1, 2) to (1.03, 2.01). So, Ax =0.03 and Ay = 0.01. Let us approximate Az by

dz=£.(1,2) Ax+ £,(1,2) Ay =30.03) + £ (0.01) = -0.025

The actual difference Az is \/9 —(1.03)2 = (2.01)2 —9—1—4 ~1.9746 — 2 =—0.0254.

Chain Rules

Chain Rule (2 - 1)
Let z=f(x, y), where fis differentiable, and let x = g(¢) and y = h(¢), where g and & are differentiable functions
of one variable. Then z =f(g(?), h(¢)) is a differentiable function of one variable, and

dz _dz dx  dz dy
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Warning: Note the double meaning of z, x, and y in (49.6). In %, z means f(g(7), h(t)), whereas, in % and

x means g(t). Likewise, y has two

gz’ zmeans f(x, y). In g , X is an independent variable, whereas, 1nfl ,

different meanings.
To prove (49.6), note first that, by (49.4),

Az g Ax +g Ay+e€, Ax+e€, Ay

Az 0z Ax az Ay Ax Ay
Then N A oy AT A TR A
Letting At — 0, we obtain

dz 9z dx az dy 0z dx az dy
& "o di oy dr TGV TOM) =5 ay

(Note that, since g and h are differentiable, they are continuous. Hence, as At — 0, Ax — 0 and Ay — 0 and,
therefore, €, — 0 and €, — 0.)

EXAMPLE 49.4: Let z =xy + sin x, and let x = 2 and y = cos ¢. Note that 9z _ y+cosx and gy = x. Moreover,

ox
% =2t and Z = —sint. Now, as a function of 7, z = #* cos ¢ + sin ().
By formula (49.6),

dt =(y+cosx)2t + x(—sint) = (cost + cos(t?))2t — t2sint

In this particular example, the reader can check the result by computing D,(#* cos t + sin(#)).

Chain Rule (2 — 2)
Let z = f(x, y), where fis differentiable, and let x = g(z, s) and y = h(t, s), where g and & are differentiable
functions. Then z = f(g(t, s), h(t, 5)) is a differentiable function, and

dz 0Jz ox Bz dy dz 0Jz dx 0z dy

- mwa Ty ™ uTum Ty “49.7)

Here again, as in the previous chain rule, the symbols z, x, and y have obvious double meanings.
This chain rule can be considered a special case of the chain rule (2 — 1). For example, the partial

.02 . o .
derivative 5 can be thought of as an ordinary derivative %, because s is treated as a constant. Then the

formula for % in (49.7) is the same as the formula for % in (49.6).

. — X o — 2 — i — X ot ax 2 aZ — X a_y_
EXAMPLE 49.5: Letz=e¢"sinyand x =ts* and y =t + 2s. Now, o S¢Sy, 5= "y e*cosy, and pri L
Hence, by (49.7),

% = (e*siny)s? + (e* cosy) = e*(s>siny +cosy) = e’ (s?sin (z + 25) + cos (¢ + 25))

Similarly,

% =2(e*siny)ts + 2(e* cos y) = 2e* (tssin y + cos y) = 2¢* (tssin (¢ + 25) + cos (£ + 25))
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Generalizations of the chain rule (49.47) hold for cases (m — n), where z =f(x, y, . . . .) is a function of
m variables and each of those variables is a function of a given set of n variables.

Implicit Differentiation

Assume that the equation F(x, y, z) = 0 defines z implicitly as a function of x and y. Then, by the chain rule
(3 — 2), if we differentiate both sides of the equation with respect to x, we get

oF ox OF ay oF oz

wa Ty T
Since %:1 and %:o, %F %Z gi 0
Similarly, %—5+%—§% 0. So, if aa—FiO
-G wa Fe-g 49.8)
This also can be written as % = —% and g—f} = —%

EXAMPLE 49.6: The equation xy+ yz® + xz=0 determines z as a function of x and y. Let F(x, y, z) = xy+ yz> + xz.
Since F,=x+3yz%, F, =y +z, and F, = x + 2%, (49.8) implies

Jz__ Ytz 4 9z__ _x+2

ox  x+3y7’ oy x+3yz?

SOLVED PROBLEMS

In Problems 1 and 2, find the total differential.

1. z=xXy+1H°+xy°

We have 9z _ 3x2y+2xy*+y* and 9z _ X3 +2x%y+3xy?
ox dy
Then dz=%dx+gzdy B2y +2xy* +y*) dx + (x* + 2x%y +3xy*) dy

2. z=xsiny—ysinx

92 _giny— 9z _ i
We have ox = Siny—ycosx and oy Xcosy—sinx
Then dz= 32 dx + gz dy=(siny —ycosx) dx + (xcosy—sinx) dy

3. Compare dz and Az, given z = x> + 2xy — 3y”.

9z

% ~2x+2y and 92 9y 6y So dz=2(x+y)dr+2(x—3y)dy

dy

Also, Az=[(x+dx)* + 2(x + dx)(y + dy) = 3(y + dy)* | - (x? + 2xy — 3y*)
=2(x+y) dx + 2(x — 3y) dy + (dx)* + 2 dxdy — 3(dy)?

Thus dz and Az differ by (dx)* + 2 dx dy — 3(dy)*.
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Approximate the area of a rectangle of dimensions 35.02 by 24.97 units.

For dimensions x by y, the area is A = xy so that dA = %—‘;dx + %dy =ydx+xdy. With x =35, dx=0.02,

y =25, and dy =— 0.03, we have A = 35(25) = 875 and dA =25(0.02) + 35(— 0.03) =— 0.55. The area is
approximately A + dA = 874.45 square units. The actual area is 874. 4494.

Approximate the change in the hypotenuse of a right triangle of legs 6 and 8 inches when the shorter leg is
lengthened by + inch and the longer leg is shortened by + inch.

Let x, y, and z be the shorter leg, the longer leg, and the hypotenuse of the triangle. Then

=2+ 2, %_ x oz_ ¥ dz_gdx+gdy=xdx+ydy

_\/x2+y2’ 3_\/ﬁ+y2’ ox dy Jxr+y?

6()+8-%) _ 1

Jo+g 20

Whenx=6,y=38, dx=1,and dy=—1, then dz=
approximately = inch.

inch. Thus the hypotenuse is lengthened by

The power consumed in an electrical resistor is given by P = E*R (in watts). If £ =200 volts and R = 8 ohms, by
how much does the power change if E is decreased by 5 volts and R is decreased by 0.2 ohm?
We have

oP _2E P __E? _2E p E*
E- R’ R R dP—RdE deR

When E=200,R=8,dE=-5, and dR=-—0.2, then

2
P = @(—S) - (zgﬂ) (=0.2) = —250+ 125 =125

The power is reduced by approximately 125 watts.

The dimensions of a rectangular block of wood were found to be 10, 12, and 20 inches, with a possible error of
0.05 in each of the measurements. Find (approximately) the greatest error in the surface area of the block and the
percentage error in the area caused by the errors in the individual measurements.

The surface area is S = 2(xy + yz + zx); then

—9S8 ;. .98 . .98, _
das= 8xdx+ 8ydy+ P dz=2(y+2)dx+2(x+2)dy+2(y+x)dz

The greatest error in S occurs when the errors in the lengths are of the same sign, say positive. Then

dS =2(12+20)(0.05) +2(10 + 20)(0.05) + 2(12 + 10)(0.05) = 8.4 in?

The percentage error is (error/area)(100) = (8.4/1120)(100) = 0.75%.

For the formula R = E/C, find the maximum error and the percentage error if C =20 with a possible error of 0.1
and E = 120 with a possible error of 0.05.
Here

_9dR IR ol p E
dR =GR dE + S8 dC = L dE -5 dC
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The maximum error will occur when dE = 0.05 and dC =—0.1; then dR = 005 _ m(—0.1) =0.0325 is the

20 400
0.0325 0325

approximate maximum error. The percentage error is dTR(IOO) =—=—==(100)=0.40625=0.41%.

9. Two sides of a triangle were measured as 150 and 200 ft, and the included angle is 60°. If the possible errors are
0.2 ft in measuring the sides and 1° in the angle, what is the greatest possible error in the computed area?
Here

-1 JA_1 JA_1 0A _1
A—2xy3m0 o 2ysm9 dy 2xsm@ I nycose

and

dA =% ysin0 dx+ L xsin6 dy+ 1 xycos0do

When x = 150, y = 200, 8= 60°, dx = 0.2, dy = 0.2, and d0 = 1° = w/180, then
dA = %(200)(sin60°)(0.2) + 3 (150)(sin 60°)(0.2) + £ (250)(200)(cos 60°)(/180) = 161.21 ft*

10. Find dz/dt, given z=x*+ 3xy + 5y%;, x=sinf, y=cos f.

Since
% _ o _ de dy
Py 2x + 3y, - 3x + 10y, g = cost, g = sint
dz _9dzdx  dz dy _
we have & ox dr + 5= PX =(2x+3y)cost—(3x+10y) sint
11. Find dz/dt, given z=In (x> +y?); x=e”, y=¢".
Since
i:—zx i: 2y ﬂ:—e” ﬂ:e’
ox x*+y*’ dy xF+y*’ dt > odt
dz_dzdx, 0z dy _ _ 2y iy —xe”
we have dt_axdt+8ydt x+y2( M+ )c—yze_2 X2+ y?

12. Find %, given z=f(x, y) = &2 + 2xy + 4y, y = e,

d
%zfx+fyd—§;=(2x+2y)+(2x+8)ae‘” =2(x+y)+2a(x+4y)e™

13. Find (a) and (b) dZ, given z=f(x, y) =xy*+ yx%, y=1In x.

(a) Here x is the 1ndependent variable:

ﬂ o of dy_ . , nl_ 2
8x+aydx (y +2xy)+(2xy+x)x—y +2xy+2y+x

(b) Here y is the independent variable:

dz _of dx  of

az _J dx = (2 2) — 42 2 2
dy 8xdy+8y O+ 2x0)x+ Qxy+x*) =xy* +2x*y+2xy+ x
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14. The altitude of a right circular cone is 15 inches and is increasing at 0.2 in/min. The radius of the base is 10
inches and is decreasing at 0.3 in/min. How fast is the volume changing?

Let x be the radius, and y the altitude of the cone (Fig. 49-1). From V =4 7x?y, considering x and y as
functions of time ¢, we have

dV _oVdx VA _m(, dx, ,d\_=&
(nydt+x dr

_T _ = _T0m . 3/
Ak R R = 21200)15)(-0.3) +10°(0.2)] = =L in*/min

Fig. 49-1

2 2
15. A point P is moving along the curve that is the intersection of the surfaces ic_6 - % =z and x* +y* =5, with x, y,

and z expressed in inches. If x is increasing at the rate of 0.2 inches per minute, how fast is z changing when x =27

2 2

From z=2—2_ we obtain di_dzdx 0zdy xde 2ydy

== AT A A 1 2 2 — — —_n.
69 dt_axdt+aydt_8dt 5 dt.Smcex +y* =5, y==1 when x = 2; also,
. . . dx | dy _
differentiation yields x TR 0.
o D __xdx_ 29 -_ 4z _ 2 09y_2_04)= - in/mi
Wheny=1, ar - ydi o 1(0.2)— 0.4 and dt_8(0'2) 9( 0.4)—361n/mm.
— Ay __xdx_ dz _ 20 _2._ =3 in/mi
When y =-1, @ = ydt_0'4 and dt_8(0'2) 9( 1)(0.4)—361n/m1n.
16. Find %and %, givenz=x*+xy+y;x=2r+s,y=r —2s.
Here
9z _ 9z _ Wy Iy Wy Iy
ax_2x+y’ ay_x+2y’ Br_z’ as_l’ ar_l’ ds 2
9z _0z9x 9z 9y _ _
Then o = ox 8r+8y ar—(2x+y)(2)+(x+2y)(1)—5x+4y
and 9z _ 0z 0x , 9z 9y _

o= 0% 05 + 9y s Qx+y)D)+(x+2y)(-2)=-3y

. a_u a_u a_u . ., ) ye . _ . . _
17. Find I’ a‘B,and 5@ gvenu=x +2y?+2z% x=psin Bcos 6, y=psin Bsin 6, z=p cos f.

S—Z = 3—53—2+3—;§—ly)+%—1§g—;= 2xsin fcosO + 4ysin Bsin + 4zcos B

a . .
g—g = 3—1;3—2;+ g—;%+ 3—?3—; =2xpcosfcosO+4ypcosPBsind—4zpsin

9 NP .
% = %%+%%+%%: —2xpsin Bsin@ + 4ypsin fcosO
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><I»—‘

18. Find d—, given u=f(x,y,z) =xy+yz+zx; y= 7= x>

dx

%:%+3—§%+3—£Z§—(y+z)+(x+z)( )+(y+x)2x y+z+2)c()c+y)—xx—+Z

19. Use implicit differentiation (formula (49.8)) to find % and g—;, given F(x, y, z) =x*+ 3xy —=2y* + 3xz + 22 =0.

X

- F . 3x+2z M oy T TE T 3x+2z

B 2x+3y+3z o9 B 3x-dy

20. Use implicit differentiation (formula (49.8)) to find g—i and g—; given sin xy + sin yz + sin zx = 1.

Set F(x, y, z) = sin xy + sin yz + sin zx — 1; then

aa—i = ycosxy + zCOS ZX, %—5 = XCOS Xy +2C0s )z, 88—§= YCOS yZ + X COS ZX

and 9z __OF/ox _ _ycosxy+zcoszx 9z _ OF/dy _ xcosxy+zcosyz
ox  O0F/dz ~ ycosyz+xcoszx’ dy  OF/dz  yCOsyz+ Xcoszx

21. If u and vare defined as functions of x and y by the equations S, y,u, v) =x+y*+2uv=0and g(x, y, u, v) =
=y )74+ 2 =0, find (@) 24 and 92; (b) L and 3—;.
(a) Differentiating f'and g partially with respect to x, we obtain

au+2 Jdv -0

1+2y8u+2u8v 0 and 2x- y+2ua Fe

ox ox
Solving these relations simultaneously for du/dx and dv/dx, we find

Ju _ v+uly—2x) d dv _v2x—y)—u
o 2w -v) MY ox T 2w’ -0

(b) Differentiating f'and g partially with respect to y, we obtain

ou dv _ _ Jdu Jdv
2y+2z/a +2uay 0 and x+2y+2uay+2vay 0

ou _ u(x—=2y)+2vy nd v _ v(2y—x)—2uy

Then P el N V)

22. Givenu? -+ 2x+3y=0and uv+x —y =0, find (a) 2 a“ g; g; g” nd (b) gx g)y g); gzy/

(a) Here x and y are to be considered as independent vanables. Differentiate the given equations partially with
respect to x, obtaining

ou dv odu ,  dv
2 -2 2= = tux-+1=
uay "ot 0 and v ox PUoe T 0
Solve these relations simultaneously to obtain Qu _ —% and 9o _ L-u
o ul+v ox u'+v

Differentiate the given equations partially with respect to y, obtaining

U _ 5,00 5 du 4, Ov_ |
2ugr =205 +3=0 and ”ay”‘ay 1=0

. . du _ 2v—3u Jdv 2u+ 3v
Solve simultaneously to obtain oy - Yl 00 & ) and R TR
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(b) Here u and v are to be considered as independent variables. Differentiate the given equations partially with
respect to u, obtaining

ox 49y _ ox 9y _
2u+23u+38u_0 and v+au 8u_0
ox __ 2u+3v dy _ 2(v—u)
Then w5 and = 5

Differentiate the given equations with respect to », obtaining

20422 3% g g e

ov dv dv  Jv
9x _ 2v—3u 9y _ 2u(u+v)
Then - 3 and 3, = 3 .

23. Show that differentiability of z =f(x, y) at (a, b) implies that fis continuous at (a, b).

From (49.4), Az = (f.(a, D) + €) Ax + (f,(a, ) + €,) Ay, where  lim

€, = lim €,=0.Hence,Az—0
(Ax,Ay)—(0,0) (Ax,Ay)—(0,0)

as (Ax, Ay) — (0, 0), which implies that f'is continuous at (a, b).

SUPPLEMENTARY PROBLEMS

24. Find the total differential of the following functions:

(@) z=xy’+2x° Ans.  dz=(3x*+2y*) dx+ (x* + 6y*) dy
(b) 6=tan" (%) Ans.  d6= %

(c) z=e" Ans.  dz=2z(xdx—ydy)

) z=x(*+y»)12 Ans. dz= yggi—;;;i”

25. Use differentials to approximate (a) the volume of a box with square base of side 8.005 and height 9.996 ft;
(b) the diagonal of a rectangular box of dimensions 3.03 by 5.98 by 6.01 ft.

Ans.  (a) 640.544 ft3; (b) 9.003 ft

26. Approximate the maximum possible error and the percentage of error when z is computed by the given formula.

(@) z=mr’h;r=5+0.05,h=12%0.1 Ans.  8.5m,2.8%
(b) lz=1/f+1/g;f=4+£0.01,g=8+0.02 Ans. 0.0067;0.25%
(©) z=ylx;x=18+0.1,y=24+0.1 Ans.  0.13; 10%

27. Find the approximate maximum percentage of error in:
(a) w=3/g/b if there is a possible 1% error in measuring g and a possible +% error in measuring b.

dg

(Hint: In®=1(Ing - Inb); %ﬂ) - l(d_g _ @). h

3\g b/

~0.01; ‘% ~0.005)

Ans.  0.005

(b) g =2s/f*if there is a possible 1% error in measuring s and +% error in measuring ¢.

Ans.  0.015
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28.

29.

30.

31.

32.

33.

34.

Find du/dt, given:

(@) u=x*x=27,y=37

Ans.  6xy*(2yt + 3x)

(b) u=xcosy+ysinx; x=sin 2t, y = cos 2t

Ans. 2(cos y+y cos x) cos 2t — 2(—x sin y + sin x) sin 2¢

(¢) u=xy+yz+zex=¢€,y=e’,z=¢e'+e"’

Ans. (x+2y+z)e'—(2x+y+z)e”

At a certain instant, the radius of a right circular cylinder is 6 inches and is increasing at the rate 0.2 in/sec, while
the altitude is 8 inches and is decreasing at the rate 0.4 in/sec. Find the time rate of change (a) of the volume and
(b) of the surface at that instant.

Ans.  (a) 4.8mwin®/sec; (b) 3.2 in*/sec

A particle moves in a plane so that at any time 7 its abscissa and ordinate are given by x =2 + 3¢, y = 2 + 4 with x
and y in feet and ¢ in minutes. How is the distance of the particle from the origin changing when ¢ = 1?

Ans.  5/\/2 ft/min

A point is moving along the curve of intersection of x> + 3xy + 3y* = z? and the plane x — 2y + 4 = 0. When x =2
and is increasing at 3 units/sec, find (a) how y is changing, (b) how z is changing, and (c) the speed of the point.

Ans. (a) increasing 3/2 units/sec; (b) increasing 75/14 units/sec at (2, 3, 7) and decreasing 75/14 units/sec at
(2, 3,-7); (c) 6.3 units/sec

Find 9dz/0s and 9z/0t, given:

(a) z=x2=2y%x=3s+2f,y=35—-2t Ans.  6(x—2y); 4(x +2y)

(b) z=x>+3xy+y%; x=sins+cost, y=sins—cost Ans.  5(x+y)coss;(x—y)sint

() z=x*4+2yhx=€&—¢€,y=¢e+¢ Ans.  2(x+2y)e’; 22y — x)e'

(d) z=sin(@x+5y);x=s5+t,y=5—1t Ans. 9 cos (4x + 5y); — cos (4x + 5y)

(e) z=e"x=5>+2st,y=2st+1* Ans.  2e™[tx + (s + D)y]; 2e”[(s + D)x + sy]

(@) Ifu=f(x,y)and x=rcos 0, y=rsin 6, show that
(33
ox dy or r?\ 06
(b) If u=f(x,y)and x =rcosh s, y=rsinh s, show that

(2] - (3 -(2) - 2]

(a) Ifz=f(x+ ay)+ g(x — ay), show that %z %g% (Hint: Write z=f(u) + g(v), u=x+ oy, v=x — axy.)

(b) If z=x"f(y/x), show that xdz/dx + ydz/dy = nz.
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(¢) Ifz=f(x,y)and x = g(¢), y = h(t), show that, subject to continuity conditions,
dtz =&V +2f W + [ (W) + f8"+ f,h”

(d) Ifz=f(x,y); x=g(r,s),y=h(r,s), show that, subject to continuity conditions,

Lo f& )+ 2L 8+ fy (B + f.8, + [,

2
DL fg8,+ (8 8B+ [+ 8, + fh,

a_z Ju (8 +2f 80 + [, (h)* + fg, + [,

35. A function f(x, y) is called homogeneous of order n if f(tx, ty) = t"f(x, y). (For example, f(x, y) = x> + 2xy + 3y* is
homogeneous of order 2; f(x, y) = x sin (y/x) + y cos (y/x) is homogeneous of order 1.) Differentiate f(zx, ty) =
'f(x, y) with respect to ¢ and replace ¢ by 1 to show that xf, + yf, = nf. Verify this formula using the two given
examples. See also Problem 34(b).

36. I 7= (u,v), where u = f(x, y) and v= g(x, y), and if g” ‘3” nd g” g” show that

Pu , Pu_ v v 9 90 _|(ou v\ [0 9
@ ety e o= ®gmtyeT {(a_) +(a_) }(a +ayj

0z % .
37. Find W and y’ given

2 2 _ 8.2 _ aZ 3x i 4y
(a) 3x*2+4y*-5z2=60 Ans. w50 9y 5

oz _ x+y+4z L0z X+y+2z
ox  4x+2y+z’ dy 4dx+2y+z

dz__z .0z_ 3z
o 1-27° oy 1-2z

(b) X2+ y*+ 22+ 2xy +4yz+ 8zx =20 Ans.

(c) x+3y+2z=Inz Ans.

o 9z _ z dz _ —e'sin(y+2)
(d) z=e'cos(y+2) Ans. o l+e s1n(y+z) 9y  l+esin(y+2)

(e) sin(x+y)+sin(y+z)+sin(z+x)=1

dz __cos(x+y)tcos(z+x) dz _ cos(x+y)+cos(y+z)
dx  cos(y+z)+cos(z+x)’ dy  cos(y+z)+cos(z+x)

Ans.

38. Find all the first and second partial derivatives of z, given x> + 2yz + 2zx = 1.

Ans, 92__Xx+z. dz___z . Qz_X-y+2z 9z _ x+2z . dz__ 2
Toox x+y dy x+y dx? (x+y)? P dxdy (x+y)?’ dy* (x+y)?

_ 9y oz _
39. If F(x, y, z) = 0, show that Jy 92 ox

odf dg dy _ df dg
40. If f(x, y) =0 and g(z, x) = 0, show that Dy ox oz

41. Find the first partial derivatives of u and » with respect to x and y and the first partial derivatives of x and y with
respect to u and v, given 2u — v+ x> +xy =0, u +2v+xy — y*=0.

Ju__1 .Q_l - du_4y—x ox__ 4y-x
Ans. ox = (4x+3y), —5(2x ¥); 8 5(2y 3x); dy 5 u 7 =2y — y)

ady _ y—2x o Ox _ 3x—-2y Oy —Ax-3y
u~ 2(xF = 2xy— y) v 2(xX—2xy—y)’ dv  2(x2—2xy—y?)
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42, fu=x+y+z,v=x>+y*+z% and w=x*+y* + 73, show that
ox _ vz Q: x+7z 0z _ 1
du (x—y)x—2)" v 2x—-y-2)" ow 3x—2)0(y—2)

43. Fill in the gaps in the following sketch of a proof of Theorem 49.1. Assume that f(x, y) is such that f, and f, are
continuous in an open set A. We must prove that f'is differentiable in A.
There exists x* between a and a + Ax such that

fla+Ax,b)— f(a,b)=f.(x*,b) Ax

and there exists y" between b and b + Ay such that

Sla+Ax,b+Ay)— fla+Ax,b)= f,(a+ Ax, y*) Ay.

Then
Az= f(a+Ax,b+ Ay)— f(a,b)

=[fla+Ax,b)— f(a,b)]+[f(a+ Ax,b+ Ay)— f(a+ Ax,b)]
=fx(x*,b)Ax+fv(a+Ax, y') Ay
Let € = f.(x",y)— f.(a,b) and €, = f,(a+ Ax,y") - f,(a,b). Then

Az=f(a,b) Ax+ f, (a,b) Ay+ € Ax+e€, Ay
To show that €, — 0 and €, — 0, use the continuity of f, and f,.

44. Show that continuity of f(x, y) does not imply differentiability, even when f, and £, both exist. Use the function

flxy)= xzx—+yy2 if (x, ) #(0,0)
0 if (x,y)=(0,0)

[Hint: Show that fis not continuous at (0, 0) and, therefore, not differentiable. Show the existence of f,(0, 0) and
(0, 0) by a direct computation.]

45. Find a function f(x, y) such that £,(0, 0) = £,(0, 0) = 0, and f'is not continuous at (0, 0). This shows that existence of the
first partial derivatives does not imply continuity. [Hint: Define f(x,y)= xzx—_i)yz for (x, y) # (0, 0) and (0, 0) =0.]
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Space Vectors

Vectors in Space

As in the plane (see Chapter 39), a vector in space is a quantity that has both magnitude and direction. Three
vectors a, b, and ¢, not in the same plane and no two parallel, issuing from a common point are said to form
a right-handed system or triad if ¢ has the direction in which the right-threaded screw would move when
rotated through the smaller angle in the direction from a to b, as in Fig. 50-1. Note that, as seen from a point
on ¢, the rotation through the smaller angle from a to b is counterclockwise.

Fig. 50-1 Fig. 50-2

We choose a right-handed rectangular coordinate system in space and let i, j, and k be unit vectors along
the positive x, y and z axes, respectively, as in Fig. 50-2. The coordinate axes divide space into eight parts,
called octants. The first octant, for example, consists of all points (x, y, z) for whichx >0,y >0, z>0.

As in Chapter 39, any vector a may be written as

a=aji+a,j+ak

If P (x, y, z) is a point in space (Fig. 50-2), the vector r from the origin O to P is called the position vector
of P and may be written as

r=0P=0B + BP =0A + AB+BP =xi +yj+zk (50.1)

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.



CHAPTER 50 Space Vectors — &

The algebra of vectors developed in Chapter 39 holds here with only such changes as the difference in dimen-
sions requires. For example, if a=ai+a,j+ak and b=b,i+b,j+b.k. then

ka=ka i+ ka,j+ ka,k for k any scalar

a=bifandonly ifa, =b,,a, =b,,and a, = b,

atb=(a, +b)i+(a,+b,)j+ (a,+b,)k

a - b =lallbl cos 0, where fis the smaller angle between a and b

i-i=j-j=k -k=1landi-j=j -k=k -i=0

lal=+va - a=.a+a+a
a-b=0ifand only if a =0, orb =0, or a and b are perpendicular

From (50.1), we have

= Vr.r={x*+y*+2 (50.2)

as the distance of the point P (x, y, z) from the origin. Also, if P,(x,,y,,z,) and P,(x,,y,,2,) are any two points
(see Fig. 50-3), then

PP,=PB +BP,=PA + AB + BP, =(x,—x)i + (y,—y)j+(z,—z)k

and PP, =/(x, - x)*+ (1, —y)* +(z, - 2,) (50.3)

is the familiar formula for the distance between two points. (See Problems 1-3.)

Zz

Py(xy, v3. 23)

P Y 2
. 1622

: ¥
1]

Fig. 50-3 Fig. 50-4

Direction Cosines of a Vector

Let a=aji+a,j+ak make angles o, f, and 7, respectively, with the positive x, y, and z axes, as in
Fig. 50-4. From

i - a =lillal cosax =lalcosa, j - a=lalcosf, k - a=lalcosy
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we have

cosa—i'a—a] cosff=
~ lal T lal” a

j.a_a, k.a q
———== COSY =——— =11
lal _Tal’ V=Tl Tl

These are the direction cosines of a. Since

2 2 2
a; +a2 +a3

P

cos®> o+ cos® f+cos? y =

the vector u =i cosa + j cos S+ Kk cosy is a unit vector parallel to a.

Determinants
We shall assume familiarity with 2 X 2 and 3 x 3 determinants. In particular,

a b
d

d e
g h

e f

c
]i‘=ah ; g i+C

_b‘d f

>0 &

a
‘=ad—bc and |d
8

That expansion of the 3 x 3 determinant is said to be “along the first row.” It is equal to suitable expan-
sions along the other rows and down the columns.

Vector Perpendicular to Two Vectors
Let

a=qji+a,j+ak and b=>bji+b,j+bk

be two nonparallel vectors with common initial point 2. By an easy computation, it can be shown that

i j ok
c=l> Pl Sli+]) Plk=la a a (50.4)
2 3 3 1 1 2 b1 b2 b3

is perpendicular to (normal to) both a and b and, hence, to the plane of these vectors.
In Problems 5 and 6, we show that

Icl = lallbl sin8 = area of a parallelogram with nonparallel sides a and b (50.5)

If a and b are parallel, then b = ka, and (50.4) shows that ¢ = 0; that is, ¢ is the zero vector. The zero vec-
tor, by definition, has magnitude O but no specified direction.

Vector Product of Two Vectors
Take

a=gji+a,j+ak and b=bji+ b,j+ bk
with initial point P and denote by n the unit vector normal to the plane of a and b, so directed that a, b, and
n (in that order) form a right-handed triad at P, as in Fig. 50-5. The vector product or cross product of a and

b is defined as

a X b =lallbl sinf n (50.6)
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where 0 is again the smaller angle between a and b. Thus, a X b is a vector perpendicular to both a and b.
We show in Problem 6 that la X bl = lal Ibl sin@ is the area of the parallelogram having a and b as non-
parallel sides.
If a and b are parallel, then =0 or ® and a X b =0. Thus,

ixi=jxj=kxk=0 (50.7)

Fig. 50-5

In (50.6), if the order of a and b is reversed, then n must be replaced by —n; hence,

bxa=-(axb) (50.8)

Since the coordinate axes were chosen as a right-handed system, it follows that

ixj =k, jxk =i, kxi=j
(50.9)
jxi =-Kk, kxj =i, ixk =-j
In Problem 8, we prove for any vectors a, b, and ¢, the distributive law
(a+b)Xc=(@xc)+(bxc) (50.10)
Multiplying (50.10) by —1 and using (50.8), we have the companion distributive law
cX(a + b)=(cxa) + (cxb) (50.11)
Then, also,
(a+b)x(e+d) = axc+axd+bxc+bxd (50.12)
i j k
and axb=|a, a, a, (50.13)
bl b2 b3

(See Problems 9 and 10.)
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Triple Scalar Product

In Fig. 50-6, let 0 be the smaller angle between b and ¢ and let ¢ be the smaller angle between a and b X ¢. Let &
denote the height and A the area of the base of the parallelepiped. Then the triple scalar product is by definition

a-(bxc)=a-Ibllel sin@ n = lallbllel sin@ cos¢ = (lal cos@)(Ibllel sinf) = hA

= volume of parallelepiped

It may be shown (see Problem 11) that

Also

whereas

Similarly, we have

and

al a2 a3
a-(bxe)=b, b, b|=(axb)-c (50.14)
G G G
G G Gl q a4, a4,
c-(axb)=|a, a, a)=|b, b, b|=a-(bxc)
b b, by | ¢, c
bl bZ b3 al a2 a3
b-(axe)=|a, a, a;|=-|b, b, b|=-a-(bxc)
G G G G G G
a-(bxc)=c-(axb)=b-(cxa) (50.15)
a-(bxc)=-b-(axec)=—c-(bxa)=—a-(cxb) (50.16)

From the definition of a- (b X ¢) as a volume, it follows that if a, b, and ¢ are coplanar, then a - (b X ¢) =0,

and conversely.

The parentheses in a- (b X ¢) and (a X b)- ¢ are not necessary. For example, a - b X ¢ can be interpreted
onlyasa-(bxc)or(a-b)xc.Buta-bisascalar, so (a-b) X ¢ is without meaning. (See Problem 12.)
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Triple Vector Product
In Problem 13, we show that

aX((bXc)=(-c)b—(a-b)e (50.17)
Similarly, (axb)Xc=(a-c)b—(b-c)a (50.18)

Thus, except when b is perpendicular to both a and ¢, a X (b X ¢) # (a X b) X ¢ and the use of parentheses
is necessary.

The Straight Line

A line in space through a given point P,(x,, ¥, z,) may be defined as the locus of all points P(x, y, z) such
that PP is parallel to a given direction a=aq,i+a,j+a,k. Let ryand r be the position vectors of P, and P
(Fig. 50-7). Then

r—r,=ka where kis a scalar variable (50.19)

is the vector equation of line PP,. Writing (50.19) as

x=x)i+ (Y =y + (z — 29k = k(a,i + a,j + a;k)

then separating components to obtain

x—xy=ka,, y—y,=ka, z7—z,=ka,

Fig. 50-7

and eliminating k, we have

(50.20)

as the equations of the line in rectangular coordinates. Here, [a,, a,, a;] is a set of direction numbers for the

. a, a, a,|. N . :
line and [ﬁ ,ﬁ ,ﬁ} is a set of direction cosines of the line.
al’lal’la
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If any one of the numbers a,, a,, or a; is zero, the corresponding numerator in (50.20) must be zero. For
example, if a; = 0 but a,, a; # 0, the equations of the line are

Y=Yy _27%

x—x,=0 and P p
2 3

The Plane

A plane in space through a given point Py(x,, yo, Z,) can be defined as the locus of all lines through P, and
perpendicular (normal) to a given line (direction) a = Ai + Bj + Ck (Fig. 50-8). Let P(x, y, z) be any other
point in the plane. Then r — r, = PP is perpendicular to a, and the equation of the plane is

(r-ry-a=0 (50.21)

Fig. 50-8

In rectangular coordinates, this becomes

[ = x)i+ (y = ¥,)j + (z = 2o )K] - (Ai+ Bj+ Ck) = 0
or A(x—x)) + B(y—y,) +C(z-2,) =0
or Ax + By +Cz + D=0 (50.22)
where D = —(Ax, + By, + Cz).

Conversely, let Py(xy, ¥, Z,) be a point on the surface Ax + By + Cz + D = 0. Then also
Ax, + By, + Cz, + D = 0. Subtracting the second of these equations from the first yields A(x — x,) +
By —yy) + C(z— zy) = (Ai + Bj + CKk): [(x —xp)i + (v — yy)j + (z — zo)k] = 0 and the constant vector Ai +Bj +
CKk is normal to the surface at each of its points. Thus, the surface is a plane.

SOLVED PROBLEMS

1. Find the distance of the point P,(1, 2, 3) from (a) the origin, (b) the x axis, (c) the z axis, (d) the xy plane, and (e)
the point P,(3, -1, 5).
In Fig. 50-9,
(@) r=OP, =i+2j+3k; hence, Irl =12 +22 +3% =/14.
(b) AP, =AB +BP, =2j + 3k; hence, IAP,| = /4 +9 =/13.
(c) DP,=DE +EP, =2j +1i; hence, IDP,| = /5.
(d) BP,=3k,solBP,l=3.
(e) PP,=(3-Di+(-1-2)j+(5-3)k=2i-3j+2k; hence, IP,P,l=v4+9+4 =/17.
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0

Fig. 50-9

2. Find the angle 0 between the vectors joining O to P,(1, 2, 3) and P,(2, -3, —1).
Letr, =OP, =i+ 2j+ 3k and r, = OP, = 2i — 3j — k. Then

cosgo T _1Q+2AB 43D _ 1

Ir,Ilr, | J14-J14 2

and 6 =120°,

3. Find the angle oo = £BAC of the triangle ABC (Fig. 50-10) whose vertices are A(1, 0, 1), B(2, -1, 1), C(-2, 1, 0).

o

B b A
Fig. 50-10

Leta=AC=-3i+j—kandb=AB=i-j. Then

_ab_-3-1__ agory
oS0 = i = 5 ~ 085280 and o~ 148°31"

4. Find the direction cosines of a = 3i + 12j + 4k.

The direction cosines are cos o = ﬁ = % cosf3= 422 cosy = k-a_

5. Ifa=a,i+a,j+akandb=bi+ b,j+ bk are two vectors issuing from a point P and if

a, a

3 as| .
b, b,

b T

— 0 al aZ
c= i+ b b, k,

al
bl
show that Icl = lalbl sin 8, where 6 is the smaller angle between a and b.

-b
‘We have cos 0= &W and

o= [|_(ab > J@+ai+a)b+ b +b2)—(ab +ab, +ab) |
Sme= lalbl | — lallbl ~Tallbl

Hence, Icl = lalIbl sin 0 as required.
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Find the area of the parallelogram whose nonparallel sides are a and b.
From Fig. 50-11, i =Ibl sin 6 and the area is hlal = lal[blsin 6.

Let a, and a,, respectively, be the components of a parallel and perpendicular to b, as in Fig. 50-12. Show that
a,xb=axbanda, xb=0.
If Ois the angle between a and b, then la,| = lal cosf and la,| = lal sin6. Since a, a,, and b are coplanar,

a,xb =la,lIbl sin ¢ n =lal sin /bl n=lallblsin 6n=axb

Since a, and b are parallel, a, xb =0.

Prove: (a+b)xc=(axec)+(bxec).

In Fig. 50-13, the initial point P of the vectors a, b, and c¢ is in the plane of the paper, while their endpoints are
above this plane, The vectors a, and b, are, respectively, the components of a and b perpendicular to ¢. Then a,,
b,,a, +b,,a, xXc, b, Xc, and (a, + b,) X ¢ all lie in the plane of the paper.

Fig. 50-11 Fig. 50-12

Fig. 50-13

In triangles PRS and PMQ,

gs b, xel b llcl bl MQ

PR " la, xcl ™ la,llcl ~ la,| ~ PM
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Thus, PRS and PMQ are similar. Now PR is perpendicular to PM, and RS is perpendicular to MQ; hence PS is
perpendicular to PQ and PS = PQ X c. Then, since PS = PQ x ¢ = PR + RS, we have

(a,+b)xc=(,; xec)+ (b, Xc)

By Problem 7, a, and b, may be replaced by a and b, respectively, to yield the required result.

i j k
9. Whena=aji+a,j+akandb=>bji+b,j+bk,showthataxb=la, a, a,.
We have, by the distributive law, b, b, b,

axb=(ai+aj+ak)x i+ b,j+bk)
=a,i X (bii + b,j +b;K) + a,j X (bji+ b,j + b;k) + a;k X (bji + b,j + bsk)
=(a\bk — a\byj) + (—ab K + abyi) + (a3b,j — ash,i)
= (ayb; — azb)i — (a\b; — asb)) j + (a,b, — ab)k

~

i

S
[}

SR

®

a a
b, b

v

10. Derive the law of sines of plane trigonometry.
Consider the triangle ABC, whose sides a, b, ¢ are of magnitudes a, b, ¢, respectively, and whose interior

angles are o, 3, y. We have

a+b+c=0
Then ax(a+b+c)=axb+axec=0 or axb=cxa
and bx(a+b+c¢c)=bxa+bxc=0 or bxc=axb
Thus, axb=bXxc=cxa
so that lallb sin y= Ibllcl sin o = Icllal sin 8
or ab sin y=bc sin o. = ca sin 8

siny _sing _ sinf3
- b

and
c a

11. Ifa=aqaji+a,j+ak,b=bji+b,j+ bk, and c =c|i + ¢, + c;k, show that

a, a4, a,
a-(bxe)=p, b, b,
Cl CZ C3
By (50.13),
i j ok
a-(bxe)=(@i+aj+ak)-|b b, b,
G 6 G

= (ai+ ayj + ask) - [(byc; — bycy)i + (bsc) — bicy)j + (bicy — bycpK]

a, a4, a,
= ay(byc; — bycy) + ay(bye, — bicy) + as(bic, — bye) = |b, b, b,
¢ G

12. Show thata - (axc¢)=0.
By (50.14),a- (axc)=(axa)-c=0.



13.

14.

15.
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For the vectors a, b, and ¢ of Problem 11, show thata X (b x¢)=(a-c)b—(a-b)c.

Here
i j k
ax(bxe)=(ai+aj+ak)x b b, b,
G G G

=(aji+ ayj + a;k) X [(Dyc3 — bicy)i + (bye; — bicy)j + (byc; — byc) K]

i i K

= a a, a,

b,c; —byc, bye,—bie, b, —by

=i(ayb,c; — a,byc) — asbsc) + azb,c;) + j(ashyc; — asbsc, — aybic, + a,byey)
+ Kk(a,bsc, — a\b,c; — a,b,c5 + a,bsc,)

=1ib,(a,c, + ayc, + a;c3) + jby(a,c, + axc, + ascs) + kbs(a,c, + a,c, + asc;)
— [ic,(a,b, + ayb, + azbs) + jey(a,by + ayb, + azbs) + Kes(a b, + axb, + ash;)]

=bi+bj+bk)a-c)—(ci+c,j+ck)a-b)
=b(a-c)—c(a-b)=(a-c)b—-(a-b)c

If [, and [, are two nonintersecting lines in space, show that the shortest distance d between them is the distance
from any point on /; to the plane through /, and parallel to /;; that is, show that if P, is a point on /, and P, is a
point on /, then, apart from sign, d is the scalar projection of P,P, on a common perpendicular to /, and J,.

Let [, pass through P,(x,, y,, z;) in the direction a = a,i + a,j + a;K, and let /, pass through P,(x,, ¥,, z,) in the
direction b =b,i + b,j + b;k.

Then P,P, = (x, — x))i + (y, — y))j + (2, — z,)k, and the vector a X b is perpendicular to both /, and /,. Thus,

_|P1P2~(a><b)
| laxbl

(r,—r)-(axb)|

d la x bl |

Write the equation of the line passing through P(1, 2, 3) and parallel to a = 2i — j — 4k. Which of the points

AG, 1,-1), B(2i42,4), C(2,0, 1) are on this line?

From (50.19), the vector equation is

(xi + yj + 7K) — (i + 2j + 3k) = k(2i — j — 4k)

or (x— Di+ (y—2)j + (z— 3)k = k(2i — j — 4K)
(D

The rectangular equations are

x=1_y=-2_z-3
2 T -1 -4 2

Using (2), it is readily found that A and B are on the line while C is not.
In the vector equation (1), a point P(x, y, z) on the line is found by giving k a value and comparing
components. The point A is on the line because

B-Di+(1-2)j+(-1-3)k=k(2i—-j—4k)
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16.

17.

when k = 1. Similarly B is on the line because
—dit+4j+k=k(2i-j-4K)
when k = — 4. The point C is not on the line because
i—2j-2k=k(2i-j-4k)

for no value of k.

Write the equation of the plane:

(a) Passing through Py(1, 2, 3) and parallel to 3x — 2y +4z -5 =0.

(b) Passing through Py(1, 2, 3) and P,(3, -2, 1), and perpendicular to the plane 3x — 2y +4z - 5=0.
(c) Through Py(1, 2, 3), P,(3, -2, 1) and P,(5, 0, —4).

Let P(x, y, z) be a general point in the required plane.

(a) Here a=3i—2j + 4k is normal to the given plane and to the required plane. The vector equation of the latter
is (r — ry)- a = 0 and the rectangular equation is

3x—-1D-2(y-2)+4(z-3)=0
or 3x—2y+4z-11=0
(b) Herer, —r,=2i—-4j— 2k and a = 3i — 2j + 4k are parallel to the required plane; thus, (r, — r,) X a is
normal to this plane. Its vector equation is (r — r,) - [(r; — ry) X a] = 0. The rectangular equation is

i j Kk
(r-r)- 2 -4 -2/ =[(x—Di+-2)j+z-3)k]-[-20i— 14j + 8k]
3 2 4

=-20x-1)-14(y-2)+8(z—-3)=0

or 20x+ 14y —8z—-24=0.

(c) Herer, —r,=2i—-4j—-2k and r, — r,=4i = 2j — 7k are parallel to the required plane, so that (r, — ry) X
(r, — ry) is normal to it. The vector equation is (r —ry) - [(r; — 1) X (r, — ry)] = 0 and the rectangular
equation is

i j k
(r-r) -2 =4 =2/ =[(x—=Di+y—2)j+z-3)k]-[-24i+6j + 12Kk]
4 2 7

=24x-1)+6(y-2)+12(z-3)=0

or 4x+y+2z-12=0.

Find the shortest distance d between the point Py(1, 2, 3) and the plane [] given by the equation
3x=2y+5z-10=0.

A normal to the plane is a = 3i — 2j + 5k. Take P,(2, 3, 2) as a convenient point in []. Then, apart from sign, d
is the scalar projection of PP, on a. Hence,

lal -

|- al [d+j-k)-Gi-2j+5k)|_ 2
S I e
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SUPPLEMENTARY PROBLEMS

18.

19.

20.

21.

22,

23.

24.

25.

Find the length of (a) the vector a = 2i + 3j + k; (b) the vector b = 3i — 5j + 9k; and (c) the vector ¢, joining
P,(3,4,5) to Py(1,-2, 3).

Ans. (a) \/14; (b) V1155 (c) 2411

For the vectors of Problem 18:

(a) Show that a and b are perpendicular.
(b) Find the smaller angle between a and ¢, and that between b and c.
(c) Find the angles that b makes with the coordinate axes.

Ans. (b) 165°14’, 85°107; (c) 73°45", 117°47’, 32°56'

Prove:i-i=j-j=k-k=1 and i-j=j-k=k-i=0.

Write a unit vector in the direction of a and a unit vector in the direction of b of Problem 18.

Ans. (a)*/_ 3\/4_‘]4-\{4_ (b)\/ﬁ Hj \/Lk

Find the interior angles B and 7y of the triangle of Problem 3.

Ans. [=22°12";y=9°16¢

For the unit cube in Fig. 50-14, find (a) the angle between its diagonal and an edge, and (b) the angle between its
diagonal and a diagonal of a face.

Ans.  (a) 54°44’; (b) 35°16’

Fig. 50-14

Show that the scalar projection of b onto a is given by | |

Show that the vector ¢ of (50.4) is perpendicular to both a and b.
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26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

Givena=i+j, b=1-2k, and ¢ = 2i + 3j + 4k, confirm the following equations:

(a axb=-2i+2j-k (b) bxec=6i-_8j+3k
() exa=—4i+4j-k () (a+b)x(a—b)=4i-4j+2k
(e) a-(axb)=0 ® a-(bxec)y=-2

() ax(bxe)=3i-3j—14k  (h) ex(axb)=—11i—6j+ 10k

Find the area of the triangle whose vertices are A(1, 2, 3), B(2, -1, 1), and C(-2, 1, —1). (Hint: IAB X AC| = twice
the area.)

Ans. 53

Find the volume of the parallelepiped whose edges are OA, OB, and OC, for A(1, 2, 3), B(1, 1, 2), and C(2, 1, 1).

Ans. 2

Ifu=axb,v=D>b Xc¢, w=c X a, show that:

(a) u-ec=v-a=w-b
() a-u=b-u=0,b-v=c-v=0,c-w=a-w=0
) u-(vxw)=[a-(bxo)?

Show that (a+b) - [(b+c¢) X (c+a)]=2a- (b Xxc).

Find the smaller angle of intersection of the planes 5x — 14y + 2z — 8 =0 and 10x — 11y + 2z + 15 = 0. (Hint: Find
the angle between their normals.)

Ans.  22°25

Write the vector equation of the line of intersection of the planes x+y—z—-5=0and 4x-y—-z+2=0.

Ans. (x—Di+ (y—5)j+ (z— Dk = k(-2i — 3j — 5k), where Py(1, 5, 1) is a point on the line.

Find the shortest distance between the line through A(2, —1, —1) and B(6, —8, 0) and the line through C(2, 1, 2)
and D(0, 2, —1).

Ans. \/6/6

Define a line through Py(x,, y,, Z,) as the locus of all points P(x, y, z) such that P,P and OP, are perpendicular.
Show that its vector equation is (r —r) - ry=0.

Find the rectangular equations of the line through Py(2, -3, 5) and

(a) Perpendicularto 7x —4y+2z -8 =0.
(b) Parallel to the linex—y+2z+4=0,2x+3y+6z—-12=0.
(c) Through P,(3, 6, -2).

x—2_Y+3 _z-5 4 x=2_y+3_z-5 x=2_y+3_ z-5
Ans. @)= =m0 Tt ==t O T =T =



36.

37.

38.

39.

40.

41.

42,
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Find the equation of the plane:

(a) Through Py(1, 2, 3) and parallel to a =2i + j — k and b = 3i + 6j — 2k.
(b) Through Py(2, -3, 2) and the line 6x +4y +3z4+5=0,2x+y+z-2=0.
(¢) Through Py(2,-1,-1) and P, (1, 2, 3) and perpendicular to 2x + 3y — 5z -6 =0.

Ans. () 4x+y+9z—-33=0;(b) 16x+T7y+82-27=0;(c) 9x—y+3z-16=0

Ifro=i+j+k,r, =2i+3j+4k, and r, = 3i + 5j + 7k are three position vectors, show that ro X r, +r, Xr,+r,
X1, =0. What can be said of the terminal points of these vectors?

Ans. They are collinear.

If P,, P,, and P, are three noncollinear points and r, r,, and r, are their position vectors, what is the position of
I, XTI+, Xr,+r, X1, with respect to the plane P,P,P,?

Ans. normal

Prove: (a)ax (bxec)+bXx(exa)+cx(axb)=0;(b)(axb)-(cxd)=(@-c)b-d)—(a-d)b-c).

Prove: (a) The perpendiculars erected at the midpoints of the sides of a triangle meet in a point; (b) the
perpendiculars dropped from the vertices to the opposite sides (produced if necessary) of a triangle meet in
a point.

Let A(1,2, 3), B(2,-1,5), and C(4, 1, 3) be three vertices of the parallelogram ABCD. Find (a) the coordinates of D;
(b) the area of ABCD; and (c) the area of the orthogonal projection of ABCD on each of the coordinate planes.

Ans. (2) D(3, 4, 1); (b) 2426 ; (¢) 8, 6, 2

Prove that the area of a parallogram in space is the square root of the sum of the squares of the areas of
projections of the parallelogram on the coordinate planes.



Surfaces and Curves in Space

Planes

We already know (formula (50.22)) that the equation of a plane has the form Ax + By + Cz + D = 0, where
Ai + Bj + CK is a nonzero vector perpendicular to the plane. The plane passes through the origin (0, 0, 0)
when and only when D = 0.

Spheres

From the distance formula (50.3), we see that an equation of the sphere with radius r and center (a, b, c) is

x—a?+@-bl+(z—-c)i=r?
So a sphere with center at the origin (0, 0, 0) and radius r has the equation

Pty +2=r?

Cylindrical Surfaces

An equation F(x, y) = 0 ordinarily defines a curve 6 in the xy plane. Now, if a point (x, y) satisfies this
equation, then, for any z, the point (x, y, z) in space also satisfies the equation. So, the equation F(x, y) =0
determines the cylindrical surface obtained by moving the curve % parallel to the z axis. For example, the
equation x? + y*> = 4 determines a circle in the xy plane with radius 2 and center at the origin. If we move this
circle parallel to the z axis, we obtain a right circular cylinder. Thus, what we ordinarily call a cylinder is a
special case of a cylindrical surface.

Similarly, an equation F (y, z) = 0 determines the cylindrical surface obtained by moving the curve in the yz
plane defined by F(y, z) = 0 parallel to the x axis. An equation F (x, z) = 0 determines the cylindrical surface
obtained by moving the curve in the xz plane defined by F'(x, z) = 0 parallel to the y axis.

More precisely, the cylindrical surfaces defined above are called right cylindrical surfaces. Other cylin-
drical surfaces can be obtained by moving the given curve parallel to a line that is not perpendicular to the
plane of the curve.

EXAMPLE 51.1: The equation z = x> determines a cylindrical surface generated by moving the parabola z = x* lying
in the xz plane parallel to the y axis.

Now we shall look at examples of surfaces determined by equations of the second degree in x, y, and z.
Such surfaces are called quadric surfaces. Imagining what they look like is often helped by describing their
intersections with planes parallel to the coordinate planes. Such intersections are called traces.

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.
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Ellipsoid

2 2
x2+%+%=l

The nontrivial traces are ellipses. See Fig. 51-1. In general, the equation of an ellipsoid has the form

2 2

x2
_2+

(@>0,b>0,c>0)

Q
%
+

|
Il
i

When a = b = ¢, we obtain a sphere.

Fig. 51-1

Elliptic Paraboloid

2=224)

The surface lies on or above the xy plane. The traces parallel to the xy plane (for a fixed positive z) are
circles. The traces parallel to the xz or yz plane are parabolas. See Fig. 51-2. In general, the equation of an
elliptic paraboloid has the form

2

y2
+5 (@>0,b>0,c>0)

z
c b

QNl =

Fig. 51-2

and the traces parallel to the xy plane are ellipses. When a = b, we obtain a circular paraboloid, as in the
given example.
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Elliptic Cone

2=x2+)>

See Fig. 51-3. This is a pair of ordinary cones, meeting at the origin. The traces parallel to the xy plane
are circles. The traces parallel to the xz or yz plane are hyperbolas. In general, the equation of an elliptic
cone has the form

Z2 2

2
o= +2 (@>0,b>0,¢>0)

QNl =
>

and the traces parallel to the xy plane are ellipses. When a = b, we obtain a right circular cone, as in the given
example.

1

Fig. 51-3

Hyperbolic Paraboloid

z=2y*—x

See Fig. 51-4. The surface resembles a saddle. The traces parallel to the xy plane are hyperbolas. The other
traces are parabolas. In general, the equation of a hyperbolic paraboloid has the form

2
J % @>0,b>0,c+0)

2
:—2—|—

ala
S

In the given example, c=1,a=1,and b = 1N2.

Hyperboloid of One Sheet

2
x2+y2—%:1

See Fig. 51-5. The traces parallel to the xy plane are circles and the other traces are hyperbolas. In general,
a hyperboloid of one sheet has an equation of the form
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[S)
[N]

.X2
_2+

IS)
%
|
ﬁNl I
Il
—

and the traces parallel to the xy plane are ellipses.

2]

Fig. 51-4
F
|
y
Fig. 51-5
Hyperboloid of Two Sheets
2 2 2
o Y
4 99

See Fig. 51-6. The traces parallel to the xy plane are circles, and the other traces are hyperbolas. In general,
a hyperboloid of two sheets has an equation of the form

————-3=1 (@a>0,b>0,c>0)

and the traces parallel to the xy plane are ellipses.
In general equations given above for various quadric surfaces, permlzltati(%n ofzthe variables x, y, z is

understood to produce quadric surfaces of the same type. For example, Pl Ry 1 also determines a

hyperboloid of two sheets.
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Tangent Line and Normal Plane to a Space Curve
A space curve may be defined parametrically by the equations

x=f@®), y=g@®, z=h@® (351.1)

Fig. 51-6

At the point Py(x,, y, z,) of the curve (determined by ¢ = t,), the equations of the tangent line are

X=Xy Y=Yy _ 2%
dcldi dyldi - deldi (512)

and the equations of the normal plane (the plane through P, perpendicular to the tangent line there) are

dx dy dz _
2 F Xt =)t (@) =0 (51.3)

See Fig. 51-7. In both (51.2) and (51.3), it is understood that the derivative has been evaluated at the point
P,. (See Problems 1 and 2.)

Tangent line

Normal plane
P(x, v, 2)4

Pi(xg+ Ax, yo+ Ay, 7o+ Az) T
~

Po(xg. ¥o: 20)

Fig. 51-7

Tangent Plane and Normal Line to a Surface
The equation of the tangent plane to the surface F(x, y, z) =0 at one of its points Py(x, Yo, 2Zo) 1S

oF oF oF
g(x—xo)+a—y(y—yo)+a—z(z—zo)=0 (51.4)
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and the equations of the normal line at P, are

Y% _ Y7 2% (51.5)

OF /ox oF/dy oF/dz

with the understanding that the partial derivatives have been evaluated at the point P,. See Fig. 51-8.
(See Problems 3-9.)

Normal line

Tangent plane

Fig. 51-8
A space curve may also be defined by a pair of equations

F(xy2=0, Gx, 5 2=0 (51.6)

At the point Py(x,, y,, z,) of the curve, the equations of the tangent line are

X=X Y=Y _ 2%

oF OF| |0F OF| |d0F OF

a_y iz 2 ox ox a_y 51.7)
oG dG| [9G dG| |9G IG
dy odz| 19z ox| |ox 9y
and the equation of the normal plane is

oF OoF oF OoF oF OoF

o dz| % ox o Ayl

B_G a_G()c x0)+a_G a_G(y—y0)+a_G a_G(Z Z,)=0 (51.8)

dy oz dz ox ox dy

In (51.7) and (51.8), it is understood that all partial derivatives have been evaluated at the point P,. (See
Problems 10 and 11.)

Surface of Revolution
Let the graph of y = f(x) in the xy plane be revolved about the x axis. As a point (x,, y,) on the graph revolves,
a resulting point (x,, y, z) has the distance y, from the point (x,, 0, 0). So, squaring that distance, we get

(o= xp)* + ¥y + 2= (3)* = (f(xp))*  and, therefore, y*+ 2= (f(x))’
Then, the equation of the surface of revolution is

Y+ 2= (f(0) (51.9)
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SOLVED PROBLEMS

1. Derive (51.2) and (51.3) for the tangent line and normal plane to the space curve x =f(¢), y = g(), z = h(t) at the
point Py(x,, y,, 2o) determined by the value ¢ = 7. Refer to Fig. 51-7.

Let P/y(xo + Ax, yo + Ay, 7, + Az), determined by ¢ = ¢, + Az, be another point on the curve. As P,— P, along
the curve, the chord P,P’;approaches the tangent line to the curve at P, as the limiting position.

Ax A
A simple set of direction numbers for the chord P P’ is [Ax, Ay, Az], but we shall use [A_zf)t)%} . Then as

Ax Ay Az drx dy dz
Py— Py, At - 0 and |: ACACA | T drdrar bR set of direction numbers of the tangent line at P,. Now if

P(x, y, z) is an arbitrary point on this tangent line, then [x — x,, y — y,, 2 — 2,] is a set of direction numbers of P,P.
Thus, since the sets of direction numbers are proportional, the equations of the tangent line at P, are

X=X Y=Y i 2%

de/dt ~ dyldt ™ dz/dt

If R(x, y, ) is an arbitrary point in the normal plane at P,, then, since PyR and P,P are perpendicular, the
equation of the normal plane at P, is

(x— X) ;T O- yo)dt+(z zo)dt 0

2. Find the equations of the tangent line and normal plane to:

(@) Thecurvex=t y=1r z=7 atthe point = 1.
(b) Thecurve x=1—2, y=3¢+ 1, z=2¢ at the point where it pierces the yz plane.

(a) Atthepointz=1or(l,1,1),dx/dt=1, dy/dt =2t =2, and dz/dt = 3F = 3. Using (51.2) yields, for the
equations of the tangent line, 2— = 1_Y ;1 =3 1, using (51.3) gives the equation of the normal plane as

x-D+2(y-1D)+3z-1)=x+2y+3z-6=0.
(b) The given curve pierces the yz plane at the point where x = ¢t — 2 = 0, that is, at the point r =2 or (0, 13,
16). At this point, dx/dt =1, dy/dr = 6t = 12, and dz/dt = 6> = 24. The equations of the tangent line are

1= yl__213 = 54 , and the equation of the normal plane is x + 12(y — 13) + 24(z — 16) =x + 12y +
24z -540=0.

3. Derive (51.4) and (51.5) for the tangent plane to the surface F (x, y, z) = 0 at the point P(x,, y,, z,)- Refer to
Fig. 51-8.
Let x =f(¢), y = g(t), z = h(¢) be the parametric equations of any curve on the surface F'(x, y, z) = 0 and passing
through the point P,. Then, at P,,,

OF dx | OF dy | OF dz _
ox d;+ay dr T oz dt_o

with the understanding that all derivatives have been evaluated at P,,.
dx dy dz

This relation expresses the fact that the line through P, with direction numbers |:— — —] is perpendicular

dt’dt’dt
to the line through P, having direction numbers [%_5’88_5’%_5] The first set of direction numbers belongs to the
tangent to the curve which lies in the tangent plane of the surface. The second set defines the normal line to the
surface at P,. The equations of this normal are

X=X _ Y= )

OF /0x ~ OF /dy  0F/0z
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and the equation of the tangent plane at P, is
F-x)+ -+ dfe-z)=0
In Problems 4 and 5, find the equations of the tangent plane and normal line to the given surface at the given point.

4. z=3x+2y*-11;(2, 1, 3).

Put F(x, y, 2) = 3824 25— z— 11 =0. At (2, 1, 3), %—i:m: 12,%—5:@:4, and %—5:—1. The equation of
the tangent plane is 12(x —2) +4(y — 1) — (z—3)=0or 12x + 4y — 7 =25.

The equations of the normal line are x1—22 =2 Zl = Z__13.

5. F(x,y,2)=x+3y*—4722+3xy— 10yz+4x -5z —22=0; (1, -2, 1).

At(l, -2, 1),%—’;:2x+3y+4=0,a—’;=6y+3x— 10z=-19, and%—f:—sz— 10y — 5 = 7. The equation of

the tangent plane is O(x — 1) — 19(y +2) + 7(z— 1) =0o0r 19y - 77+ 45 =0.

The equations of the normal line are x — 1 =0 and ))_41—92 = ZT_] orx=1,7y+19z-5=0.

2 2
6. Show that the equation of the tangent plane to the surface 2 — % — 2 =1 at the point Py(xy, Yo, Zo) 1S
Xy Wo %o _,
a> b*
OF _2% 9F _ 2V 4 OF _ 2% i i
At Py, xo @ oy b and P The equation of the tangent plane is
X, 2 2z
S (= x) = ROy~ R (2= 2) =0,
. xXx, Y, @ Xt 2z . .
This becomes a—z" - b—2° - c_20 = a—‘; - b—‘; - c—‘; =1, since P, is on the surface.

7. Show that the surfaces F(x, y,z) =x*+4y*—4z2—4=0and G(x, y, z) = x>+ y*+ 22— 6x — 6y + 27+ 10 =0 are
tangent at the point (2, 1, 1).

It is to be shown that the two surfaces have the same tangent plane at the given point. At (2, 1, 1),

oF oF oF

o =2x—4, _ay =8y=38, Pe =-8z=-8

9G _ 5. _g—_ 9G _ 5 _g—_ 9G _ -
and o 2x—6=-2, 3y =2y—-6=-4, pe =2z7+2=4

Since the sets of direction numbers [4, 8, —8] and [—2, —4, 4] of the normal lines of the two surfaces are
proportional, the surfaces have the common tangent plane

1x-2)+2y-1)—-2(z-1)=0 or x+2y—2z=2

8. Show that the surfaces F(x, y, z) =xy + yz — 4zx =0 and G(x, y, ) = 3z — 5x + y = 0 intersect at right angles at the
point (1, 2, 1).

It is to be shown that the tangent planes to the surfaces at the point are perpendicular or, what is the same, that
the normal lines at the point are perpendicular. At (1, 2, 1),

%—5:)}—42:—2, %—I;=X+Z=2, a—=y—4x=_2
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10.

11.

A set of direction numbers for the normal line to F (x, y, z) = 0is [/;, m,, n,] =[1, —1, 1]. At the same point,

9G _ _ 9G _ 9G _¢, -

ox > 8y_1’ 0z =62=6
A set of direction numbers for the normal line to G(x, y, z) = 0 is [, m,, n,] =[5, 1, 6].
Since [, + mym, + n,n, = 1(=5) + (-1)1 + 1(6) = 0, these directions are perpendicular.

Show that the surfaces F(x, y, 7) = 3x> + 4y* + 822 — 36 = 0 and G(x, y, 7) = x> + 2y* — 47> — 6 = 0 intersect at right
angles.

At any point Py(x,, ¥y, Zo) on the two surfaces, %—I; = 6x0,%—F =8y,,and %—f =16z,; hence [3x,, 4y, 8z isa

set of direction numbers for the normal to the surface F (x, y, z) = 0 at P,. Similarly, [x,, 2y,, —4z,] is a set of
direction numbers for the normal line to G(x, y, z) = 0 at P;,. Now, since

6(x2+2y2 —4z3)—(3x3 +4y; +822)=6(6)—-36=0,
these directions are perpendicular.

Derive (51.7) and (51.8) for the tangent line and normal plane to the space curve C: F(x, y,2) =0, G(x,y,2) =0
at one of its points Py(Xy, Yo, 2o)-

oF JF oF 9G G JIG i
9x° dy * 0z ] d [ ax 0y oz ] are normal, respectively, to the tangent planes of the

surfaces F'(x, y, z) = 0 and G(x, y, 7) = 0. Now the direction

At Py, the directions

OF /dy OF/0z
0G/dy 0G/az

oF /dz OF /ox
> |0G/dz 90G/ox

oF /dx OF /dy
’ oG /dx oG /dy

being perpendicular to each of these directions, is that of the tangent line to C at P,. Hence, the equations of the
tangent line are
X~ % _ Y=Y _ -7
OF /dy OF/dz| |0F/dz OF/dx| |d0F/dx OF/dy
dG/dy 0G/dz| |0G/dz OG/dx| |0G/dx JG/dy

and the equation of the normal plane is

OF [0z OF /dx
0G/dz 9dG/dx

OF /dx OF /dy

oG / ox aG/ay(Z_ZO):O

oF /dy OF/0z
0G/dy 0G/oz

(x—x0)+‘

(y_y0)+‘

Find the equations of the tangent line and the normal plane to the curve x* +y? + z2 = 14, x + y + z = 6 at the point
(1,2,3).

Set F(x,y,z2)=x>+y*+7z>—14=0 and G(x,t,z)=x+y+z—-6=0.At(1,2,3),

OF /9y OF /3| _[2y 2¢_I4 6|_

0G/dy oG/az| |1 1| |t 1]

OF /9z OF [ox| |6 2|_, [oF/ox oF/dy| |2 4__,
0G/9z oG/ox| |l 1| 7 [9G/ox oG /oy |1 1|

x—-1_y-2 _z-3
= =

With [1, =2, 1] as a set of direction numbers of the tangent, its equations are ) I

of the normal plane is (x — 1) = 2(y —2) + (z—3) =x—2y +z=0.

. The equation
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12. Find equations of the surfaces of revolution generated by revolving the given curve about the given axis: (a) y =
x? about the x axis; (b) y = % about the y axis; (c) z =4y about the y axis.
In each case, we use an appropriate form of (51.9): (a) y> + 22 =x*, (b) X* + 2> = %; (c) x>+ 22 = 16y~

13. Identify the locus of all points (x, y, z) that are equidistant from the point (0, —1, 0) and the plane y = 1.
Squaring the distances, we get x2 + (y + 12) + z2= (y — 1)?, whence x* + 72 = —4y, a circular paraboloid.

14. Identify the surface 4x> — y* + 72 — 8x + 2y + 2z + 3 = 0 by completing the squares.
We have

42 =-2x) - (*=29)+ (22 +22)+3=0
Ax—1P— (- 1P+ (@+1)2+3=4

A= 12= (- D+ +12=1

This is a hyperboloid of one sheet, centered at (1, 1, —1).

SUPPLEMENTARY PROBLEMS

15. Find the equations of the tangent line and the normal plane to the given curve at the given point:

(@ x=2t,y=rz=0r;t=1 Ans. xgzzyT_lzzT_l;2x+2y+3z—9=0
b) x=te,y=e,z=1t=0 Ans. % %lz%;x+y+z—1=0
(c) x=tcost,y=tsint, z=1t1t=0 Ans. x=zy=0;x+2z=0

16. Show that the curves (a) x=2—1, y=—1/t, z=2 and (b) x=1+6, y=sin 0 — 1, z=2 cos O intersect at right
angles at P(1, —1, 2). Obtain the equations of the tangent line and normal plane of each curve at P.

Ans. @ ALY o222y 4ni6=00 (0) xoy=2,222 x4y=0

17. Show that the tangent lines to the helix x =a cos ¢, y = a sin t, z = bt meet the xy plane at the same angle.
18. Show that the length of the curve (51.1) from the point ¢ = ¢, to the point ¢ = ¢, is given by

0 () () ()

Iro\/(dt) +(dt lar)

Find the length of the helix of Problem 17 from r =0 to t =1,.

Ans.  ~a*+bt,

19. Find the equations of the tangent line and the normal plane to the given curve at the given point:
(@) X2+2y*+22=5,3x—-2y—-z=0; (1,1, 1).

(b) 9I?+4y?—36z=0,3x+y+z—-22—-1=0; (2,-3,2).
(c) 4z22=xy,x*+y*=8z;, (2,2, 1).
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20.

21.

22,

23.

24.

25.

26.

27.

Ans. (a) xgl YT_1=Z_—‘81; 2x+7Ty—8z—1=0; (b) x12=y+2,y+3=0;x+z—4=0;

(C) XIzzy_;lz’Z_lzo;x—yzo

Find the equations of the tangent plane and normal line to the given surface at the given point:

(@) xX+y +72=14;(1,-2,3) Ans. x—2y+3z=14;xI1=y_+22=Zg3
(b) X2+y*+z22=r%(x;, ¥, 21) Ans. xx+yy+ziz=r% x;lx] = y;yl = Z;Z]
© 2+22+3y5(2,-2,-2) Ans. x+3y—2z=0;x12=y;2=zj22
(d) 22 +2xy+y2+2+1=0;(1,-2,-3)  Ans. z—2y=1;x—1=o,ﬂ22=%

(© z=xy;(3,-4,-12) Ans. dx—dy+o=12 273200824l

(a) Show that the sum of the intercepts of the plane tangent to the surface x'? + y2+ z'2 = ¢'”? at any of its points is a.

(b) Show that the square root of the sum of the squares of the intercepts of the plane tangent to the surface x** +
Y3+ 723 = g3 at any of its points is a.

Show that each pair of surfaces are tangent at the given point:

(@ ¥*+y*+22=18,xy=9;(3,3,0).
(b) X*+y*+72—8x—8y—6z+24=0, x*+3y+2z°=9; (2, 1, 1).

Show that each pair of surfaces are perpendicular at the given point:

(a) x*+2y*—472=8 4x*—y22=14;(2,2, ).
(b) x*+y*+272=50, ¥*+y*— 10z + 25 =0; (3, 4, 5).

Show that each of the surfaces (a) 14x> + 11y? + 822 = 66, (b) 322 — 5x+ y=0, and (¢) xy + yz —4zx =0 is
perpendicular to the other two at the point (1, 2, 1).

Identify the following surfaces.

(a) 36y —x>+3672=09.
(b) Sy=-72+x%
() X*+4y*—4z2—6x—16y—16z+5=0.

Ans. (a) hyperboloid of one sheet (around the x axis); (b) hyperbolic paraboloid; (c) hyperboloid of one
sheet, centered at (3, 2, —2)

Find an equation of a curve that, when revolved about a suitable axis, yields the paraboloid y* + z> — 2x = 0.

Ans. y=+/2x or z=+/2x, about the x axis

Find an equation of the surface obtained by revolving the given curve about the given axis. Identify the type of
surface: (a) x = y? about the x axis; (b) x = 2y about the x axis.

2
Ans. (a) x=y*+ 22 (circular paraboloid); (b) y*+ z2= XT (right circular cone)



Directional Derivatives.
Maximum and Minimum Values

Directional Derivatives

Let P(x, y, z) be a point on a surface z = f(x, y). Through P, pass planes parallel to the xz and yz planes,
cutting the surface in the arcs PR and PS, and cutting the xy plane in the lines P*M and P*N, as shown in
Fig. 52-1. Note that P* is the foot of the perpendicular from P to the xy plane. The partial derivatives dz/dx
and 0z/dy, evaluated at P*(x, y), give, respectively, the rates of change of z = P*P when y is held fixed and
when x is held fixed. In other words, they give the rates of change of z in directions parallel to the x and y
axes. These rates of change are the slopes of the tangent lines of the curves PR and PS at P.

Z

M

Fig. 52-1

Consider next a plane through P perpendicular to the xy plane and making an angle 0 with the x axis. Let
it cut the surface in the curve PQ and the xy plane in the line P*L. The directional derivative of f(x, y) at P*
in the direction @is given by
dz _0dz oz

$=a00s9+$sm9 (52.1)

The direction @is the direction of the vector (cos )i + (sin 6)j.

The directional derivative gives the rate of change of z = P*P in the direction of P*L; it is equal to the
slope of the tangent line of the curve PQ at P. (See Problem 1.)

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.
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The directional derivative at a point P* is a function of €. We shall see that there is a direction, determined
by a vector called the gradient of f at P* (see Chapter 53), for which the directional derivative at P* has
a maximum value. That maximum value is the slope of the steepest tangent line that can be drawn to the
surface at P,

For a function w = F(x, y, z), the directional derivative at P(x, y, z) in the direction determined by the
angles ¢, f3, v is given by

d_F—a_F +a_F B+a_F
ds = ax cosox ay COS az COS'y

By the direction determined by ¢, f, and % we mean the direction of the vector (cos )i + (cos f)j +
(cos p)k.

Relative Maximum and Minimum Values

Assume that z = f{x, y) has a relative maximum (or minimum) value at P(x,, y,, z,). Any plane through P,
perpendicular to the xy plane will cut the surface in a curve having a relative maximum (or minimum) point

at P,. Thus, the directional derivative %cos6+ %Sine of z = f(x, y) must equal zero at F,. In particular,

y = 0. When Ozg, sin =1 and cos 8= 0, so that A 0.

when 6= 0, sin 8= 0 and cos 6= 1, so that =— = =
ox dy

Hence, we obtain the following theorem.

Theorem 52.1: Ifz=/f(x, y) has a relative extremum at P(x,, y,, z,) and g—f and gl exist at (x,, y,), then g—f =0and
x ly X
&~ 0at (v 30,
'y
We shall cite without proof the following sufficient conditions for the existence of a relative maximum
or minimum.

Theorem 52.2: Let z = f(x, y) have first and second partial derivatives in an open set including a point (x,, y,) at

2 2
which 8_]; =0and a—i =0. Define A = ( f ) - ( a_f)( f ) Assume A < 0 at (x,, y,). Then:

o J ox dy ox? J\ 9y?
2 2
a relative minimum at (x,, y,) if g J: + ?) J; >0
z=f(x, y) has x y
a relative maximum at (x, ) if 9/ + _82f <0
0 Jo ox2 ' 9y?

If A > 0, there is neither a relative maximum nor a relative minimum at (x,, ).
If A =0, we have no information.

Absolute Maximum and Minimum Values

Let A be a set of points in the xy plane. We say that A is bounded if A is included in some disk. By the comple-
ment of A in the xy plane, we mean the set of all points in the xy plane that are not in A. A is said to be closed
if the complement of A is an open set.

Example 1: The following are instances of closed and bounded sets.

(a) Any closed disk D, that is, the set of all points whose distance from a fixed point is less than or equal to some
fixed positive number 7. (Note that the complement of D is open because any point not in D can be surrounded by
an open disk having no points in D.)

(b) The inside and boundary of any rectangle. More generally, the inside and boundary of any “simple closed curve,”
that is, a curve that does not interset itself except at its initial and terminal point.
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Theorem 52.3: Let f(x, y) be a function that is continuous on a closed, bounded set A. Then f has an absolute
maximum and an absolute minimum value in A.

The reader is referred to more advanced texts for a proof of Theorem 52.3. For three or more variables,

an analogous result can be derived.

SOLVED PROBLEMS

1.

Derive formula (52.1).
In Fig. 52-1, let P**(x + Ax, y + Ay) be a second point on P*L and denote by As the distance P*P**,
Assuming that z = f(x, y) possesses continuous first partial derivatives, we have, by Theorem 49.1,

Az= % Ax+ g—; Ay+e€ Ax+e€,Ay

where €, and €, — 0 as Ax and Ay — 0. The average rate of change between points P* and P** is

As ™ ox As 9y As T € As T €Ay

= %cos@+g—;sin9+el cos6+€,sinf

where 01is the angle that the line P*P** makes with the x axis. Now let P** — P* along P*L. The directional

derivative at P*, that is, the instantaneous rate of change of z, is then

dz _ 0z 0059+ﬁsin9

ds ~ ox dy

Find the directional derivative of z = x*> — 6y* at P*(7, 2) in the direction: (a) 8=45°; (b) 6 = 135°.
The directional derivative at any point P*(x, y) in the direction 61is

dz _ 9z 92 Gng = 12ysi
ds = on cosO+ PR sin@ =2xcosf—12ysin@

(a) At P*(7,2)in the direction 8= 45°,
& = 2(7)32) - 122)3+2) =52
(b) At P*(7,2) in the direction 8=135°,

& =27~ 442) - 122)4V2) =-19V2

Find the directional derivative of z = ye* at P*(0, 3) in the direction (a) 8= 30°; (b) 8= 120°.
Here, dz/ds = ye* cos O+ ¢* sin 6.

(a) At (0, 3) in the direction 8=30°, dz/ds = 3(1)(3~/3) + L =L (33 +1).
(b) At (0, 3) in the direction 8= 120°, dz/ds = 3(1) (- 1)+ +/3 =1 (-3 +/3).

__ 64
X +yr+2°
at the center of the plate. At the point (1, 2), find the rate of change of T in the direction 8= 7/3.

The temperature 7 of a heated circular plate at any of its points (x, y) is given by 7= the origin being
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‘We have

dT . 64(2x) _ 642y) .

ds =G wy 2y 00 Gy gy sind
At(L.2) in the direction 9=, 4T — 128 1 _ 256 3 _ (1+2I)

3’ ds 49 2 49 2

5. The electrical potential V at any point (x, y) is given by V =1n /x> + y*. Find the rate of change of V at the point
(3, 4) in the direction toward the point (2, 6).
Here,

av_
ds  x*+y

Yy
cosO +
2 xZ +

sin@
y2

Since Ois a second-quadrant angle and tan 8= (6 —4)/(2 - 3) =—-2, cos 8=-1 /</5 and sin 6=2//5.

dv _ 3(1)42J§

ds " 25\ J5) 255

Hence, at (3, 4) in the indicated direction,

6. Find the maximum directional derivative for the surface and point of Problem 2.
At P*(7, 2) in the direction 6, dz/ds = 14 cos 6 — 24 sin 6.

To find the value of 0 for which Z— is a maximum, set %(%) —14 sin 6— 24 cos 8=0. Then tan =—% =—12

and @is either a second- or fourth-quadrant angle. For the second-quadrant angle, sin 8= 12/4/193 and cos =—7/4/193.
For the fourth-quadrant angle, sin 0=—-12/4/193 and cos 8=7/4/193.

Since 5192 (ZZ ) 70 (—14 sin 68— 24 cos 8) =—14 cos 0+ 24 sin @is negative for the fourth-quadrant angle,
dz _ 7 12 ) s s annols
the maximum directional derivative is == pri 14( \/W) 24( —\/@ ) =24/193, and the direction is 8=300°15".

7. Find the maximum directional derivative for the function and point of Problem 3.

At P*(0, 3) in the direction 6, dz/ds =3 cos 6+ sin 6.

To find the value of 6 for which d—s is @ maximum, set %(%) =-3sin O+ cos 8=0. Then tan 6=1 and 6
is either a first- or thlrd -quadrant angle.

d’ (dz ) 70 (=3 sin 8+ cos 6) =-3 cos 8- sin @is negative for the first-quadrant angle, the

d6*?
maximum directional derivative is dz 3i +—— 1 =410, and the direction is 8= 18°26’.

ds 7 J10 10

Since

8. InProblem 5, show that V changes most rapidly along the set of radial lines through the origin.
g 4V dV xl Y1
+ y2 2 + y2

Y1/(x12+)’12)_ﬂ .
—xl TG+ D) =% Thus, @is the angle of

cosf +

At any point (x,, y,) in the direction

when i(d_V) x—251n0+ —20050 0, and then tan 6=
do xt+y; +y;

inclination of the line joining the origin and the point (x,, y,).

sinf. Now V changes most rapidly

9. Find the directional derivative of F(x, y, z) = xy + 2xz — y* + z° at the point (1, -2, 1) along the curve x =,
y=t- 13, z=£in the direction of increasing z.
A set of direction numbers of the tangent to the curve at (1, -2, 1) is [1, 1, 2]; the direction cosines are [1/ J6,
1/46, 2/\/6]. The directional derivative is

oF oF 1 2 _13J/6
gcosa+$cos[3+ cosj/ 0£+5\/_+4—6_—6



10.

11.

12.
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Examine f(x, y) = x> + y? — 4x + 6y + 25 for maximum and minimum values.

The conditions % =2x—4=0and % =2y + 6 =0 are satisfied when x =2, y =—3. Since

foo )= (2 —dx+4) + (P +6y+9)+25-4—9=(x =2+ (y+3)*+ 12

it is evident that f(2, —3) = 12 is the absolute minimum value of the function. Geometrically, (2, —3, 12) is the
lowest point on the surface z = x* + y* — 4x + 6y + 25. Clearly, f(x, y) has no absolute maximum value.

Examine f(x,y) = x* + y* + 3xy for maximum and minimum values.

‘We shall use Theorem 52.2. The conditions gf =3(*+y)=0and gf 3(y*+ x) = 0 are satisfied when x =0,
y=0and whenx=-1, y=—1.

At (0, 0),af—6 =0, aazg =3, andgf

2FY (02 3F
(axay) ‘(axZ)(a ) 9>0

and (0, 0) yields neither a relative maximum nor minimum.

=6y = 0. Then

At (-1,-1), 32]: =-0, aazf =3, and 32f =—6. Then

d’ 9? *f 9
) (ax{)(ay];)=—27<0 and ax{ + ay{ <0

a
( 2f
0x dy

Hence, f(—1, —1) = 1 is a relative maximum value of the function.
Clearly, there are no absolute maximum or minimum values. (When y = 0, f(x, y) = x* can be made arbitrarily
large or small.)

Divide 120 into three nonnegative parts such that the sum of their products taken two at a time is a maximum.
Let x, y, and 120 — (x + y) be the three parts. The function to be maximized is S = xy + (x + y)(120 — x — y).
Since 0 < x + y < 120, the domain of the function consists of the solid triangle shown in Fig. 52-2. Theorem 52.3

guarantees an absolute maximum.

0o 120 X
Fig. 52-2
Now,
9 _ 4 (120 —120-2
o =Y TU20-x-y) - (x+y)=120-2x -y
and
aJs

W =x+(120-x-y)—(x+y)=120—x—2y
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Setting dS/dx=09S/dy=0 yields 2x + y = 120 and x + 2y = 120.

Simultaneous solution gives x = 40, y = 40, and 120 — (x + 4) = 40 as the three parts, and S = 3(40%) = 4800.
So, if the absolute maximum occurs in the interior of the triangle, Theorem 52.1 tells us we have found it. It is
still necessary to check the boundary of the triangle. When y =0, S = x(120 — x). Then dS/dx = 120 — 2x, and the
critical number is x = 60. The corresponding maximum value of S is 60(60) = 3600, which is < 4800. A similar
result holds when x = 0. Finally, on the hypotenuse, where y = 120 — x, S = x(120 — x) and we again obtain a
maximum of 3600. Thus, the absolute maximum is 4800, and x =y = z = 40.

13. Find the point in the plane 2x — y + 2z = 16 nearest the origin.
Let (x, y, z) be the required point; then the square of its distance from the origin is D = x? + y* + z2. Since also
2x—y+2z=16,wehave y=2x+2z— 16 and D = x> + 2x + 2z — 16)> + 72
Then the conditions dD/dx = 2x + 4(2x + 2z — 16) = 0 and dD/0dz = 4(2x + 2z — 16) + 2z = 0 are equivalent
to 5x + 4z =32 and 4x + 5z = 32, and x = z = 3. Since it is known that a point for which D is a minimum exists,

2 18 32 g that point.

14. Show that a rectangular parallelepiped of maximum volume V with constant surface area S is a cube.
Let the dimensions be x, y, and z. Then V= xyz and S = 2(xy + yz + 2x).
The second relation may be solved for z and substituted in the first, to express V as a function of x and y. We
prefer to avoid this step by simply treating z as a function of x and y. Then

vV 0z vV 0z

Wzyz+xy$, a—y=x1+xya—y
9 _o= 0z, ,0z) 95 _(_ 09z 02
ax—O—Z(y+Z+xay+yax), ay—0—2(x+z+xay+yay)
From the latter two equations, %=— )); Ii and g—;=— ;i; . Substituting in the first two yields the conditions
%—‘; =yz— —xy;):;z) =0 and %—‘; =xz— —xy;)i;Z) =0, which reduce to y*(z —x) =0 and x*(z—y) =0. Thus x=y =z,

as required.

2 2 2
15. Find the volume V of the largest rectangular parallelepiped that can be inscribed in the ellipsoid x_2 + y_2 + % =1
Let P(x, y, z) be the vertex in the first octant. Then V = 8xyz. Consider z to be defined as a function of the

independent variables x and y by the equation of the ellipsoid. The necessary conditions for a maximum are
v _ i) - WV _ 9z |
o —S(yz+xyax =0 and B —S(xz+xyay)—0 1

From the equation of the ellipsoid, obtain 2—); + 2_§i =0and 2—2’ + 2—2Zi =0. Eliminate dz/dx and dz/dy
. o a c? ox b c* dy
between these relations and (1) to obtain

vV _ 3 Xy vV _ _ cAxy? )
P S(yz el b 0 and E 8| xz )= 0
and, finally,

2
r=% @

Combine (2) with the equation of the ellipsoid to get x = ax/3/3, y = b/3/3, and z = ¢+/3/3.
Then V = 8xyz=(8 NEY /9)abc cubic units.
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SUPPLEMENTARY PROBLEMS

16.

17.

18.

19.

20.

21.

22,

23.

24.

Find the directional derivatives of the given function at the given point in the indicated direction.
(@) z=x2+xy+y% (3, 1), 0= %

(b) z=x*-3xy+y> (2, 1), 0=tan"'(3).

(¢) z=y+xcosxy, (0,0), 0:%

(d) z=2x2+3xy—y% (1, -1), toward (2, 1).

Ans. (a) $(7+53); (b) 21J13/13; (c) +(1++/3); (d) 11/5/5

Find the maximum directional derivative for each of the functions of Problem 16 at the given point.

Ans. (2) 745 (b) 3V10; () V2; (d) V26
Show that the maximal directional derivative of V=1n /x> + y*> of Problem 8 is constant along any circle x*> + y* = 1%

On a hill represented by z =8 — 4x> — 2y?, find (a) the direction of the steepest grade at (1, 1, 2) and (b) the
direction of the contour line (the direction for which z = constant). Note that the directions are mutually
perpendicular.

Ans.  (a) tan”'(3), third quadrant; (b) tan~'(-2)

Show that the sum of the squares of the directional derivatives of z = f(x, y) at any of its points is constant for any
two mutually perpendicular directions and is equal to the square of the maximum directional derivative.

Given z = f(x, y) and w = g(x, y) such that dz/dx =0dw/dy and dz/dy=—dw/dx. If 6, and 6, are two mutually
perpendicular directions, show that at any point P(x, y), dz/ds, = dw/ds, and dz/ds, =—0w/0s, .

Find the directional derivative of the given function at the given point in the indicated direction:

(@ xyz (2,1,3),[1,-2,2].
(b) 2+ +2 (1, 1, 1), toward (2, 3, 4).
(¢) x*+y*—2xz, (1,3, 2), along x* + y* — 2xz = 6, 3x*> — y* + 3z = 0 in the direction of increasing z.

Ans. (a) —;(b) 65/14/7;(c) 0

Examine each of the following functions for relative maximum and minimum values.

(@) z=2x+4y—-x*—y*-3 Ans. maximum=2whenx=1,y=2

(b) z=x>+y*—3xy Ans. minimum=-1 whenx=1,y=1

(¢) z=x*+2xy+2y* Ans. minimum =0 whenx=0,y=0

(d z=x—-y)(1-xy) Ans. neither maximum nor minimum

(e) z=2x2+7+6xy+10x—6y+5 Ans. neither maximum nor minimum

() z=3x-3y-23-xy>+2x%+)° Ans. minimum = —+/6 when x =—/6/6, y= J6/3;
maximum\/g when x = \/6/6, y= —\/6/3

() z=xy2x+4y+1) Ans. maximum szwhenx=-%, y=—3%

Find positive numbers x, y, z such that

(@) x+y+z=18 and xyz is a maximum (b) xyz=27and x +y + z is a minimum
(¢) x+y+z=20and xyz?is a maximum (d) x+y+z=12and xy*z® is a maximum

Ans. (@Q)x=y=z=6;b)x=y=z=3;(c)x=y=5,2z=10;(d)x=2,y=4,z=6
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25. Find the minimum value of the square of the distance from the origin to the plane Ax + By + Cz+ D =0.

Ans  DY(A+ B*+ (C?)

26. (a) The surface area of a rectangular box without a top is to be 108 ft>. Find the greatest possible volume.
(b) The volume of a rectangular box without a top is to be 500 ft. Find the minimum surface area.

Ans.  (a) 108 ft%; (b) 300 ft2

27. Find the point on z = xy — 1 nearest the origin.

Ans. (0,0,-1)

28. Find the equation of the plane through (1, 1, 2) that cuts off the least volume in the first octant.

Ans. 2x+2y+z=6

29. Determine the values of p and g so that the sum S of the squares of the vertical distances of the points (0, 2), (1, 3),
and (2, 5) from the line y = px + ¢ is a minimum. (Hint: S=(q—2*+(p+q -3+ 2p+q—5)>)

Ans. p=3,q=14



Vector Differentiation and
Integration

Vector Differentiation
Let

r=ifi() +jf(O+Kf@) =if +jf+kf
s =1g,(1) + j&,(1) + kgy(1) =g, + g, + kgs
u =ih,(?) + jh, () + khy(t) =ih, + jh, + kh,
be vectors whose components are functions of a single scalar variable # having continuous first and second

derivatives.
We can show, as in Chapter 39 for plane vectors, that

d dr ds
E(r.s)=E.s+r.E (53.1)

Also, from the properties of determinants whose entries are functions of a single variable, we have

d d i j k i j k i j k
7 exs) = \h L AEINS f;—i_fi, fz, f3,
8 & 8| |& 8 & |81 & &

dr ds
—EXS-FI'XE (53.2)
d dr ds du
and Z[r- (sxu)]:E-(sxu)+r-(Exu)+r-(sXEJ (53.3)

These formulas may also be established by expanding the products before differentiating.
From (53.2) follows

d dr d
%[rx(sxu)]=Ex(sxu)+rxz(sxu)

dr ds du
ZEX(SXH)+r X(Exu)+rx(s><%) (53.4)

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.
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Space Curves
Consider the space curve

x=fO, y=g®, z2=h(1) (53.5)

where f(), g(¢), and h(¢) have continuous first and second derivatives. Let the position vector of a general
variable point P(x, y, z) of the curve be given by

r=xi+yj+zk

As in Chapter 39, t = dr/ds is the unit tangent vector to the curve. If R is the position vector of a point
(X, Y, Z) on the tangent line at P, the vector equation of this line is (see Chapter 50)

R —r =kt fork a scalar variable (53.6)
and the equations in rectangular coordinates are

X-x Y-y Z-z
dxlds ~ dylds ~— dzlds

where [%, %, %] is a set of direction cosines of the line. In the corresponding equation (51.2), a set of
L dx dy dz
direction numbers [E’ € d was used.

The vector equation of the normal plane to the curve at P is given by
R-r)-t=0 (53.7)

where R is the position vector of a general point of the plane.
Again, as in Chapter 39, dt/ds is a vector perpendicular to t. If n is a unit vector having the direction of
dt/ds, then

dt
% = |K|n

where |K] is the magnitude of the curvature at P. The unit vector

n—i
IK]

| &

(53.8)

ISY

A)

is called the principal normal to the curve at P,
The unit vector b at P, defined by

b=txn (53.9)

is called the binormal at P. The three vectors t, n, b form at P a right-handed triad of mutually orthogonal
vectors. (See Problems 1 and 2.)

At a general point P of a space curve (Fig. 53-1), the vectors t, n, b determine three mutually perpen-
dicular planes:

1. The osculating plane, containing t and n, having the equation (R—r) b =0
2. The normal plane, containing n and b, having the equation (R —r) - t=0

3. The rectifying plane, containing t and b, having the equation (R —r)*n=0
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Fig. 53-1

In each equation, R is the position vector of a general point in the particular plane.

Surfaces

Let F(x, y, z) = 0 be the equation of a surface. (See Chapter 51.) A parametric representation results when x,
¥, and z are written as functions of two independent variables or parameters « and v, for example, as

x = f(u, v), v =/fu, v), z=fi(u, v) (53.10)
When u is replaced with u,, a constant, (53.10) becomes
x=filug, v),  y=folup, v),  z=Ffi(up, v) (53.11)

the equation of a space curve (u curve) lying on the surface. Similarly, when v is replaced with y,, a constant,
(53.10) becomes

x = fi(u, vp), v =fiolu, ), z=fi(u, v (53.12)

the equation of another space curve (v curve) on the surface. The two curves intersect in a point of the surface
obtained by setting u = u, and v = y, simultaneously in (53.10).
The position vector of a general point P on the surface is given by

r=xi+yj+zk=if(u, v) +jfo(u, v) + Kfs(u, v) (53.13)

Suppose (53.11) and (53.12) are the u and » curves through P. Then, at P,

% i fl(uo,v)+‘]a f2(uo,z/)+k f3(uo,v)

is a vector tangent to the u curve, and

S_Z i fl(u z)0)+.]a fu, v0)+k f3(u v,)
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is a vector tangent to the » curve. The two tangents determine a plane that is the tangent plane to the surface

at P (Fig. 53-2). Clearly, a normal to this plane is given by —— Jr ar . The unit normal to the surface at P is
defined by 9
ar or
Ou’ v %
n= oar or (53 14)
u

Fig. 53-2

If R is the position vector of a general point on the normal to the surface at P, its vector equation is

or ar) (53.15)

(R- )"(a B

If R is the position vector of a general point on the tangent plane to the surface at P, its vector equation is

(R—r)-(%x%)zo (53.16)

(See Problem 3.)
The Operation V

In Chapter 52, the directional derivative of z = f(x, y) at an arbitrary point (x, y) and in a direction making an
angle 0 with the positive x axis is given as

dz E)f of

Lo cos9+a—ys1n9

Let us write

g—fcos(9+g—j;sm9 (g—f+13f) (icos@ + j sinB) (53.17)

Now a=icos 8+ j sin O1is a unit vector whose direction makes the angle 8 with the positive x axis. The other

factor on the right of (53.17), when written as ( aa +j 88 ) f, suggests the definition of a vector differential
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operator V (del), defined by

.0 .0
. of Ldf . .
In vector analysis, Vf= 18_x+ Ja—y is called the gradient of f or grad f. From (53.17), we see that the com-

ponent of Vf'in the direction of a unit vector a is the directional derivative of fin the direction of a.
Let r = xi + yj be the position vector to P(x, y). Since

d_f_a_f@+3_fﬂ_(-af+.a_f)_(.dx .ay)

ds  oxds dyds "ox ‘]ay Yas T
dr
=V
ar| _
and = =|Vf| cos ¢

where ¢ is the angle between the vectors Vf and dr/ds, we see that df/ds is maximal when cos ¢ = 1, that
is, when Vf and dr/ds have the same direction. Thus, the maximum value of the directional derivative at
P is |Vf]; and its direction is that of Vf. (Compare the discussion of maximum directional derivatives in
Chapter 52.) (See Problem 4.)

For w = F(x, y, 7), we define

LOF OF _OF
VF= laﬂ'_]a—y-f'ka—Z

and the directional derivative of F(x, y, z) at an arbitrary point P(x, y, z) in the direction a =a,i + a,j + a,k is

dF
- =VF-a (53.19)

As in the case of functions of two variables, |VF| is the maximum value of the directional derivative of
F(x, y, z) at P(x, v, z), and its direction is that of VF. (See Problem 5.)

Consider now the surface F(x, y, z) = 0. The equation of the tangent plane to the surface at one of its
points Py(xy, ¥y, Zo) is given by

oF oF oF
(x_xo)g-i—(y_yo)a_y*_(z_zo)a_z

.OF ,OF B_F]:O (53.20)

=[x —x )i+ (= y)i+(z—z)K] - [la—x+Ja—y+k 5

with the understanding that the partial derivatives are evaluated at P, The first factor is an arbitrary vector
through P, in the tangent plane; hence the second factor VF, evaluated at P, is normal to the tangent plane,
that is, is normal to the surface at P,. (See Problems 6 and 7.)

Divergence and Curl

The divergence of a vector function F =if(x, y, ) + jf.(x, y, 2) + Kf5(x, y, 2), sometimes called del dot F, is
defined by

N 9 p) P)
divF=V-F= g fitofitgf, (53.21)
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The curl of the vector function F, or del cross F, is defined by

i j k
d o0
curl F=V xF = % a—y a_Z
Lo LA
0 d . (0 0 . (0 d
=(a—yf3—a—zfz)l+(a—zf1—ﬁfs)ﬁ(a—xfz—@fl)k (53.22)

(See Problem 8.)

Integration
Our discussion of integration here will be limited to ordinary integration of vectors and to so-called “line
integrals.” As an example of the former, let

F(u) =1 cos u +j sin u + auk
be a vector depending upon the scalar variable u. Then

F’(u) =—i sin u + j cos u + ak

and jF’(u)du = I(—i sinu + jcosu + ak) du

:if—sin u du+jjcosu du+kja du
=icosu+ jsinu+auk+c
=Fu)+c

where c is an arbitrary constant vector independent of u. Moreover,
u=b
[ F'(u) du=[Fu)+cli2 = F(b) - Fa)

(See Problems 9 and 10.)

Line Integrals

Consider two points P, and P, in space, joined by an arc C. The arc may be a segment of a straight line or
a portion of a space curve x = g,(f), y = g,(1), 7 = g5(¢), or it may consist of several subarcs of curves. In any
case, C is assumed to be continuous at each of its points and not to intersect itself. Consider further a vector
function

F=F(x,y,2) =ifi(x, y, 2) +jfo(x, y, 2) + Kfi(x, y, 2)

which at every point in a region about C and, in particular, at every point of C, defines a vector of known
magnitude and direction. Denote by

r=xi+yj+zk (53.23)
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the position vector of P(x, y, z) on C. The integral

jp'(F. dr)ds: CF.dr (53.24)
c 0

3 ds
CO

is called a line integral, that is, an integral along a given path C.
As an example, let F denote a force. The work done by it in moving a particle over dr is given by (see
Problem 16 of Chapter 39)

|F||dr|cos © =F - dr

and the work done in moving the particle from P, to P, along the arc C is given by

R
F.dr

)
C
From (53.23),
dr=idx+jdy+kdz

and (53.24) becomes

["¥. dr=j2 (f, dx+ f, dy+ f, d2) (53.25)

) c

(See Problem 11.)

SOLVED PROBLEMS

1. A particle moves along the curve x =4 cos t, y = 4 sin t, z = 6¢. Find the magnitude of its velocity and acceleration

attimesr=0and = lﬂ.

Let P(x, y, z) be a point on the curve, and
r =xi+yj + zk =4i cos ¢ + 4j sin ¢ + 6kt

be its position vector. Then

y=dr =—4i sin 1 + 4j cos t + 6k and a= dzf =—4icost—4jsint
dt dt
Atr=0: v =4j + 6k V| = V16 +36 =213
a=—4i la] =4
Atr=1m: v = —4i + 6k Iv| = V16+36 = 2413

a=-4j la] =4
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2. Atthe point (1, 1, 1) or r =1 of the space curve x =t, y =1, z= £, find:

(a) The equations of the tangent line and normal plane.
(b) The unit tangent, principal normal, and binormal.
(c) The equations of the principal normal and binormal.

‘We have
r=ti+7j+7k

v it 2+ 3k
%:%Z\/1+4t2+9t4
godr _dr di _ i+ 230k
ds drds (1441491
P 1 . .
Atr=1,r=i+j+kandt= — (i+2j+3k).
J \/ﬁ( J )
(a) If Ris the position vector of a general point (X, Y, Z) on the tangent line, its vector equation is R —r =kt or
. . k. .
X-Di+Y-Dj+(Z-1Dk=——=({+2j+3k
X=-Di+¥-Dj+(Z-1) «/ﬁ( J +3k)

and its rectangular equations are

X-1_Y-1_2Z-1
1~ 2 = 3

If R is the position vector of a general point (X, Y, Z) on the normal plane, its vector equation is
(R=r)-t=0o0r

[(X = Di+ (Y= D)j +(Z— k] -ﬁ (i+2j+3k) =0

and its rectangular equation is

X-1D)+2(Y-1D+3Z-1)=X+2Y+3Z-6=0
(See Problem 2(a) of Chapter 51.)

dt _dtdr _ (-4r—18r)i+(2-18t%)j + (6t + 121°)k

®) as=dras T+47 19y
~ dt_ —11i—8j+9%k ‘ﬂ‘_l 9 _
Atr=1, ds= 98 and | 7= 712 = K-
_ 1 4t _-1li-8j+9k
Then n—mds——m
| PR
and b=txn=—L_| 1 2 3=—L@Gi-3j+k
JIA266| 1 5 o Jig O3

(c) If Ris the position vector of a general point (X, Y, Z) on the principal normal, its vector equation is
R-r=knor

) . ~11i-8j+9k
X-Di+(Y-Dj+(Z- k= k—24F7K
( i+ ( N+ ( ) 7266
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and the equations in rectangular coordinates are

X-1_Y-1_2Z-1
-1~ -8 7 9

If R is the position vector of a general point (X, Y, Z) on the binormal, its vector equation is R —r = kb or

i+ (Y= Dj+Z— k= k1 3itk
(X= D+ (Y= Dj+ (Z- Dk = k=7

and the equations in rectangular coordinates are

X-1_Y-1_2Z-1

3 -3 1

Find the equations of the tangent plane and normal line to the surface x = 2(u + v), y = 3(u — v), z = uv at the point

Pu=2,v=1).
Here
r=20u+ )i +30—o)j+uvk, L =2i+3j+ok, I =2i-3j+uk
’ ou ’ dv
and at the point P,
r=6i+3j+2k, L -2i43j+k I —2i_3j+2k
’ ou ’ dv

oJr ., dr s
and u Bz/ =9i-2j—-12k
The vector and rectangular equations of the normal line are

Y. .. 4
R-r=k o <9,

or X-6)i+ Y -3)j+(Z-2)k=k(9-2j—-12k)

X-6,Y-3_Z7-2
and 9 T2 T2
The vector and rectangular equations of the tangent plane are

R-1)- (— x ﬁ) =0
dv

or [(X=-6)i+ Y -3)j+(Z-2)k]-[9—-2j—12k] =
and 9X-2Y-12Z-24=0

(a) Find the directional derivative of f (x, y) = x* — 6y at the point (7, 2) in the direction 6 = +7.
(b) Find the maximum value of the directional derivative at (7, 2).

@ Vf= ( +J§)<x —6)) =i (2 = 6)) 4 5 (2~ 6y) = 2xi - 123§

and

a=icos 6+jsin 6= %HLJ'

NG
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At (7,2), Vf=14i - 24j, and

Vf+a=(14i - 24j) - (ﬁl+\/_) T2 —1242 =542

is the directional derivative.
(b) At(7,2), with Vf= 14i — 24j, |Vf| = V14> +24% =2./193 is the maximum directional derivative. Since

vf 7 . 12 . . .
——L 3= 0+ (7]
V]~ V193 Jio3 1TtV TN

the direction is 8 = 300°15". (See Problems 2 and 6 of Chapter 52.)

5. (a) Find the directional derivative of F(x, y, z) = x> — 2y* +4z> at P(1, 1, —1) in the direction a = 2i + j — k.
(b) Find the maximum value of the directional derivative at P,

Here

VF:(i%+j%+ ka%)(xz — 2y 4+ 422) = 2xi—4yj+82k

and at (1, 1, -1), VF =2i — 4j — 8k.

(a) VF-a=(2i-4j-8k)-Q2i+j—k)=
(b) At P, |VF| = /84 =221 . The direction is a = 2i — 4j — 8k.

6. Given the surface F(x, y, 7) = x> + 3xyz + 2y* — 2> — 5 = 0 and one of its points Py (1, 1, 1), find (a) a unit normal
to the surface at P,; (b) the equations of the normal line at P,; and (c) the equation of the tangent plane at P,,.
Here

VF =(3x*+ 3yz)i + Bxz + 6y?)j + Bxy — 329k

and at Py(1, 1, 1), VF = 6i + 9j.

(a) VE 2 i is a unit normal at P,; the other —
VF]~ \/— J 2 lo, o \/— \/— J:
(b) The equatlons of the normal line are 5 =3 ,Z=1.

(c) The equation of the tangent plane is 2(X — 1) +3(Y - 1) =2X+3Y-5=0.

7. Find the angle of intersection of the surfaces

Fi=x*+y*+72-9=0 and F,=x>+2y*—7z—-8=0

at the point (2, 1, -2).
‘We have

VE, =V +y*+72—9) =2xi + 2yj + 27k

and VF, =V +2y*—z2-8)=2xi+4yj— k
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At (2, 1,-2), VF, = 4i + 2j — 4k and VF, = 4i + 4j — k.
Now VF, - VF,=|VF|||VF,| cos 6, where Ois the required angle. Thus,

(4 +2j — 4K) - (4 + 4j — k) = |4i + 2j — 4K|[4i + 4j — K| cos €

from which cos 6= %\/ﬁ =0.81236, and 6= 35°40".

When B = xy?%i + 2x*yzj — 3yz’K, find (a) div B and (b) curl B.

() divB=V-B= (a%i + a%j + a%k) « (0 + 2092 — 3y2K)

= S+ 52X + 5 (B

=y2 4+ 2x’z — 6yz

i j k

_ |9 9 9

(b) curlB=VxB = )" PY p
xy? 2x’yz —3yz’

| L - g i+ L - e i
+[a%<2x2yz) - %(xﬁ)]k
=—(322 + 2x*y)i + (4xyz — 2xy)k

Given F(u) = ui + (1 = 2u)j + (3u* + 1)k, find (a) [F(u) du and (b) jO’ F(u) du.

(a) [Py du=[lui+ @ —2u)j+Gu’ +u*)K] du

=iJu du +j J(uz —2u) du+k.|‘(3u2 +u’) du

2 3 4
=”—i+(”——u2)j+(u3+“—)k+c

2 3 4
where ¢ = c|i + ¢,j + ¢;k with ¢, ¢,, ¢; arbitrary scalars.
1
: ()i (e k| = Li—254 58
(b) jOF(u)du_[21+(3 u )_]+(u + 4)1(1)_21 Si+ 3k

The acceleration of a particle at any time 7 > 0 is given by a = dv/dt = ¢'i + ¢*j + k. If at = 0, the displacement is
r =0 and the velocity is v =i+ j, find r and v at any time 7.
Here

v=[adi=ifedr+jfe"dr+k|dt
=ei+ie?j+k+c,
Att=0,wehave v=i+1j+c, =i+], from which ¢, = §j. Then
v=ei+1i(e*+1)j+ik

and r:fv dt=e'i+(+e* +11)j +31’k + ¢,
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11.

Att=0,r=1i+ % j+c¢,=0, from which ¢, =—1i—7%j. Thus,

r=(¢' - Di+($e¥ +41-4)j+ 4tk

Find the work done by a force F = (x + y2)i + (y + x2)j + (z + xy)k in moving a particle from the origin O to
C(1, 1, 1), (a) along the straight line OC; (b) along the curve x =, y =, z = £*; and (c) along the straight lines
from O to A(1, 0, 0), A to B(1, 1, 0), and Bto C.

Fedr=[(x+yi+(y+xy)j+ (@+xyk]-[ide+jdy+kd]
=(x+y)de+ @ +xz)dy+(z+xy) dz

(a) Along the line OC, x =y =z and dx = dy = dz. The integral to be evaluated becomes

1

(1,1 |
W[ Fede=3f s de=[(30 1] =3

(b) Along the given curve, x=tand dx=dr,y= and dy=2tdt; z=r and dz=3dt. At 0,r=0;at C, t =1.
Then

w =J:(z+t5)dt+(t2 + 142t dt + (13 +13)3¢* dt

1 1
:jo(t+2t3 +90%) di=[1r +41* +31°] =3

(¢) From OtoA:y=z=0anddy=dz=0, and x varies from O to 1.
FromAtoB:x=1,2=0,dx=dz=0, and y varies from O to 1.

From Bto C: x=y=1 and dx =dy =0, and z varies from O to 1.

1 1
Now, for the distance from O to A, W, = = . xdx = +; for the distance from A to B, W, = IO ydy = %; and for
1
the distance from B to C, W, = J (z+1) dz=%.Thus, W=W, + W,+ W,= 3.
In general, the value of a line integral depends upon the path of integration. Here is an example of one which
does not, that is, one which is independent of the path. It can be shown that a line integral _[ (fidx + fody + f,dz)

is independent of the path if there exists a function ¢(x, y, z) such that d¢ = fidx +f, dy + f; Ziz. In this problem, the
integrand is

(x+yz)dx+ (y+xz)dy+ (z+xy)dz=d [ (P +y*+ 22)+ xyz)

SUPPLEMENTARY PROBLEMS

12.

Find ds/dt and d?s/dt?, given (a) s = (t+ )i+ (Z + 1+ 1)j + ( + 2+ t +1)k and (b) s = ie’ cos 27 + je' sin 2t + £°k.

Ans.  (a)i+ Qt+ Dj+ B + 2+ 1)k, 2j + (61 + 2)k;
(b) e'(cos 2t -2 sin 21)i + e'(sin 2¢ + 2 cos 21)j + 21K,
e'(—4 sin 2t — 3 cos 20)i + €'(—3 sin2¢ + 4 cos 21)j + 2k
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Given a = ui + u?j + u’K, b =1 cos u + j sin u, and ¢ = 3u% — 4uk. First compute a * b, a X b, a - (b x ¢), and
a x (b X ¢), and find the derivative of each. Then find the derivatives using the formulas.

A particle moves along the curve x = 3¢%, y = 1> — 21, z = £*, where ¢ is time. Find (a) the magnitudes of its velocity
and acceleration at time ¢ = 1; (b) the components of velocity and acceleration at time # = 1 in the direction
a=4i-2j+4k.

Ans.  (a)|[v|= 35, ]a] = 2J19; (b) 6, 2

Using vector methods, find the equations of the tangent line and normal plane to the curves of Problem 15 of
Chapter 51.

Solve Problem 16 of Chapter 51 using vector methods.

Show that the surfaces x=u, y=5u—3v%,z=vandx=u,y=v,z= % are perpendicular at P(1, 2, 1).

Using vector methods, find the equations of the tangent plane and normal line to the surface:

(&) x=u,y=uw,z=uvatthe point (&, v) = (3, — 4).
(b) x=u,y=uv,z=u’— v?atthe point (u, v) = (2, 1).

o X=3_Y+4_Z+12
Ans. (1) 4X-3Y+Z-12=0, 2= 18- L8

o X=2_Y-1_2-3
(b) 4X-2Y-7-3=0, A==t 1= 22

(a) Find the equations of the osculating and rectifying planes to the curve of Problem 2 at the given point.
(b) Find the equations of the osculating, normal, and rectifying planes to x =2t — 2, y=1, z=2t+atr = 1.

Ans. (a) 3X-3Y+Z-1=0,11X+8Y-9Z-10=0

b) X+2Y-Z=0,Y+2Z-7=0,5X-2Y+7Z-6=0

Show that the equation of the osculating plane to a space curve at P is given by

dr  d*r)_
(R—I‘)-(EXW)—O

Solve Problems 16 and 17 of Chapter 52, using vector methods.

Find JbF(u) du, given
(@ Fuw=uwi+QGu*-2w)j+3k;a=0,b=2;b)Fu)=ci+e?j+uk;a=0,b=1

Ans.  (a) 4i+4j + 6k; (b) (e — Di + %(1 —eNj+ %k

The acceleration of a particle at any time ¢ is given by a = dv/dt = (t +1)i + £}j + (# — 2)k. If at t = 0, the
displacement is r = 0 and the velocity is v =i — k, find v and r at any time 7.

Ans. v=EGFP+t+ Di+455+ @GP -2t - Dk r =GP +12 + )i+ Lt + (L1t — P2 -0k
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24. In each of the following, find the work done by the given force F in moving a particle from O(0, 0, 0) to C(1, 1, 1)
along (1) the straight line x = y = z, (2) the curve x = ¢, y =, z = £, and (3) the straight lines from O to A(1, 0, 0),
A to B(1, 1,0), and B to C.

(a) F=uxi+2yj+3xk.
(b) F=@+2i+(x+2)j+x+yk
(c) F=(x+xy2i+@+x%2)j+ (z+x*yk.

Ans. (a)3;(b) 3;(0) 7,1, 3
25. Ifr =xi+ yj + zK, show that (a) divr =3 and (b) curl r = 0.

26. If f=f(x, y, z) has partial derivatives of order at least two, show that (a) Vx Vf=0; (b) V- (V xf)=0;
V.Viz 2> , 9> , 9
@V V= (e fer i )r



CHAPTER 54

Double and Iterated Integrals

The Double Integral

Consider a function z = f(x, y) that is continuous on a bounded region R of the xy plane. Define a parti-
tion  of R by drawing a grid of horizontal and vertical lines. This divides the region into n subregions
R, R,, ...,R, of areas A\A, AA, ..., A A, respectively. (See Fig. 54-1.) In each subregion, R, choose a
point P,(x,, y,) and form the sum

N FyOAA= f(xy)A A+ + f(x,,9,)A,A (54.1)

k=1

Define the diameter of a subregion to be the greatest distance between any two points within or on its bound-
ary, and denote by d, the maximum diameter of the subregions. Suppose that we select partitions so that
dy, — 0 and n — +e. (In other words, we choose more and more subregions and we make their diameters
smaller and smaller.) Then the double integral of f(x, y) over R is defined as

[J £ vda=1im Y £, y)AA (542)
R k=1

7]

Fig. 54-1
This is not a genuine limit statement. What (54.2) really says is that ” f(x,y)dA is a number such that, for
any € > 0, there exists a positive integer n, such that, for any n = n, anfi any partition with d;, <1/n,, and any

corresponding approximating sum z f(x.,y,)AA, we have
k=1

if(xk’yk)AkA—”‘f(x,y) dA| < €

When z = f(x, y) is nonnegative on the region R, as in Fig. 54-2, the double integral (54.2) may be inter-
preted as a volume. Any term f(x,, y,) A A of (54.1) gives the volume of a vertical column whose base is of

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.
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area A|/A and whose altitude is the distance z, = f(x;, y,) measured along the vertical from the selected point
P,(x,, y,) to the surface z = f(x, y). This, in turn, may be taken as an approximation of the volume of the
vertical column whose lower base is the subregion R, and whose upper base is the projection of R, on the
surface. Thus, (54.1) is an approximation of the volume “under the surface” (that is, the volume with lower
base R and upper base the surface cut off by moving a line parallel to the z axis along the boundary of R). It
is intuitively clear that (54.2) is the measure of this volume.

The evaluation of even the simplest double integral by direct summation is usually very difficult.

The Iterated Integral

Consider a volume defined as above, and assume that the boundary of R is such that no line parallel to the x
axis or to the y axis cuts it in more than two points. Draw the tangent lines x = @ and x = b to the boundary
with points of tangency K and L, and the tangent lines y = ¢ and y = d with points of tangency M and N. (See
Fig. 54-3.) Let the equation of the plane arc LMK be y = g,(x), and that of the plane arc LNK be y = g,(x).

Divide the interval a < x < b into m subintervals h,, h,,..., h,, of respective lengths A,x, A,x, . . . A, x by
the insertion of points &, &,, ..., &, sothat a=¢& <& <&, <...<& | <& =b. Similarly, divide the
interval ¢ <y < d into n subintervals k,, k,, . . . , k, of respective lengths Ay, A,y, ..., A,y by the insertion

points 1, My, ..., N,y sothatc=n,<n, <n, <...<n,, <n, =d. Let 4, be the greatest Ax and let 1, be
the greatest Ay. Draw the parallel lines x =&, x=&,, ..., x =&, , and the parallel lines y=1,,y=1,,.. .,
y = 1,1, thus dividing the region R into a set of rectangles R; of areas A;x A;y, plus a set of nonrectangles
along the boundary (whose areas will be small enough to be safely ignored). In each subinterval #; select a
point x = x; and, in each subinterval k; select a point y = y;, thereby determining in each subregion R; a point
P(x;, y;). With each subregion R associate, by means of the equation of the surface, a number z; = f(x;, y),
and form the sum

) 122 f(x,-,yj)A,-XAjy (543)
=12,

- =
[Tl

Now, (54.3) is merely a special case of (54.1). So, if the number of rectangles is indefinitely increased
in such a manner that both A,, — 0 and u, — 0, the limit of (54.3) should be equal to the double integral
(54.2).

In effecting this limit, let us first choose one of the subintervals, say #;, and form the sum

{if(xi,yj)A,.y}Aix (i fixed)

J=1

of the contributions of all rectangles having A; as one dimension, that is, the contributions of all rectangles
lying on the ith column. When n — +oo, 1, — 0,

. 2 2 (x;)
}E{L{z fx, yj)A,-y} Ax = U:( RACTR) dy} Ax=o(x)Ax
=1 11X
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Fig. 54-3

Now summing over the m columns and letting m — 4o, we have
. = b b 8 (x;)
tim Y 00e)a = [ oe=['| [ peeyay |as
i=1 105

b orga(x)
=1, [0 raydyd (54.4)

a1 (x;

Although we shall not use the brackets hereafter, it must be clearly understood that (54.4) calls for the
evaluation of two simple definite integrals in a prescribed order: first, the integral of f(x, y) with respect to y
(considering x as a constant) from y = g,(x), the lower boundary of R, to y = g,(x), the upper boundary of R,
and then the integral of this result with respect to x from the abscissa x = a of the leftmost point of R to the
abscissa x = b of the rightmost point of R. The integral (54.4) is called an iterated or repeated integral.

It will be left as an exercise to sum first for the contributions of the rectangles lying in each row and then
over all the rows to obtain the equivalent iterated integral

d rhy(y)
I feydedy (54.5)

I (y)

where x = h,(y) and x = h,(y) are the equations of the plane arcs MKN and MLN, respectively.

In Problem 1, it is shown by a different procedure that the iterated integral (54.4) measures the volume
under discussion. For the evaluation of iterated integrals, see Problems 2 to 6.

The principal difficulty in setting up the iterated integrals of the next several chapters will be that of
inserting the limits of integration to cover the region R. The discussion here assumed the simplest of regions;
more complex regions are considered in Problems 7 to 9.

SOLVED PROBLEMS

1. Letz=f(x, y) be nonnegative and continuous over the region R of the xy plane whose boundary consists of the
arcs of two curves y = g,(x) and y = g,(x) intersecting at the points K and L, as in Fig. 54-4. Find a formula for the
volume V under the surface z = f(x, y).
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Fig. 54-4

Let the section of this volume cut by a plane x = x;, where a < x; < b, meet the boundary of R at the points
S(x;, g1(x) and T(x;, g,(x;)), and let it meet the surface z = f(x, y) in the arc UV along which z = f(x;, y). The area
of this section STUV is given by

&(x;)
A= Oy

Thus, the areas of cross sections of the volume cut by planes parallel to the yz plane are known functions
2 (x;) . . . . .. .
A(x)= Jg( : f(x,y)dy of x, where x is the distance of the sectioning plane from the origin. By the cross-section
81y

formula of Chapter 30, the required volume is given by
b b £(x;)
V= L A(x)dx = L [ngw f(x,y)dy]dx

This is the iterated integral of (54.4).

In Problems 26, evaluate the integral on the left.

1 px 1 1 ) 3
2. J.()deydx:J.O[y]ﬁzdx=Jo(x—xz)dxz[%—%]zé

o 7,2 3 LP 372
3.0 [ ] erpdvdy= [T e olydy = [T6ydy =12y = 14

4. J.:J.XZH xdydx = J.TI[W]XZ” dx= fl (o +x? =2 +2x)dx =%

22222 2522

5. [ joe psin@dpdo= [+ p*sin61;*d6 = %J:cosz Osin0dO =[—Lcos O]F =4

4 cos

/2 pdcosO /2 2] /2
6. J.o L Padpd9=J‘0 [%p“l d9=_[0 (64cos*0—4)de

/2
_ 30 | sin6 | sin46) _
—[64(8 4506, sind ) 40]0 -107

7. Evaluate _U dA, where R is the region in the first quadrant bounded by the semicubical parabola y* = x* and the

liney = xS
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The line and parabola intersect in the points (0, 0) and (1, 1), which establish the extreme values of x and y on
the region R.

Solution 1 (Fig. 54-5): Integrating first over a horizontal strip, that is, with respect to x from x = y (the line)
to x = y*3 (the parabola), and then with respect to y from y =0 to y = 1, we get

HdA = fol f dxdy= J; O =ydy=[3y" -5yl =1
) )

1D

Fig. 54-5
Solution 2 (Fig. 54-6): Integrating first over a vertical strip, that is, with respect to y from y = x*? (the

parabola) to y = x (the line), and then with respect to x from x =0 to x = 1, we obtain

J[Jaa =] [Ldvae= [o-advmpa =32 =5
R

(L1

Fig. 54-6

8. Evaluate ” dA where R is the region between y = 2x and y = x? lying to the left of x = 1.

R
Integrating first over the vertical strip (see Fig. 54-7), we have

[Jaa=] [T ayar=] @x-x)dx=3

R

Y y=2x
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When horizontal strips are used (see Fig. 54-8), two iterated integrals are necessary. Let R, denote the part of
R lying below AB, and R, the part above AB. Then

ffan= Jfans ffan= ] [ =045

R R

Y y=2=x
(1, 2), y=at

|
Af~—4Ba, 1

Fig. 54-8

9. Evaluate ” x2dA where R is the region in the first quadrant bounded by the hyperbola xy = 16 and the lines
R
y=x,y=0, and x = 8. (See Fig. 54-9.)

Y
(4,4)
R: 8,2 y=2
N - A L Y22
i |
0 R, X
Fig. 54-9

It is evident from Fig. 54-9 that R must be separated into two regions, and an iterated integral evaluated for
each. Let R, denote the part of R lying above the line y =2, and R, the part below that line. Then

ijsz = “xsz + ”xsz = Jj J.:G/yxzdxdy + f; ij%lxdy
R R, R, :

4f 163 2
=%J; (ly%—y‘*jdy-i-%.[] (83 —y3)dy=448

As an exercise, you might separate R with the line x = 4 and obtain

H x2dA = f: _[:)czdydx + LS wa x2dydx
R

1p3
10. Evaluate JO L e“dxdy by first reversing the order of integration.

The given integral cannot be evaluated directly, since J‘e-‘zdx is not an elementary function. The region R of
integration (see Fig. 54-10) is bounded by the lines x = 3y, x = 3, and y = 0. To reverse the order of integration,
first integrate with respect to y from y = 0 to y = x/3, and then with respect to x from x = 0 to x = 3. Thus,

[T

13 - CP o=
=§Ioe xdx=[te" L=+ -1
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Y
@)
o X
Fig. 54-10

SUPPLEMENTARY PROBLEMS
11. Evaluate the iterated integral at the left:

@ [ [aa=1 b)) ], o+ vdedy=9

© [ [T ydvax=% @ [ [ odvar=4;

(e) lef:smx’yzdx‘ly:% (f) J.Olff(x+y3)dydx=%

(8 J’Ol f:z xe’dydx=+%e—1 (h) E J.jfy ydxdy=432%

@) L:anq(m) j:sewpdpde =3 6)) jom jozpz cosfdpdf =4

d [T preosbdpde =4 W [T preos’0dpde=4n

12. Using an iterated integral, evaluate each of the following double integrals. When feasible, evaluate the iterated
integrals in both orders.

(a) x over the region bounded by y = x? and y = x3 Ans. =5

(b) y over the region of part (a) Ans.

(c) x2over the region bounded by y = x, y=2x, and x =2 Ans. 4

(d) 1 over each first-quadrant region bounded by 2y =x%, y=3x,and x + y=4 Ans. ;%

(e) yover the region above y =0 bounded by y?=4x and y>=5 — x Ans. 5

) % over the region in the first quadrant bounded by x> = 4 — 2y Ans. 4
Y=y

13. In Problems 11(a) to (h), reverse the order of integration and evaluate the resulting iterated integral.



Centroids and Moments of
Inertia of Plane Areas

Plane Area by Double Integration

If f(x, y) = 1, the double integral of Chapter 54 becomes J dA. In cubic units, this measures the volume of

. — . o R .
a cylinder of unit height; in square units, it measures the area A of the region R.
In polar coordinates

P26 )
a=ffaa=[],
where 6= a, 0= f3, p= p,(6), and p = p,(6) are chosen as boundaries of the region R.

Centroids
The centroid (X,y) of a plane region R is intuitively thought of in the following way. If R is supposed to
have a uniform unit density, and if R is supported from below at the point (X,y), then R will balance (that
is, R will not rotate at all).

To locate (x,Y), first consider the vertical line x =X . If we divide R into subregions R, . . . , R,, of areas
AA, ..., AA asin Chapter 54, and if we select points (x;, y;,) in each R,, then the moment (rotational force)
of R, about the line x =X is approximately (x, —X)A,A . So, the moment of R about x =X is approximately

Z(xk —X)A,A. Making the partition of R finer and finer, we get 'U(x—)_c) dA as the moment of R about
k=1
x = X. In order to have no rotation about x = X, we must have ” (x x)dA =0. But

jRj(x—x) dA = jij dA—jRj?chz jijdA—ij dA

Hence, we must have ”x dA = xﬂ dA. Similarly, we get ” ydA=Yy H dA. So, the centroid is determined by
the equations

ijdA = ijjdA and jRjy dA =ijjdA

Note that H dA is equal to the area A of the region R.
R

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.



CHAPTER 55 Centroids and Moments of Inertia

Moments of Inertia
The moments of inertia of a plane region R with respect to the coordinate axes are given by

1,=[[ydA and I,=[[xda
R R

The polar moment of inertia (the moment of inertia with respect to a line through the origin and perpendicular
to the plane of the area) of a plane region R is given by

I=1+1=[[(x+)*) dA
R

SOLVED PROBLEMS

1. Find the area bounded by the parabola y = x* and the line y = 2x + 3.
Using vertical strips (see Fig. 55-1), we have

3 r2x43 3
A= LJ , dydx= L(Zx + 3 — x?)dx = 32/3 square units

3,9

-11)

0

Fig. 55-1

2. Find the area bounded by the parabolas y> =4 — x and y*> =4 — 4x.
Using horizontal strips (Fig. 55-2) and taking advantage of symmetry, we have

2 p4-y? 2 ) L
A=2J.O Jl—v2/4dXdy:2J‘o [(4=y) = (1=7y")ldy
2
:6_[0 (1-%y?) dy =8 square units

Y
0,2

—7 ©0,-2)

Fig. 55-2

3. Find the area outside the circle p =2 and inside the cardiod p =2(1 + cos ).
Owing to symmetry (see Fig. 55-3), the required area is twice that swept over as 0 varies from 6= 0 to

6=1nr. Thus,
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/2 p2(1+cos@) 2 | ~272(1+cos6) /2 ,
A=2[ [ pdpdo=2 (kR0 do=4]"" (2c0s0+ cos’ 6)d6

=4[sin@+ 10+ 4sin20]7"* = (7 + 8) square units

Fig. 55-3

4. Find the area inside the circle p =4 sin 0 and outside the lemniscate p* = 8 cos 26.
The required area is twice that in the first quadrant bounded by the two curves and the line 6 = 7. Note in
Fig. 55-4 that the arc AO of the lemniscate is described as 6 varies from 8= /6 to 6= 1/4, while the arc AB of
the circle is described as 0 varies from 8= /6 to 6 = w/2. This area must then be considered as two regions, one
below and one above the line 8= m/4. Thus,

_ /4 p4sin /2 4sinf
A=2 /6 2mpdpde+2.[n/4 -[() pdpd@

= ["(165in 0 ~8c0s20)d0 + | 16sin6 dO
/6 n/4
= (870 +4+/3 — 4) square units

()

Fig. 55-4

5. Evaluate N = J.(:we"*:dx. (See Fig. 55-5.)
Since L e Vdx= f() e dy, we have

N? = J.Ome”‘Z d)cJ.:me’)’Z dy= Ijjfe’“z"-"z)dx dy= H e dA
R

Changing to polar coordinates, (x* + y*) = p?%, dA = p dp dp yields

a—>+oo 0

S N R R
0

and N = /2.
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Fig. 55-5
6. Find the centroid of the plane area bounded by the parabola y = 6x — x? and the line y = x. (See Fig. 55-6.)

A= jkjdA - Josjsdy de= [ (5x—xt) de=123

M, = [[xaa= [ xdyde=[ (55 - x) de= 02

R s

Hence, x =M /A=3, y =M _/A=5,and the coordinates of the centroid are (3, 5).

Y

(5,5)

Fig. 55-6
7. Find the centroid of the plane area bounded by the parabolas y = 2x — x2 and y = 3x? — 6x. (See Fig. 55-7.)

A= Jfan= T e [we-ayac= 1S

3x2-6x

M, = JRJ.x dA = J.Oz f::::rx dy dx= I;(sz —4x*)dx = %

M, = jRjy A= [ yaydr="L ['ar— )y - G - 6xp1 de =8

Hence, x=M /A=1, y=M/A=~4%, and the centroid is (1, —%).

8. Find the centroid of the plane area outside the circle p = 1 and inside the cardiod p=1 + cos 6.

t(\t
o (2, 0) x

Fig. 55-7
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From Fig. 55-8 it is evident that ¥ =0 and that X is the same whether computed for the given area or for the
half lying above the polar axis. For the latter area,

_ _ /2 pl+cos® —l /2 _ _ 71'+8
A_jRjdA_jo j] pdpdo= 210 [(1+cos) —1°1d6 = T2
_ _ /2 pl+cosO _l /2
M_V—J;deA—JO .[1 (pcos@)p dp db = 3J.0 (3cos? 6+ 3cos’ 0+ cos* 0) dO

_1[35.3 I D YN 1o 151432
—3[29+4sm29+3sm9 sin 9+89+4sm29+ s1n49:|0 =—==—==

32 48
. . 157+ 32
The coordinates of the centroid are (m, O).
Yy
x
0
Fig. 55-8

9. Find the centroid of the area inside p = sin € and outside p =1 — cos 6. (See Fig. 55-9.)

1-cos6 4

a=[faa=["[" pdpao=1[" (2cos6-1-cos20)d0 =277
R

= = [ tpesopapas
R

_l LE 3p_ _ 2 3 _157[—44
—3_]-0 (sin* @ —1+3cosf —3cos* O + cos 9)cos€d9——48

= Jran= [ im0 apas
R

_1 P _ _ 2 3 . _3r-4
—3-[0 (sin® @ —1+3cos@ —3cos? 0 + cos’ B)sinO db = i3

Y

Fig. 55-9

157—44 3m-4

The coordinates of the centroid are DE—n) ' 2E-m)
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10. Find I,, I,, and I, for the area enclosed by the loop of y? = x*(2 — x). (See Fig. 55-10.)

A= [faa= ijﬂmdy dx = ZJ:x\/z—xdx
R
caf oo {4, - B

Y

Fig. 55-10
where we have used the transformation 2 — x = z2. Then

S A

Ay 2y __i[gs_g7 20 1 .,]0 _2048V2 _ 64
=3[,y de==3| 57 -5+ 37 - | =5 =514

1= [[eaa=2[ [ xdyde=2] x VZ-xax
R

— 0 2\3 2 7 _ 8 5_12 6 _l90_1024\/§_3_2
——4jﬁ(2—z)zdz——4[3z 525+7z7 9z]ﬁ— 315 —21A

13.312V2 _ 416 ,
3465 231

I=1,+I =

11. Find I, I, and I, for the first-quadrant area outside the circle p = 2a and inside the circle p = 4a cos 6. (See
Fig. 55-11.)

n/3 pdacos6 /3
A= jkjdA = [ [ papde=1["(4acos6) - (2016 = waz

I =[[y2aa=[""["""(psin0) pdp a6 =L [ [(4acos6)* — (2a)*]sin>6 dO
=yaa= [, psindr pdpdo=g | it4acos6)t ~(2a)sin

:4a4joﬂ/3(]6cos4e_l)5in29d9=4”+9\/§a4: 47[-1—9\/§ a?

6 2021 +33)

([ a2ga — [ [hacos® > C12r+113 ., 32w +1143)
1_‘,_jij dA_jo La (peosOypdp d =52 gt = NS
10=1x+1,=20“21*5[44:20“2‘\5[,2/4

’ 3 2 +33
Y

N

Fig. 55-11
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12. Find I, I, and I, for the area of the circle p = 2(sin 8+ cos 6). (See Fig. 55-12.)

13.

14.

Since x*+y? = p?,

3r/4 2(sinB+cosB) 3rl4
jo ppdpdd=4] ,(sinf+cos6)"df

—r/4

1,=[[ (2 +y) da=]
R
=4[360—cos260 — +sin4014" =61 =3A

2% 4

It is evident from Fig. 55-12 that /, =1,. Hence, I, =1 =31,=3A.

Y
x
o
Fig. 55-12
SUPPLEMENTARY PROBLEMS
Use double integration to find the area.
(a) Bounded by 3x+4y=24,x=0,y=0 Ans. 24 square units
(b) Boundedbyx+y=2,2y=x+4,y=0 Ans. 6 square units
(c) Bounded by x*>=4y, 8y=x>+16 Ans. 3% square units
(d) Within p=2(1 —cos 6) Ans. 6T square units
(e) Bounded by p=tan 8sec 6and 6=m/3 Ans.  ++/3 square units
(f) Outside p=4 and inside 8= 8 cos 6 Ans. 8Grm+ J3) square units
Locate the centroid of each of the following areas.
(a) The area of Problem 13(a) Ans. (%,2)
(b) The first-quadrant area of Problem 13(c) Ans. (3,%
(c) The first-quadrant area bounded by y*>=6x, y=0,x=6 Ans. (£,%
(d) The area bounded by y* =4x, x*=5—-2y,x=0 Ans. (8,%
(e) The first-quadrant area bounded by x> — 8y + 4 =0, x> =4y, x=0 Ans. (3,%
(f) The area of Problem 13(e) Ans. (34/3,¢
(g) The first-quadrant area of Problem 13(f) Ans. 167+ 643 s 22
2433 2w +3V3

15.

16.

. 1 B _ B 8:(0) _ . .
Verify that EL [2(0)— g2(0)]1dO = L f 0 pdpdf= J;J dA ; then infer that

8

[[ x.yaa=[[ f(pcose.psing)p dp o

R R

Find 7, and I, for each of the following areas:

(a) The area of Problem 13(a) Ans. I,=6A; I = 2A
(b) The area cut from y? = 8x by its latus rectum Ans. I =%A; 1= LA
(¢c) The area bounded by y=x?and y=x Ans. I =4A; 1 =FA
(d) The area bounded by y=4x —x*and y = x Ans. I =%2A; 1 =%A
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17. Find I, and I, for one loop of p* =cos 2 6.

Ans.

18. Find [ for (a) the loop of 6= sin 2 @and (b) the area enclosed by =1 + cos 6.

Ans.

19. (a)

(b)

©

(@) A; () FA

Let the region R shown in Fig. 55-13 have area A and centroid (x,y) . If R is revolved about the x axis, show
that the volume V of the resulting solid of revolution is equal to 27wxA . (Hint: Use the method of cylindrical
shells.)

Prove the Theorem of Pappus: If d is the distance traveled by the centroid during the revolution (of part (a)),
show that V =Ad.

Prove that the volume of the torus generated by revolving the disk shown in Fig. 55-14 about the x axis is
2m2a’b. (It is assumed that 0 < a < b.)

y A

e
\

Y

=Y

Fig. 55-13 Fig. 55-14



CHAPTER 56

Double Integration Applied to
Volume Under a Surface and the
Area of a Curved Surface

Let z = f(x, y) or z = f(p, 6) define a surface.
The volume V under the surface, that is, the volume of a vertical column whose upper base is in the surface
and whose lower base is in the xy plane, is given by the double integral

v={[zda (56.1)
R

where R is the region forming the lower base.
The area S of the portion R* of the surface lying above the region R is given by the double integral

S= H 1+ (%)2 +(%)2dA (56.2)
) ox dy

If the surface is given by x = f(y, z) and the region R lies in the yz plane, then

oaxY (oxY
S:Lj\]u(a—y) +(a—z) dA (56.3)

If the surface is given by y =f(x, z) and the region R lies in the xz plane, then

S—” 1+ 2+ Y sz (56.4)
_R ox 0z ’

SOLVED PROBLEMS

1. Find the volume in the first octant between the planes z =0 and z = x + y + 2, and inside the cylinder x>+ y* = 16.
From Fig. 56-1, it is evident that z = x + y + 2 is to be integrated over a quadrant of the circle x*> + y* =16 in
the xy plane. Hence,

vzjjsz:j:jo x4y Ddydx= J04(x\/16—x2 +8—%x2 + 216 — 22 )dx
R

4
=|:—%(16—x2)3’2 +8x—%+x\/16—x2 + 16sin“%x:| =(%+8ﬂ) cubic units
0

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.
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(4,0,0)

Fig. 56-1

2.  Find the volume bounded by the cylinder x>+ y*> = 4 and the planes y + z=4 and z=0.
From Fig. 56-2, it is evident that z = 4 — y is to be integrated over the circle x* + y> = 4 in the xy plane. Hence,

V= j j P(4 V)dx dy = 2j j (4= y)dx dy = 167 cubic units

3. Find the volume bounded above by the paraboloid x* + 4y? = z, below by the plane z = 0, and laterally by the
cylinders y* = x and x> = y. (See Fig. 56-3.)
The required volume is obtained by integrating z = x> + 4y? over the region R common to the parabolas y*> = x
and x? =y in the xy plane. Hence,

NEY
V= _[OILZ (¥ +4y))dy dx = j [x y+ gy ] dx = 2 cubic units

////
"’///'

Fig. 56-2 Fig. 56-3

4. Find the volume of one of the wedges cut from the cylinder 4x? + y*> = a® by the planes z = 0 and z = my. (See
Fig. 56-4.)
The volume is obtained by integrating z = my over half the ellipse 4x* + y> = a*. Hence,

V= ZI:/ZJO oo my dy dx = mJ. [+ dx = 3 ma’ upic units
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¥

0
)

(L, 0,0) AN

Fig. 56-4

5. Find the volume bounded by the paraboloid x* + y* = 4z, the cylinder x> + y* = 8y, and the plane z = 0. (See
Fig. 56-5.)
The required volume is obtained by integrating z=+(x> + y*) over the circle x> + y> = 8y. Using cylindrical
coordinates (see Chapter 57), the volume is obtained by integrating z =4 p? over the circle p = 8 sin 6. Then,

veffear=[ [ spapio= L[ [ papas
R

_ % fo [p* [0 d = zssjo” sin* 6 d6 = 967 cubic units

6. Find the volume removed when a hole of radius a is bored through a sphere of radius 2a, the axis of the hole
being a diameter of the sphere. (See Fig. 56-6.)

Fig. 56-5 Fig. 56-6

From the figure, it is obvious that the required volume is eight times the volume in the first octant bounded
by the cylinder p? = a?, the sphere p? + z*> = 44, and the plane z = 0. The latter volume is obtained by integrating

z=4/4a* — p* over a quadrant of the circle p = a. Hence,

V=8| [ "o = p?p dpao =8| 8a> - 3J3a)d0 = 4(3 - 3J3)a’x cubic units

7. Derive formula (56.2).
Consider a region R* of area S on the surface z = f(x, y). Through the boundary of R* pass a vertical cylinder
(see Fig. 56-7) cutting the xy plane in the region R. Now divide R into n subregions R, ..., R of areasAA , ...,
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AA , and denote by AS,, the area of the projection of AA, on R". In that ith subregion of R", choose a point P, and
draw there the tangent plane to the surface. Let the area of the projection of R, on this tangent plane be denoted
by AT, We shall use AT, as an approximation of the corresponding surface area AS..

Fig. 56-7
Now the angle between the xy plane and the tangent plane at P, is the angle vy, between the z axis with
direction numbers [0, 0, 1] and the normal, —a—f, - a—f, 1({= —i, — i, 1, to the surface at P.. Thus,
dx’ dy ox’ dy i
1

2 +(2])

AT,cosy, =AA;, and AT, =secy,AA,

cosy, =

QO

Then (see Fig. 56-8)

Fig. 56-8

Hence, an approximation of S is ZATi = ZSCC Y,AA;, and

i=1 i=1

S=1lim Y - () o 22)
_ngflmz’secyiAAi—HsecydA—H (a) +(W) +1dA
i=1 R R

8. Find the area of the portion of the cone x? + y? = 372 lying above the xy plane and inside the cylinder x* + y* = 4y.
Solution 1: Refer to Fig. 56-9. The projection of the required area on the xy plane is the region R enclosed by
the circle x* + y> = 4y. For the cone,

9 _1x g0

1x 1
ox 3z M9 73

2
y uV (9z) _922+x+y* 122 _4
e % 1+(8x) +(8y) ST oz T T3
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Fig. 56-9
Then S=jRj 1+(g—f€) ( )dA jj;%ded \/gjoj'o‘lwdxdy

_A ¢ T 83 '
_\/§-[0 4y —y*dy= 3 7T square units

Solution 2:  Refer to Fig. 56-10. The projection of one-half the required area on the yz plane is the region R
bounded by the line y=+/3z and the parabola y =2z the latter having been obtained by eliminating x from the
equations of the two surfaces. For the cone,

ay  x MY y 9z x? x2 T37-y?

NYNA)
Then s=2f [ J32\2/_ _dedy =B B ay= 2B [ =y,

X

Fig. 56-10

2
Solution 3: Using polar coordinates in solution 1, we must integrate , |1+ (—Z) + (%) = % over the
region R enclosed by the circle p =4 sin 6. Then, )

S= H}dA II“me 2 hdpdo= 3J:[pz]gsined9

J. n’0do= —7r square units
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9. Find the area of the portion of the cylinder x* + z2 = 16 lying inside the cylinder x> + y* = 16.
Fig. 56-11 shows one-eighth of the required area, its projection on the xy plane being a quadrant of the circle
x* + y? = 16. For the cylinder x> + 72 = 16,

2
9z __Xx 9z _ 9z o) _xX2+z>_ 16
w2 and ay =0. So 1+(a ) +( ) = =0

16—):
Then S= 8J J. dy dx = 32J. dx =128 square units

10. Find the area of the portion of the sphere x* + y* + z2 = 16 outside the paraboloid x*> + y> + z = 16.
Fig. 56-12 shows one-fourth of the required area, its projection on the yz plane being the region R bounded by
the circle y? + z2 = 16, the y and z axes, and the line z = 1. For the sphere,

dx_ Yy odx__z Jx (ax) _X+y 42 16
y and = e So 1+(a ) + pe 2 6y -2

 (0,V15, 1)
A\
y N — —
A\
4,0,0)

Fig. 56-11 Fig. 56-12

Then S= 4jj 1+( ) (g’;)dA— mm 4 dy dz

0 ’16 _ yz _ Z2
16-22

—16[' sin| -2 el .
—16_[0|:s1n ( T6_2 ]] dZ—16IOZdZ—8nsquareun1ts
0

11. Find the area of the portion of the cylinder x> + y* = 6y lying inside the sphere x* + y* + 72 = 36.
Fig. 56-13 shows one-fourth of the required area. Its projection on the yz plane is the region R bounded by the
z and y axes and the parabola 72 + 6y = 36, the latter having been obtained by eliminating x from the equations of
the two surfaces. For the cylinder,

2

I _3=y 4 %_ g 1+(ax) (ax) X+9-6y+y> 9

ay 9z a 0z x? 6y—y

Then

S= 4j J oo dz dy= 12J. dy 144 square units
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(0,0, 6)

)
“\‘W \‘\; A
i

Wi m

A

Fig. 56-13

SUPPLEMENTARY PROBLEMS
12. Find the volume cut from 9x2 + 4y? + 36z = 36 by the plane z=0.

Ans. 31 cubic units

13. Find the volume under z = 3x and above the first-quadrant area bounded by x =0, y =0, x =4, and x> + y> = 25.

Ans. 98 cubic units

14. Find the volume in the first octant bounded by x>+ z=9,3x+4y=24,x=0,y=0,and z=0.

Ans. 1485/16 cubic units

15. Find the volume in the first octant bounded by xy =4z, y = x, and x = 4.

Ans. 8 cubic units

16. Find the volume in the first octant bounded by x> + y>* =25 and z = y.

Ans. 125/3 cubic units

17. Find the volume common to the cylinders x> + y?> = 16 and x? + 7> = 16.

Ans. 1024/3 cubic units

18. Find the volume in the first octant inside y* + z> = 9 and outside y* = 3x.

Ans. 27m/16 cubic units

19. Find the volume in the first octant bounded by x>+ z2= 16 and x —y =0.

Ans. 64/3 cubic units



20.

21.

22,

23.

24.

25.

26.

27.

28.

29.

30.

31.
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Find the volume in front of x = 0 and common to y* + z> =4 and y* + 7> + 2x = 16.

Ans. 28m cubic units

Find the volume inside p = 2 and outside the cone 72 = p*.

Ans. 32m/3 cubic units

Find the volume inside y* + z2 = 2 and outside x> —y* —z2 =2.

Ans.  8m(4—+/2)/3 cubic units

Find the volume common to p* + z> = a* and p=a sin 6.

Ans.  2(3m —4)a*/9 cubic units

Find the volume inside x> + y*> = 9, bounded below by x> + y*> + 4z = 16 and above by z=4.

Ans. 81m/8 cubic units

Find the volume cut from the paraboloid 4x? + y> = 4z by the plane z —y = 2.

Ans. 91 cubic units

Find the volume generated by revolving the cardiod p =2(1 —cos 6) about the polar axis.

Ans. v =2r [ ypdp df=647/3 cubic units

Find the volume generated by revolving a petal of p = sin 26 about either axis.

Ans. 321/105 cubic units

Find the area of the portion of the cone x> + y* = z? inside the vertical prism whose base is the triangle bounded by

the lines y =x, x =0, and y = 1 in the xy plane.

Ans.  £+/2 square units

Find the area of the portion of the plane x + y + z = 6 inside the cylinder x* + y* = 4.

Ans. 4\/§n’ square units

Find the area of the portion of the sphere x? + y? + z> = 36 inside the cylinder x* + y* = 6y.

Ans. 72(m —2) square units

Find the area of the portion of the sphere x*> + y? + z2 = 4z inside the paraboloid x*> + y* = z.

Ans. 4w square units
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32.

33.

34.

35.

36.

37.

Find the area of the portion of the sphere x> + y* + 72 = 25 between the planes z =2 and z = 4.

Ans. 20m square units

Find the area of the portion of the surface z = xy inside the cylinder x> + y> = 1.

Ans.  2m(24/2 —1)/3 square units

Find the area of the surface of the cone x* + y* —9z> = 0 above the plane z = 0 and inside the cylinder x2 + y* = 6y.

Ans. 3107 square units

Find the area of that part of the sphere x* + y* + z2 = 25 that is within the elliptic cylinder 2x? + y? = 25.

Ans. 50m square units

Find the area of the surface of x> + y? —az = 0 which lies directly above the lemniscate 4p? = a* cos 26.
4 ([ Jap+ a2 - a_z(i _ E) ~

Ans. S—aJ‘J. 4p*+a*pdpdb= 3|3 ~ 7 ) square units

Find the area of the surface of x? + y? + z2 = 4 which lies directly above the cardioid p=1 —cos 6.

Ans. 8[m— J2 - ln(ﬁ + 1)] square units



Triple Integrals

Cylindrical and Spherical Coordinates

Assume that a point P has coordinates (x, y, z) in a right-handed rectangular coordinate system. The cor-
responding cylindrical coordinates of P are (r, 6, z), where (r, 6) are polar coordinates for the point (x, y)
in the xy plane. (Note the notational change here from (p, 6) to (r, ) for the polar coordinates of (x, y); see
Fig. 57-1.) Hence, we have the relations

x=rcos0, y=rsin0, rr=x>+y?, tanez%

In cylindrical coordinates, an equation r = ¢ represents a right cylinder of radius ¢ with the z axis as its axis
of symmetry. An equation 6= c represents a plane through the z axis.

A point P with rectangular coordinates (x, y, z) has the spherical coordinates (p, 6, ¢), where p =|OP|,
Ois the same as in cylindrical coordinates, and ¢ is the directed angle from the positive z axis to the vector OP.
(See Fig. 57-2.) In spherical coordinates, an equation p = c represents a sphere of radius ¢ with center at the
origin. An equation ¢ = ¢ represents a cone with vertex at the origin and the z axis as its axis of symmetry.

y P(r, 8, 2) P(p, 0, ¢)

Fig. 57-1 Fig. 57-2

The following additional relations, easily deduced from Fig. 57-2 and the equations above, hold among
spherical, cylindrical, and rectangular coordinates:

r=psin ¢, pP=x>+y+7’

x=psin ¢ cos 0, y = psin ¢ sin 6, Z=pcos¢

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.
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The Triple Integral

Let f(x, y, z) be a continuous function on a three-dimensional region R. The definition of the double integral

can be extended in an obvious way to obtain the definition of the triple integral ”f flx,y,2)dV.
R

Iff(x,y,z) =1, then m f(x, ¥, ) dV may be interpreted as measuring the volume of the region R.
R

Evaluation of Triple Integrals

As in the case of double integrals, a triple integral can be evaluated in terms of iterated integrals.
In rectangular coordinates,

[[[reeyav={"[""["" f(x. y. 2 dzdy dx

ni(x) Jdz(xy)

= J.jJ.xZ(V) J‘ZZ(X X f(x,y, 2)dz dx dy, etc.

x(y) dz(x.y)

where the limits of integration are chosen to cover the region R.
In cylindrical coordinates,

[[[rer.0.0av=["["" [ p(r, 6. 2y dz dr do

1(0) Jz(r.6)

where the limits of integration are chosen to cover the region R. (See Problem 23.)
In spherical coordinates,

[ 5. 0.00av =] 7" [""" 1(p. 9. 6)p* sin 6 dp do do

91(0) Jpy(9.60)

where the limits of integration are chosen to cover the region R. (See Problem 24.)

Discussion of the definitions: ~ Consider the function f(x, y, z), continuous over a region R of ordinary
space. After slicing R with planes x =& and y = n;as in Chapter 54, let these subregions be further sliced by
planes z = ¢ . The region R has now been separated into a number of rectangular parallelepipeds of volume
AV, = Ax;Ay. Az, and a number of partial parallelepipeds which we shall ignore. In each complete paral-
lelepiped, select a point Pijk(xi’ Yy zk); then compute f (xl., Yy zk) and form the sum

f(x,,y,,zkm W= Y, [y, 2)Ax Ay Az, (57.1)

=1,

e

The triple integral of f(x, y, z) over the region R is defined to be the limit of (57.1) as the number of paral-
lelepipeds is indefinitely increased in such a manner that all dimensions of each go to zero.

In evaluating this limit, we may sum first each set of parallelepipeds having A x and Ay, for fixed i and j,
as two dimensions and consider the limit as each A,z — 0. We have

)4 2
lim Y £(x,. . 2)AzA XAy = [ f(x,, ¥, D dzAXAy
Pp—>too P E z

Now these are the columns, the basic subregions, of Chapter 54; hence,

Tim 2 0 28V = [[J e, v, 9ydz dx dy= [[[ f(x. y, 2)dz dy dx

[

wfl
P+ k=1
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Centroids and Moments of Inertia
The coordinates (x, y, z) of the centroid of a volume satisfy the relations

xj{jdv = jyxdv, yj{jw: J.;[_[de, EJ._I[Ja’Vz J.;[szV

The moments of inertia of a volume with respect to the coordinate axes are given by

1=][Jor+aav. 1= [[[@vxnav, 1= [[Jaeynay

SOLVED PROBLEMS

1. Evaluate the given triple integrals:

@ JO] J(:_XJ‘;_Xxyz dz dy dx

-[ L j;( [z dz)dy] dx

e pp s

sl

2

_ [ xy?(2 - x)? P 1 , \ L 13
_J."; 4 » dx—4j()(4x—12x +13x% —6x* + x )dx—240

/2

1 p2
(b) L J.O zr?sin@ dz dr dO

0
r 2 712
=[ " J:[%]oﬂ sin@ dr dg =2/’ ! jo' ¥ 5in6 dr do

_2 2w __2 2 _ 2
—3f() [],sin@ dO = 3[0050]0 =3

© 7" [ sin2g dp dg do

=2f" Lmsiw d9do =2 (1-42)d6 =2 ~D)n

2. Compute the triple integral of F(x, y, z) = z over the region R in the first octant bounded by the planes y =0,
z=0,x+y=2,2y+x=06, and the cylinder y* + z2 = 4. (See Fig. 57-3.)
Integrate first with respect to z from z = 0 (the xy plane) to z= /4 — y* (the cylinder), then with respect to x
from x =2 —y to x = 6 — 2y, and finally with respect to y from y = 0 to y = 2. This yields

2-y

Weav=[10 1 sdzasay= [ [ e asay
R

2 (6-2y 2 !
=3 I amavay=3 [ 1d -y dy=22
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No.zo |
—

Fig. 57-3

3. Compute the triple integral of f(r, 6, z) = r* over the region R bounded by the paraboloid > =9 —z and the plane
z=0. (See Fig. 57-4.)

Fig. 57-4

Integrate first with respect to z from z =0 to z =9 —r?, then with respect to r from r =0 to r = 3, and finally
with respect to @ from 6= 0 to 8= 2mx. This yields

[[frav=["[[" rdddo=["[ro-rurdo
R

_r"[ 4 ——r]de 12”243d9 243

x2 \/; Jaz—x?
4. Show that the following integrals give the same volume: (a) 4J J. o J.(x s dz dy dx, (b) J.: J.Oz JO ) dy dxdz;

and (c) 4_[0 J;m IO el dx dz dy.
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(a) Here z ranges from z=4(x? + y?) to z = 4, that is, the volume is bounded below by the paraboloid
4z =x2+y? and above by the plane z = 4. The ranges of y and x cover a quadrant of the circle x> + y* = 16, z
=0, the projection of the curve of intersection of the paraboloid and the plane z = 4 on the xy plane. Thus,
the integral gives the volume cut from the paraboloid by the plane z = 4.

(b) Here y ranges from y =0 to y =+/4z— x?, that is, the volume is bounded on the left by the xz plane and on
the right by the paraboloid y*> = 4z — x2. The ranges of x and z cover one-half the area cut from the parabola

=4z, y =0, the curve of intersection of the paraboloid and the xz plane, by the plane z = 4. The region R is

that of (a).

(¢) Here the volume is bounded behind by the yz plane and in front by the paraboloid 4z = x> + y>. The ranges
of z and y cover one-half the area cut from the parabola y? = 4z, x = 0, the curve of intersection of the
paraboloid and the yz plane, by the plane z = 4. The region R is that of (a).

Compute the triple integral of F(p, 6, ¢) = 1/p over the region R in the first octant bounded by the cones ¢ = %

and ¢ = tan™' 2 and the sphere p = J6. (See Fig. 57-5.)

Fig. 57-5

Integrate first with respect to p from p=0to p= J6, then with respect to ¢ from ¢ = to ¢=tan"'2, and

finally with respect to 6 from O to 7 This yields

ff5av=["1"1, & psinodpdoan

=3[ jm * sing do do

-1 (o= 355 5)

Find the volume bounded by the paraboloid z = 2x? + y? and the cylinder z =4 —y? (See Fig. 57-6.)

Integrate first with respect to z from z = 2x> + y* to z =4 —y?, then with respect to y from y=0to y=~/2— x>
(obtain x? + y? = 2 by eliminating x between the equations of the two surfaces), and finally with respect to x from
x=0to x=+/2 (obtained by setting y = 0 in x> + y* = 2) to obtain one-fourth of the required volume. Thus,

V= 4J er LH dzdydx = 4] f (4= )+ (20 +y)ldydx

NP
V2 3 NG
= 4.[0 [4)1 —2x%y - 2%]0 dx = %JO (2 = x*)*2dx = 47 cubic units
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(0,0,4)|*

Fig. 57-6

7. Find the volume within the cylinder r = 4 cos 8 bounded above by the sphere r* + z2 = 16 and below by the plane
z=0. (See Fig. 57-7.)

Fig. 57-7

Integrate first with respect to z from z =0 to z=+/16—r?, then with respect to r from r =0 to r =4 cos 6, and
finally with respect to 8 from 8= 0 to 8= 7 to obtain the required volume. Thus,

v=| j:e jomr de dy d6=[" jj“"“’rm drdo

- —% [ sin* 6-1)d6 = %(Sn — 4)cubic units

8. Find the coordinates of the centroid of the volume within the cylinder r = 2 cos 6, bounded above by the
paraboloid z = r? and below by the plane z = 0. (See Fig. 57-8.)

V= 2J~0n/2 JOZCOSQJ: rdzdrd6 = 2J~:/2 J-Ozcoser2 drde
= %J:/Z[rzt]gcosade — SJ:IZCOS4 00— %ﬂ

M, =|[[xav=2 jo”’zj:mwjo’z (rcos@)rdzdrd6
R

= ZJ:/Z ijse r*cos@drd0 = 6?4 J.Om cos®0d0=2r
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Fig. 57-8

Then X = M _/V = %. By symmetry, y = 0. Also,

/2 p2cos6 pr? n/2 p2cosO
M =[[fzav=2["["" [ zrdzdrde="[""rdras
R
= %J.Omcos6 0do=3nm
and 7 =M, /V =-3. Thus, the centroid has coordinates (5,0, 7).

For the right circular cone of radius @ and height 4, find (a) the centroid; (b) the moment of inertia with respect to
its axis; (c) the moment of inertia with respect to any line through its vertex and perpendicular to its axis; (d) the
moment of inertia with respect to any line through its centroid and perpendicular to its axis; and (e) the moment
of inertia with respect to any diameter of its base.

Take the cone as in Fig. 57-9, so that its equation is r = %z. Then:

v=a[ [ razarao=4]" j;(hr_ grz)drde

_l 2 /2 —l 5
=ha jo d6 =3 mha

(0,0,3ah)

0,.r.0
(! )y

Fig. 57-9
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(a) The centroid lies on the z axis, and we have

M = J_}[jde = 4_'?/2_[; J:rmzr dz dr d@

_ n/2 pa 2 h_Z 3 _ l 2 2 /2 _ l 2 2
—2'[0 Jo(hr P drd@—zhajo d9—47rha
Then z=M,/V= 3 h, and the centroid has coordinates (0, 0, 3 /).

R NS R S
R

(c) Take the line as the y axis. Then

1= j{f(xz +)av=4[" [ (7cos 0+ ds dr db

= 4J:/2_[:|:(hr3 - %r“)cos2 0+ %(}ﬁr— Z—jr4):|dr de
_l 2( 2 l 2)_§( 2 l 2)
—Sﬂ'ha h+4a —5h+4a \%4
(d) Let the line ¢ through the centroid be parallel to the y axis.
I[,=1.+VGh? and I, =3(h" +4a®)V—F%1V =" +4a*)V

(e) Letd denote the diameter of the base of the cone parallel to the y axis. Then

1,=1.+V(Gh) =55(h" +4a*)V +ch*V = 55(2h* +3a*)V

10. Find the volume cut from the cone ¢ =+ 7 by the sphere p=2acos¢. (See Fig. 57-10.)

v=4[[fav=4 jom jo”” jj”’ pising dp d¢ dO
R

= 323"3 J:lz J':M cos’ ¢ sing d¢ dO=2a’ J.:/zde =ma® cubicunits

Z

Fig. 57-10
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11. Locate the centroid of the volume cut from one nappe of a cone of vertex angle 60° by a sphere of radius 2 whose
center is at the vertex of the cone.
Take the surface as in Fig. 57-11, so that x =y = 0. In spherical coordinates, the equation of the cone is
¢ =r/6, and the equation of the sphere is p =2. Then

v=|[fav=a]"["[ psing dp ap a0 =32["" ["sing g a6
R
=‘%(§— ) "ao=2 - )
M, = mde = 4]:/2J:/6I:(pcosrp)p2 sing dp d¢ do
R

=8 ["sin2¢ dg do =1

and 7=M,_/V=32+3).

Fig. 57-11

12. Find the moment of inertia with respect to the z axis of the volume of Problem 11.

L= [ffee s =" s g ap g

_ 128 (2 s . _@(2_3 ) LI P _5_2\/5
=50, ) s edodo="5(3-5B) | o= 16 -93) = 2=y

SUPPLEMENTARY PROBLEMS

13. Describe the curve determined by each of the following pairs of equations in cylindrical coordinates:
@r=1,z=2;(b)r=2,z=6,(c) 0=/, r=~2;(d) O=n/d, z=r.

Ans. (a) circle of radius 1 in plane z = 2 with center having rectangular coordinates (0, 0, 2); (b) helix on right
circular cylinder » = 2; (c) vertical line through point having rectangular coordinates (1, 1, 0); (d) line
through origin in plane 8= w/4, making an angle of 45° with xy plane
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14. Describe the curve determined by each of the following pairs of equations in spherical coordinates:
@p=1,60=mb) 6=7, 9=Fi()p=2,¢=7.

Ans. (a) circle of radius 1 in xz plane with center at origin; (b) halfline on intersection of plane 8= /4 and
cone ¢ =1/6; (c) circle of radius +/2 in plane z =~/2 with center on z axis

15. Transform each of the following equations in either rectangular, cylindrical, or spherical coordinates into
equivalent equations in the two other coordinate systems:
@p=5®Z=ri@r+y+@c-1y>=1
Ans. (@) xX2+y*+72=25,r+72=25;(b) 22=x>+y? cos’¢p =+ (thatis, p=7/4 or p=37/4); (c) P+ 2=2z,
p=2cos¢

16. Evaluate the triple integral on the left in each of the following:
1p2p3
@ [ [
I px pxy _ 1
(b) J.o -LZJ.O dzdydx—ﬁ
6 12-2y 4-2y/3-x/3 12 p6-x/2 £4-2y/3-x/3
(c) J.O '[0 '[O xdz dx dy =144 [= '[O JO IO ’ xdz dy dx:|

72 p4 p16-22 256
_ 2312 —
() jo Uo (16— r2)"rzdrdo =7

2r oS
© "] [ p*singdpdgde=2500m
17. Evaluate the integral of Problem 16(b) after changing the order to dz dx dy.
18. Evalute the integral of Problem 16(c), changing the order to dx dy dz and to dy dz dx.

19. Find the following volumes, using integrals in rectangular coordinates:

(a) Inside x>+ y*=9, above z=0, and below x + z=4 Ans. 36T cubic units
(b) Bounded by the coordinate planes and 6x + 4y + 3z =12 Ans. 4 cubic units
(c) Inside x* +y? = 4x, above z = 0, and below x* + y* = 4z Ans. 6T cubic units

20. Find the following volumes, using triple integrals in cylindrical coordinates:
(a) The volume of Problem 4.
(b) The volume of Problem 19(c).
(¢) That inside r* = 16, above z =0, and below 2z =y Ans.  64/3 cubic units

21. Find the centroid of each of the following volumes:
(a) Under 72 =xy and above the triangle y=x, y =0,
x =4 in the plane z=0 Ans.  (3,%,3%)
(b) That of Problem 19(b) Ans.  (4,2,1)
Ans. 64-9x , 23 ’ 73w —128
l6(m—1)’" 8(mr—1)" 32(x—-1)
(d) That of Problem 19(c) Ans.  (£,0,2
(e) That of Problem 20(c) Ans. (0, 3n/4, 31/16)

ulo
oo

l

o

(¢c) The first-octant volume of Problem 19(a)



22,

23.

24.

25.
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Find the moments of inertia /, 1,1 of the following volumes:

(a) That of Problem 4 Ans. I =1,=%V;I =4V

(b) That of Problem 19(b) Ans. I =3V, Iy =2V, 1. = Bv
(c) That of Problem 19(c) Ans. I =]V, =V =%V
(d) That cut from z = r? by the plane z=2 Ans. 1,=1,=3V;I =3V

Show that, in cylindrical coordinates, the triple integral of a function f{r, 6, z) over a region R may be represented by

I:Irz(e)fzz(r,e)f(r, 9’ Z)r dz Ir do

1(8) J2,(r.0)

[Hint: Consider, in Fig. 57-12, a representative subregion of R bounded by two cylinders having the z axis as
axis and of radii r and r + Ar, respectively, cut by two horizontal planes through (0, 0, z) and (0, 0, z + Az),
respectively, and by two vertical planes through the z axis making angles @ and 0+ A6, respectively, with the xz
plane. Take AV = (r A6) Ar Az as an approximation of its volume.]

Fig. 57-12

Show that, in spherical coordinates, the triple integral of a function f(p, ¢, 6) over a region R may be represented by

B (0:(0) P2 (9.6 i
L Jm) 0 )f(P, ¢, 0)p*sing dp d¢ dO

1(6) Jpi(9.60)

[Hint: Consider, in Fig. 57-13, a representative subregion of R bounded by two spheres centered at O, of radii
pand p + Ap, respectively, by two cones having O as vertex, the z axis as axis, and semivertical angles @¢and
@+ A¢, respectively, and by two vertical planes through the z axis making angles 6 and 6+ A6, respectively,
with the yz plane. Take AV = (p Ag)(psin @ AG)(Ap) = p*sing Ap Ap A as an approximation of its volume.]

Change the following points from rectangular to cylindrical coordinates: (a) (1, 0, 0); (b) (\/E V2, 2);
(© (—/3.1,5).

Ans. (a)(1,0,0); (b) (2, %, 1); (c) (2, 5?”, 5)
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26.

27.

28.

29.

psin ¢ A0

Fig. 57-13

Change the following points from cylindrical to rectangular coordinates: (a) (5, %, 1); (b) (2, — %, 0); (©) (0,7, 1).

Ans. (a) (% % 1); (b) (/3,-1,0); (c) (0,0, 1)

Change the following points from rectangular to spherical coordinates: (a) (1, 0, 0); (b) (2,2, 2);
(© (1, -1, —/2).

Ans. () (1, 0, %) (b) (2J§, . %); © (2, Iz, %Tﬂ)

Change the following points from spherical to rectangular coordinates: (a) (1, 0, 0); (b) (2, 0, 7); (¢) (4, %, %)

Ans. () (0,0, 1); (b) (0,0,-2); () (2,+2,2/3)

Describe the surfaces determined by the following equations:
(@) z=7% (b) r=4cos 0; (¢) peosg=4; (d) psing=4; (e) p=T: (D) 6="7 (¢) p=2sing
Ans. (a) circular paraboloid; (b) right circular cylinder (x —2)? + y?> = 4; (c) plane z = 4; (d) right circular

cylinder x* + y? = 16; (e) the xy plane; (f) right circular cone with the z axis as its axis; (g) right circular
cylinder x> +y?> =4
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Masses of Variable Density

Homogeneous masses can be treated as geometric figures with density d= 1. The mass of a homogeneous
body of volume V and density dis m = 8V.
For a nonhomogenous mass whose density ¢ varies continuously, an element of mass dm is given by

(1)  O(x, y) ds for a planar material curve (e.g., a piece of fine wire);
(2) O(x, y) dA for a material two-dimensional plate (e.g., a thin sheet of metal);
(3) O(x, y, 2) dV for a material body.

The center of mass (X, y) of a planar plate that is distributed over a region R with density d(x, y) is deter-
mined by the equations

mx =M, and my=M,_, where M = H O(x,y)xdA and M = H5(x,y)ydA
R R
An analogous result holds for the center of mass of a three-dimensional body. The reasoning is similar to

that for centroids in Chapter 55.
The moments of inertia of a planar mass with respect to the x axis and the y axis are /, = ” O(x, y)y* dA
R

and I, = J.J‘ O(x,y)x?dA. Similar formulas with triple integrals hold for three-dimensional bodies. (For ex-

ample, 1, R= J.J.J- O(x,y, 2)(y* +2%) dA.)

SOLVED PROBLEMS

1. Find the mass of a semicircular wire whose density varies as the distance from the diameter joining the ends.
Take the wire as in Fig. 58-1, so that d(x, y) = ky. Then, from x? + y*> = r2.

dy ’ r
ds=,[1+|— dx=§dx

dx
and m= f6(x,y) ds = J:rr ky?dx = er-; dx = 2kr? units
Yy
Px.y)
¥y
X
-7,0) 0 (r0)
Fig. 58-1

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.
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2. Find the mass of a square plate of side « if the density varies as the square of the distance from a vertex.
Take the square as in Fig. 58-2, and let the vertex from which distances are measured be at the origin. Then

8(x, y) = k(x* + y*) and

m= .Lj5(x, y)dA = J: J.: k(x*+y*) dxdy= k_[: (3a® + ay*) dy = % ka* units

<3 _AP(ry)

Fig. 58-2

3. Find the mass of a circular plate of radius r if the density varies as the square of the distance from a point on the

circumference.
Take the circle as in Fig. 58-3 and let A(r, 0) be the fixed point on the circumference. Then d(x, y) =

k[(x — r)*+y*] and

m= H5(x,y) dA = 2.[-“'.0 k[(x = r)? + y*1dy dx =3 knr* units
R

y
P(x, y)
Q\
*)2%
(-1, 0) 22\ A, 0)
0 X
Fig. 583

4. Find the center of mass of a plate in the form of the segments cut from the parabola y? = 8x by its latus rectum
x =2 if the density varies as the distance from the latus rectum. (See Fig. 58-4.)
Here, 8(x, y) =2 — x and, by symmetry, ¥ = 0. For the upper half of the plate,

mzjkjé(x,y) da= ][ k2= x)dx dy:kj.:(z—):‘_:%)dy:%k

_ _(r e y° _ 128
M, = jkjé(x,y)x dA = jo J.yz/sk(2—x)x dx dy= kjo [g—a+m]dy—¥k

and X = M /m=%. The center of mass has coordinates ($,0).



S.

CHAPTER 58 Masses of Variahle Density

y r(2,4)
2 —Xx

=

(x, )

Fig. 58-4

Find the center of mass of a plate in the form of the upper half of the cardioid r = 2(1 + cos 6) if the density
varies as the distance from the pole. (See Fig. 58-5.)

m=[[8¢r,00da=[" [ (kryr dr d0 =3k (1 +cos0) dO =2k
R 070 0

2(14cos0)
j (kr)(rsin6)r dr d@

0

M, = [[8(r.0)y dA= jo"

= 4kJ:(1 +cos0)* sin@ do =2k

2(1+cosB)
f (kr)(rcosO)r dr d6 =14kr

0

M, = [[8(r.0)xaa= |7

M, 2 _ M
Thenx:m~:—,y=

x — 96 and the center of mass has coordinates (2 i)
m 257 10° 257

—_

Fig. 58-5

Find the moment of inertia with respect to the x axis of the plate having for edges one arch of the curve y = sin x
and the x axis if its density varies as the distance from the x axis. (See Fig. 58-6.)

m= _Lj(S(x,y) dA= J‘Oﬂ J:n*ky dy dx = %kj:sinz vdv="tk
1= Jfaceyy aa=[] [ 0% dy =4 [ sintr dv= k= 3m
.

P(x, )
]y

(T, 0)

Fig. 58-6
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7. Find the mass of a sphere of radius « if the density varies inversely as the square of the distance from the center.

k k
Take the sphere as in Fig. 58-7. Then 0(%:3:2) = T3~ = 7 and

m=Jf[sceyav =8 [ [\ p*sinodpdpde
R

_ w2 pml2 | _ /2 _ .
=8ka jo jo sing do do = Ska_[o d6 = 4krma units

4

P(x, 3, 2)

Fig. 58-7

8. Find the center of mass of a right circular cylinder of radius a and height 4 if the density varies as the distance
from the base.
Take the cylinder as in Fig. 58-8, so that its equation is = a and the volume in question is that part of the
cylinder between the planes z = 0 and z = h. Clearly, the center of mass lies on the z axis. Then

0

"= w 8Gr0)av=4]" ['[ (kardzdrao=2k>[" ['r ar a6
=kra [ d6 = tknhia®
M, = J-‘I[j5(z,r,9)z dv = 4J‘:’2J‘:I:(kzz)r dz dr d8 =4k J‘Oﬂlzj:rdr "

=3kia | ™46 = Lknhia®
3 0 3

and 7 = M, Im= 2 jp. Thus the center of mass has coordinates (0, 0, 2h).

Fig. 58-8
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SUPPLEMENTARY PROBLEMS

9.

10.

Find the mass of
(a) A straight rod of length a whose density varies as the square of the distance from one end
Ans.  +ka® units

(b) A plate in the form of a right triangle with legs a and b, if the density varies as the sum of the distance from
the legs

Ans. +kab (a+ D) units

(c) A circular plate of radius @ whose density varies as the distance from the center

Ans.  %ka’r units

(d) A plate in the form of an ellipse b%x? + a®y* = a?b?, if the density varies as the sum of the distances from its axes
Ans.  $kab(a + b) units

(e) A circular cylinder of height b and radius of base a, if the density varies as the square of the distance from
its axis

Ans.  Lka*br units

(f) A sphere of radius a whose density varies as the distance from a fixed diametral plane

Ans. Yka*m units

(g) A circular cone of height b and radius of base a whose density varies as the distance from its axis
Ans.  tka*bm units

(h) A spherical surface whose density varies as the distance from a fixed diametral plane

Ans. 2ka’T units

Find the center of mass of
(a) One quadrant of the plate of Problem 9(c)
Ans. (3a/2m, 3a/2m)

(b) One quadrant of a circular plate of radius a, if the density varies as the distance from a bounding radius
(the x axis)

Ans. (3al/8, 3an/16)

(c) A cube of edge a, if the density varies as the sum of the distances from three adjacent edges (on the
coordinate axes)

Ans.  (5a/9, 5al9, 5a/9)
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11.

(d) An octant of a sphere of radius a, if the density varies as the distance from one of the plane faces
Ans. (16a/15m, 16a/15m, 8a/15)
(e) A right circular cone of height b and radius of base a, if the density varies as the distance from its base

Ans. (0,0, 2b/5)

Find the moment of inertia of:

(a) A square plate of side a with respect to a side, if the density varies as the square of the distance from an
extremity of that side

Ans. {a*m

(b) A plate in the form of a circle of radius a with respect to its center, if the density varies as the square of the
distance from the center

2 42
Ans. Fa'm

(c) A cube of edge a with respect to an edge, if the density varies as the square of the distance from one
extremity of that edge

Ans. ¥a’m

(d) A right circular cone of height b and radius of base a with respect to its axis, if the density varies as the
distance from the axis

Ans. %a’*m

(e) The cone of (d), if the density varies as the distance from the base



CHAPTER 59

Differential Equations of First
and Second Order

A differential equation is an equation that involves a function, say y, of one variable, say x, and derivatives

2
of y or differentials of x and y. Examples are % + 2% +3y—"7sinx+4x=0 and dy = (x + 2y) dx. The first

equation also can be written as y” + 2y" + 3y — 7 sin x + 4x = 0.

The order of a differential equation is the order of the derivative of highest order appearing in it. The first
of the above equations is of order two, and the second is of order one.

A solution of a differential equation is a function y that satisfies the equation. A general solution of an
equation is a formula that describes all solutions of the equation. It turns out that a general solution of a dif-
ferential equation of order n will contain n arbitrary constants.

Separable Differential Equations
A separable differential equation is a first-order equation that can be put in the form

f(x)dx+g(y)dy=0, which is equivalent to & __J®

dx ~  g(y)

A separable equation can be solved by taking antiderivatives

[Feode+[gdy=c

The result is an equation involving x and y that determines y as a function of x. (See Problems 4-6, and for
justification, see Problem 61.)

Homogeneous Functions

A function f(x, y) is said to be homogeneous of degree n if f(Ax, Ay) = A*f(x, y). The equation M(x, y) dx +
N(x, y) dy =0 is said to be homogeneous if M(x, y) and N(x, y) are homogeneous of the same degree. It is
easy to verify that the substitution

y=uvx, dy=vdx+xdr

will transform a homogeneous equation into a separable equation in the variables x and ».

Integrating Factors

Certain differential equations may be solved after multiplication by a suitable function of x and y produces an
integrable combination of terms. Such a function is called an integrating factor of the equations. In looking
for integrable combinations, note that:

(1) dxy)=xdy+ydx (1) do/ix) =

_ xdy+ydx . | N
(i) d(lnxy) = B @iv) d(—k+]u )=u*du

xdy—ydx
xZ

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.
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Moreover, d(F) + d(G) + - - - =0 yields F + G + . = constant. (See Problems 10-14.)

The so-called linear differential equations of the first order + Py=Q, where P and Q are functions

dy
> dx
of x alone, have the function &(x) = e!"" as integrating factor. (See Problems 15-17.)

. d .
An equation of the form d—i + Py=Qy", where n # 0, 1 and where P and Q are functions of x alone, can

be reduced to the linear form by the substitution
I-n — —n @ — _1 %
YoOIL Y kT Tondx
(See Problems 18-19).

Second-Order Equations
The second-order equations that will be solved in this chapter are of the following types:

2

= f(x)  (See Problem 23.)

2
% =f (x,%) (See Problems 24 and 25.)
2

= f(y)  (See Problems 26 and 27.)
d2
dx
(See Problems 28-33))

If the equation m?* + Pm + Q = 0 has two distinct roots m, and m,, then y = C,e™* + C,e™" is the general

d? d
solution of the equation d—); + Pd—y + Qy =0. If the two roots are identical so that m, = m, = m, then

—5+ P + Qy=R, where P and Q are constants and R is a constant or function of x only.

y=Ce™ +C,xe™ =e™(C, + C,x)

is the general solution. 2

. d dy
The general solution of d—);+ PE +Qy =0 is called the complementary function of the equation
d? d
SE POy =R() (59.1)

If f(x) satisfies (59.1), then the general solution of (59.1) is

y= complementary function + f(x)

The function f(x) is called a particular solution of (59.1).

SOLVED PROBLEMS

1. Show that (a) y = 2e*, (b) y =3x, and (c) y = C,e* + C,x, where C, and C, are arbitrary constants, are solutions of
the differential equation y”’(1 —x) + y'x —y =0.

(a) Differentiate y = 2¢* twice to obtain y" = 2e* and y”” = 2¢*. Substitute in the differential equation to obtain
the identity 2e*(1 — x) + 2e*x — 2e*=0.
(b) Differentiate y = 3x twice to obtain y" = 3 and y” = 0. Substitute in the differential equation to obtain the
identity O(1 — x) + 3x — 3x=0.
(c) Differentiate y = C,e* + C,x twice to obtain y’ = C,e* + C, and y” = C,e*. Substitute in the differential
equation to obtain the identity C,e*(1 —x) + (C,e*+ C)x — (C,e* + C,x) =0.
Solution (c) is the general solution of the differential equation because it satisfies the equation and contains

the proper number of essential arbitrary constants. Solutions (a) and (b) are called particular solutions because
each may be obtained by assigning particular values to the arbitrary constants of the general solution.
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Form the differential equation whose general solution is:

(@) y=Cx*—x;(b)y=Cx’+ Cyx + Ci.

(a) Differentiate y = Cx*> — x once to obtain y’ = 2Cx — 1. Solve for C = 1yl and substitute in the given
y y 5 g
relation (general solution) to obtain y = %(%)xl —xoryx=2y+ux

(b) Differentiate y = C,x* + Cox + C, three times to obtain y' = 3C,x? + C,, y” = 6C,x, ¥ = 6C,. Then y” = xy””’
is the required equation. Note that the given relation is a solution of the equation y® = 0 but is not the
general solution, since it contains only three arbitrary constants.

Form the second-order differential equation of all parabolas with principal axis along the x axis.
The system of parabolas has equation y> = Ax + B, where A and B are arbitrary constants. Differentiate twice
to obtain 2yy” = A and 2yy” + 2(y)* = 0. The latter is the required equation.

dy 1+y°
Solve P DA i
Here xy*(1 + x3)dy + (1 + y})dx =0, or i _')_; ~dy + a ixz) dx = 0 with the variables separated. Then the
partial-fraction decomposition yields Y

yidy dx xdx 0

1+y " x  1+x2

and integration yields

Iln|l+y}|+In|x|-tIn(1+x*)=c

or 2In |1+ y*|+61In|x|— 3In(1 + x?) = 6¢

6 33)2 6 332
lnx(1+y) —6 x(1+y°)

from which a+oy ¢ and a+ oy =e*=C
dy _1+y?
Solve o1

Separate the variables: Integration yields tan™! y = tan™! x + tan™' C, and then

_ay _ _dx_
I+y*  1+x*

x+C
1-Cx

y=tan(tan' x + tan™' C) =

dy cos’y
Solve dx ~ sin’x’

The variables are easily separated to yield dy dx

cos’y ~ sin’x’
Hence, sec?y dy = csc? x dx and integration yields tan y = —cot x + C.

Solve 2xy dy = (x> — y?) dx.
The equation is homogeneous of degree two. The transformation y = ux, dy = v dx + x dv yields

2x)(x)(v dx + x dv) = (x* — v*x) dx or 12_”30152

= % Then integration yields

—1In|1-32%|=In|x|+Inc

from which In |1 —=322|+ 3 In x| +In C"=00r C” |x*(1 — 322)|= 1.
Now + C'x*(1 — 3v%) = Cx*(1 — 322) = 1, and using v= y/x produces C(x* — 3xy*) = 1.
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8. Solve xsin%(y dx+xdy)+ cos%(x dy—ydx)=0.
The equation is homogeneous of degree two. The transformation y = ux, dy = vdx + x dv yields

xsinz(zx dx + x*dv + vx dx) + vxcos v(x? dv+ovx dx—ovx dx)=0

or sinz(2z dx + x dv)+ xvcosy dv =0

or smzx+z/cosz/dy+2d7x:()

vsiny

Then In |vsin »|+ 2 In |x] = In C’, so that x?» sin »= C and xysin% =C.

9. Solve (x*—2y*) dy +2xy dx=0.
The equation is homogeneous of degree two, and the standard transformation yields

(1=-2>) v dx+xdv)+20dx=0

1220 g, dx_

or 2(3=227) X

dv 4y dv dx _
or 3 38-20 " x 0

Integration yields L1n|2|+41n|3 — 22%|+1n |x| = Inc, which we may write as In |2| +In |3 —22?|+31In|x|=InC".
Then x3(3 — 2vo?) = C and y(3x% — 2y*) = C.

10. Solve (x> +y) dx+ (y*+x) dy=0.
Integrate x* dx + (y dx + x dy) + y* dy = 0, term by term, to obtain

11. Solve (x+e™siny)dx—(y+e*cosy) dy=0.
Integrate x dx —y dy — (¢™ cos y dy — ™ sin y dx) = 0, term by term, to obtain

Tx? =Ly’ —e*siny=C

12. Solve x dy —y dx = 2x3 dx. Cdv— v dx
The combination x dy — y dx suggests d (%) = % Hence, multiplying the given equation by
xdy—ydx

x2

Ex)= x%’ we obtain =2x dx, from which

%=x2+C or y=x*+Cx

13. Solve x dy + y dx = 2xy dx.
The combination x dy + y dx suggests d(Inxy) =

xdy+ydx
xdy+ydx ol
xy

. Hence, multiplying the given equation by

E(x,y)= %, we obtain =2x dx, from which In |xy| =x* + C.



14.

15.

16.

17.

18.
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Solve x dy + (3y — e*) dx=0.
Multiply the equation by &(x) = x? to obtain x* dy + 3x%y dx = x%"* dx. This yields

xXy= J‘xzex dx=x?e* —2xe* +2¢* +C

Ay 2
atyr= 6x°.
Here P(x) = 2, P(x) =Inx? and an integrating factor is £(x) = ¢"™** = x%. We multiply the given equation by

Ex)=x*to obtain x> dy + 2xy dx = 6x° dx. Then integration yields x%y = x5 + C.

Note 1: After multiplication by the integrating factor, the terms on the left side of the resulting equation are an
integrable combination.

Note 2: The integrating factor for a given equation is not unique. In this problem, x2, 3x2, +x2, etc., are all
integrating factors. Hence, we write the simplest particular integral of P(x) dx rather than the general integral,
In x>+ 1n C=1n Cx%

dy

Solve tanxﬁ +y=secx.
Since % + ycotx = cscx, we have jP(x)dx = jcotx dx = In [sin x|, and &(x) = " =|sin x|. Then multiplica-

tion by &(x) yields

sinx(%+ycotx)= sinxcscx or sinxdy+ ycosxdx=dx

and integration gives

ysinx=x+C

dy . _
Solve T =X

Here P(x) = —x, fP(x)dx =—4x% and {(x) = ¢, This produces
et dy— xye’%xzdx = xe ™ dx

and integration yields

1 _L 1
ye'é"z =—¢™+C, or y= Cer” —1

dy

Solve PRl xy>.

The equation is of the form % + Py =Qy", with n = 2. Hence we use the substitution y'” =y =z,
v % = —%. For convenience, we write the original equation in the form y= % + y™' = x, obtaining
_dz, . _ dz _,_ _

Qe ti= o - z=x

The integrating factor is &(x) = L 1 gives us e dx — ze™ dx = — xe™ dx, from which ze™ =
xe™ + e~ + C. Finally, since z = y™!, we have

—=x+1+Ce"
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19.

20.

21.

22,

23.

24.

dy _ 3
Solve dx+ytanx—y Secx.

Write the equation in the form y= % + y~ tan x = sec x. Then use the substitution y?2 =z, y~> % =— é Z

obtain % — 2z tan x = —2sec x.

dx
The integrating factor is &(x) = I cos v 1t gives cos2x dz — 2z cos x sin x dx = — 2cos x dx, from
which
zcos’x=-2sinx+C, or coys X = 2sinx+C

When a bullet is fired into a sand bank, its retardation is assumed equal to the square root of its velocity on
entering. For how long will it travel if its velocity on entering the bank is 144 ft/sec?
4 Let v represent the bullet’s velocity ¢ seconds after striking the bank. Then the retardation is —% =+/7, 50
7
o =drand 2o =-t+C.
When t =0, v= 144 and C = 2144 =24. Thus, 2</7 =—t + 24 is the law governing the motion of the bullet.
When v= 0, ¢ = 24; the bullet will travel for 24 seconds before coming to rest.

A tank contains 100 gal of brine holding 200 1b of salt in solution. Water containing 1 Ib of salt per gallon flows
into the tank at the rate of 3 gal/min, and the mixture, kept uniform by stirring, flows out at the same rate. Find
the amount of salt at the end of 90 min. d

Let g denote the number of pounds of salt in the tank at the end of t minutes. Then d_? is the rate of change of
the amount of salt at time .

Three pounds of salt enter the tank each minute, and 0.03g pounds are removed. Thus dg

o 4 _3_0.03q.

. dq . . .
Rearranged, this becomes m =dt, and integration yields
In(0.03g - 3)
— Qo0 -t C.

Whent=0,g=200and C= ln_033 so that In(0.03¢g — 3) = —0.037 + In3. Then 0.01g — 1 = ¢%, and ¢ = 100 +

100e7%. When ¢ =90, g = 100 + 100e™>" ~ 106.72 1b.

Under certain conditions, cane sugar in water is converted into dextrose at a rate proportional to the amount that
is unconverted at any time. If, of 75 grams at time ¢ = 0, 8 grams are converted during the first 30 min, find the
amount converted in 14 hours. dq

Let ¢ denote the amount converted in ¢ minutes. Then 7 = k(75— gq), from which
tion gives In (75 — q) = —kt + C.

When t=0,g=0and C=1n75, so that In (75 — g) = —kt + In 75.

When 7 =30 and g = 8, we have 30k = In75 — In 67; hence, k = 0.0038, and g = 75(1 — ¢™0:0038),

When t =90, g =75(1 — ¢7%**) ~ 21.6 grams.

dq .
g kdt, and integra-

2
Solve 4y _ = xe* +Ccosx.

d 2
Here ch (%) xe* +cosx. Hence, — d J(xe + cosx)dx = xe* — e* +sinx + C,, and another integration yields

y=xe —2e —cosx + Cix+ C,.

2
Solve x %+xﬂ—a
Let p= Ldiy then Z - =1 2 and the given equation becomes x> % +xp=aor xa’p +pde=4 a’x. Then integra-
tion yields xp = a In |[x+C,, or xﬂ =aln |x|+ C. When this is written as dy =aln |x| +C, @ , integration gives

i dx
y= Ealn2 |x| + C, In|x| + C,.



25.

26.

27.

28.

29.

30.

31.

32.
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Solve xy” +y +x=0.

Let p= Z’ Then Z )2] = % and the given equation becomes xZ—i +p+x=0o0r xdp+ pdx=—xdx.
Integration gives xp = —%xz + C,, substitution for p gives % = —%x + 71, and another integration yields

y:%x2 +C,In|x|+C,.

d*y
Solve dT —-2y=0.

Since i[(y )?]1=2y"y”, we can multiply the given equation by 2y” to obtain 2y’y”" = 4yy’, and integrate to ob-
tain (y")? = 4Jyy’dx = 4Jydy =2y’ +C.,.

Then % =,/2y*+C,, so that % =dx and In|\/2y +,/2y* + C,|=v/2x + In C,. The last equation yields
y +
2y +,2y* +C, =C,e™ ]

Solve y” =—1/y%.

Multiply by 2y” to obtain 2y’y” = 2¥

5. Then integration yields

dx y JI+Cy?

Another integration gives \/1+C,y* =Cx+C,or (C,x+C,)*—C\y* =

J1+Cpy?
(y')2=%+c1 sothat DT ydy _ .

d?y dy
Solve F+3E—4 —0

Here we have m? + 3m — 4 = 0, from which m = 1, —4. The general solution is y = C,e* + C,e™".

2
Solve F + 3 =0.

Here m? + 3m =0, from which m = 0, —3. The general solution is y = C, + C,e™>*.

d? 4y _ PRl
dx? dx
Here m?> — 4m + 13 = 0, with roots m, = 2 + 3i and m, = 2 — 3i. The general solution is

Solve +13y=0.

— 2+3i)> 2-3i)x — L2 3 —3ix
y=Ce?0% + C,e* 3% = ¢ (C e + C,e™™)

Since e = cos ax + i sin ax, we have e** = cos 3x + i sin 3x and e* = cos 3x — i sin 3x. Hence, the solution
may be put in the form

y=e*[C,(cos3x+isin3x)+ C,(cos3x —isin3x)]

=e*[(C, + C,)cos3x+i(C, — C,)sin3x)]

=e*(Acos3x+ Bsin3x)
A’y _4dy o
SO]VCF— dx +4y=0.
Here m* — 4m + 4 = 0, with roots m = 2, 2. The general solution is y = C,e* + C,xe™.
a 2y | ady _ 2
Solve e +3dx 4y=x*.

From Problem 6, the complementary function is y = Ce* + C,e™.
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33.

34.

35.

36.

To find a particular solution of the equation, we note that the right-hand member is R(x) = x%. This suggests
that the particular solution will contain a term in x?> and perhaps other terms obtained by successive differentia-
tion. We assume it to be of the form y = Ax? + Bx + C, where the constants A, B, C are to be determined. Hence
we substitute y = Ax? + Bx + C, y’ = 2Ax + B, and y”" = 24 in the differential equation to obtain

2A+3Q2Ax+B)—4(Ax>+Bx+C)=x> or —4Ax’+(6A—4B)x+(2A+3B—4C)=x’

Since this latter equation is an identity in x, we have —4A = 1, 6A — 4B =0, and 2A + 3B — 4C = 0. These yield

1 ,_ 3 13 _ 1, 3 13. . . Lo
A=— 4,8 8,C— 32,andy— I TgX T3y is a particular solution. Thus, the general solution is
1 3,13
y=Ce*+C,e™ —Zx —3 3%
d?y dy
SolveW—ZE—S»y COS Xx.

Here m? — 2m — 3 = 0, from which m = —1, 3; the complementary function is y = C,e™ + C,e**. The right-hand
member of the differential equation suggests that a particular solution is of the form A cos x + B sin x. Hence, we
substitute y = A cos x + B sin x, y’= B cos x — A sin x, and y”" = — A cos x — B sin x in the differential equation to
obtain

(—Acosx — Bsinx)—2(Bcosx — Asinx) —3(Acosx + Bsinx) =cosx

or —2(2A+ B)cosx +2(A —2B)sinx = cos x

The latter equation yields —2(2A + B) =1 and A — 2B =0, from which A = —% , B= —% . The general

—x a1 I
solution is C\e™ + C,¢’ 5C0s X 10smx

A weight attached to a spring moves up and down so that the equation of motion is ﬁ—;g +165s =0, where s is the
stretch of the spring at time £. If s =2 and %% =1 when r =0, find s in terms of ¢.

Here m? + 16 = 0 yields m = £4i, and the general solution is s = A cos 4t + B sindt. Now when 1 =0, s =2 =A,
so that s =2 cos 4t + B sin4t.

Also when t =0, ds/dt = 1 =—8 sin 4t + 4B cos 4t = 4B, so that B= L Thus, the required equation is

1. 4
s =2cos4t +Zsm4t.

The electric current in a certain circuit is given by fh{ +49L 1250471 =110.1f 1=0 and 4L = 0 when 1=0, find
I'in terms of .

Here m? + 4m + 2504 = 0 yields m = =2 + 50i, =2 — 50i; the complementary function is ¢ (A cos 50¢ + B sin
50¢). Because the right-hand member is a constant, we find that the particular solution is /= 110/2504 = 0.044.
Thus, the general solution is I = ¢ (A cos 50¢ + B sin 50¢) + 0.044.

Also when =0, dI/dt = 0 = e ?[(-2A + 50B) cos 50f — (2B + 50A) sin 50f] = —2A + 50B. Then B =-0.0018,
and the required relation is I = —%(0.044 cos 50¢ + 0.0018 sin 507) + 0.044.

A chain 4 ft long starts to slide off a flat roof with 1 ft hanging over the edge. Discounting friction, find (a) the
velocity with which it slides off and (b) the time required to slide off.
Let s denote the length of the chain hanging over the edge of the roof at time ¢.

(a) The force F causing the chain to slide off the roof is the weight of the part hanging over the edge. That
weight is mgs/4. Hence,

F = mass X acceleration = ms” = - mgs or s”=1gs

r oo

Multiplying by 2s” yields 2s’s” = + gss” and integrating once gives (s P =%+gs?+C,.
Whent=0,s=1ands"=0. Hence, C,=-+g and 5" = 2\/7\/s —1.When s =4, s"=1./15g ft/sec.



CHAPTER 59 Differential Equations

(b) Since \/% = %\/g dt, integration yields ln|s +/s?— 1| =1./gt +C,. Whent=0, s=1. Then
2 —

C,=0and In(s + /s> —1) =+ [er.

Whens=4,t= Lln(4 + \/E)seconds.
8

N

37. A boat of mass 1600 1b has a speed of 20 ft/sec when its engine is suddenly stopped (at 7 = 0). The resistance
of the water is proportional to the speed of the boat and is 200 1b when ¢ = 0. How far will the boat have moved
when its speed is reduced to 5 ft/sec?

Let s denote the distance traveled by the boat 7 seconds after the engine is stopped. Then the force F on the
boat is

’

F =ms” =—Ks’ from which s” =—ks

To determine k, we note that at =0, s" =20 and s” = force _ _ 200g =—4.Then k=—-s"/s"=+. Now

d mass 1600
s” = d_zt/ = —%, and integration gives Iny =—11+C, or v= C,e™".
When t =0, v=20. Then C, =20 and v= % =20e¢7'"°. Another integration yields s = —100¢™ + C,.

When =0, s =0; then C, = 100 and s = 100(1 — ). We require the value of s when v=15 =20e™", that is,
when e =4, Then s =100(1— 1) =75 ft.

SUPPLEMENTARY PROBLEMS

38. Form the differential equation whose general solution is:

(a y=Cx*+1 (b) y=Cx+C

() y=Cx*+C* d) xy=x*-C

(&) y=C,+Cux+ Cyx? (f) y=Cie*+ Cye™

(g) y=C,sinx+C,cosx (h) y=C,e* cos(3x + C,)

Ans. (@) xy' =2(y—1); (b)Y = —xy)% (c) 4x?y = 2x%y + ()% (d) xy" + y =3x% () Yy =0;
)y =3y +2y=0;(g) y" +y=0; (h) y" =2y + 10y=0

39. Solve:
(@) ydy—4xdx=0 Ans. y*=4x+C
(b) y?dy—-3x3dx=0 Ans. 2y*=3x+C
(©) Xy =y"(x—4) Ans. x*—xy+2y=CxYy
(d x—-2y)dy+(@+4x)dx=0 Ans. xy—y*+2x’=C
(e) (2y*+ 1)y =3x% Ans. y*+Inly|=x*+C
) x'Qy—-1)=y(1-x) Ans. Inry=x+2y+C
(g) (+y?)dx=2xydy Ans. x*—y*=Cx
(h) (x+y)dy=(x—-y)dx Ans. x*—-2xy—y*=C
(1) x(x+y)dy—y*dx=0 Ans. y=Ce™*
(G) xdy—-ydx+xe?dx=0 Ans. " +In|Cx|=0
(k) dy=Q@y+e¥) dx Ans. y=(Ce*— 1)e¥
D xH*dy=(1-xy%) dx Ans. 23 =3x*+C

40. The tangent and normal to a curve at a point P(x, y) meet the x axis in 7 and N, respectively, and the y axis in S
and M, respectively. Determine the family of curves satisfying the conditions:

(a) TP=PS; (b) NM =MP; (c) TP = OP; (d) NP = OP

Ans. (@) xy=C;(0) 2% +y*=C; () xy=C,y=Cx; (d) x> £y*=C



CHAPTER 59 Differential Equations

41. Solve Problem 21, assuming that pure water flows into the tank at the rate of 3 gal/min and the mixture flows out

at the same rate.

Ans. 13.441b

, 4
42. Solve Problem 41 assuming that the mixture flows out at the rate 4 gal/min. (Hint: dg=— IOOq— P dr).

Ans. 0.021b

In Problems 43-59, solve the given equation.

2
43. ZT —3x+2
2
4. o % =4(e* +1)
2
45. % =-9sin3x

46. + LY 3B 40_g

Yo T dx
2
47. %—%=2x—x2
dzy dy 3
48. W_E =8x

19, 4y 3dy+2 =0

dx? " 7dx

50. Z—2+5%+6y=0

51. Z—Q—%:O

52. Z—;{—Z%+y=0

53. Z—;Z+9y=0

54. Z—g—z%ﬁy:o

55. Zy f‘g+5 =0

56. LY 4D i3 6r423

dx* " dx

Ans.

Ans.

Ans.

Ans.

Ans.

Ans.

Ans.

Ans.

Ans.

Ans.

Ans.

Ans.

Ans.

Ans.

y=3x+x2+Cx+C,
y=e*+e*+Cx+C,
y=sin3x+Cx+C,
y=x+Cx*+C,
y=x?3+Cle"+C2
y=x*+Cx*+C,
y=Ce" + Cye™
y=CeF+ Ce™
y=C,+ Cye"
y=Cuxe' + Cye*

y=C, cos 3x + C, sin 3x
y=€*(C, cos 2x + C, sin 2x)

y=e*(C, cos x + C, sin x)

y=Cie*+ Ce™+2x+5



57.

58.

59.

60.

61.

CHAPTER 59 Differential Equations

2 3x
jz +4y=e> Ans. y=C,sin2x+C, cos 2x+ 4=
d y d_ = 2x 3x 3x 2x 2
s 6dx+9y—x+e Ans. y=Ce* +Cxe™ +e +9+27
d*y x 1 2 G
e T Y=cos 2x—2sin2x Ans.  y=Ce*+C,e™™ —3cos 2x+ % sin 2x
A particle of mass m, moving in a medium that offers a resistance proportional to the velocity, is subject to an

attracting force proportlonal to the displacement. Fmd the equation of motion of the particle if at time r=0, s =0

d*s __, ds ds
and s = y,. (Hint: Heremd[2 =—k == d —k,s or dt2+2bdt+c s=0,b>0.)

. v . .
Ans. Ifb*=c% s=ype™ if b><?, 5= 2—°bze“” sin+/c? = b%t;if b> > 2,
2 —

= v—\/o—(e(*bh/bzﬂ:z)t _ e(—h—m)
2b% —¢?
dy __f(x)

Justify our method for solving a separable differential equation e by integration, that is,

8y
[ £ dx+ [g(y)dy=

Ans. Differentiate both sides of J f(x)dx+ J g(y) dy = C with respect to x, obtaining f(x)+ g()’) =0.

dy _ f®
Hence, — and the solution y satisfies the given equation.
dx = g Y givened



APPENDIX A

Trigonometric Formulas

. sinx 1
cos? B+sin”> 0=1 tanx = =
COsSx cotx
cos(0+2m) =cos 6
. . cosx 1
sin(@+ 2m) = sin 6 cotx=——=
Sinx tanx
cos(—6) =cos 6
. . 1
sin(—0) = —sin 6 secx =
) ) cosx
cos(u + v) =cos u cos v— sin u sin v
. . 1
cos(u — v) =cos u cos v+ sin u sin v CSCxX=—o0
sinx

sin(u + ») = sin u cos v+ cos u sin v
) ) ) tan(—x) =—tanx

sin(u — v) = sin u oS v— COS U Sin v

sin (260) =2 sin B cos 6

cos 260 =cos? 0 —sin* O

=2cos?0—-1=1-2sin’>0

tan(x+ ) =tanx
1+tan? x =sec® x

1+cot?x=csc?x

tan(u + ) = tanu + tanv

COSzQZHCOSe ) I tanutany
2 2

tanu - v) = tanu — tanv

sinzg=# YY) ¥ anutany

cos(% - 9) =sin 6; sin(;r — 6) = sin 6, sin(6+ 7) = —sin O

sin(% - 9) =cos 6; cos(w— 6) =—cos 6; cos(6+ 1) =—cos O

Law of cosines: ¢?=a*+b*—2abcosf A
sinA _sinB _sinC
T b T ¢

Law of sines:

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.



APPENDIX B

Geometric Formulas

(A = area, C = circumference, V = volume, S = lateral surface area)

Triangle Trapezoid Parallelogram Circle
b,
|
| ]
h - a_
b by b
— — 2 —
A:%bh Azé(bl_'_bz)h A=bh a—ﬂr,C—2n’r
Sphere Cylinder Cone

_4 3 _1 2
V—gﬂ:r V—37rrh
S=4nr’ S =mrs=nrVr’+h?

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.



Index

A C
Abel’s theorem, 386 Carbon dating, 232
Abscissa, 9 Cardioid, 340
Absolute maximum and minimum, 107, 453 Catenary, 220
Absolute value, 1 Center of curvature, 314
Absolutely convergent series, 376 Center of mass, 510
Acceleration: Center:
angular, 163 of a hyperbola, 43
in curvilinear motion, 332 of an ellipse, 42
in rectilinear motion, 161 Centroid:
tangential and normal components of, 333 of a plane region, 481
vector, 332 of a volume, 500
Alternating: Chain rule, 80, 415
harmonic series, 376 Change of variables in an integral, 199
series, 375 Circle, 29
theorem, 375 equation of, 29
Amplitude, 141 of curvature, 313
Analytic proofs of geometric theorems, 13 osculating, 313
Angle: Circular motion, 163
between two curves, 144, 342 Closed interval, 2
measure, 130 Closed set, 453
of inclination, 144, 341 Comparison test, 367
Angular velocity and acceleration, 163 Complement, 453
Antiderivative, 181 Complementary function, 517
Approximation by differentials, 174 Completing the square, 30
Approximation by series, 398 Components of a vector, 322
Arc length, 237, 308 Composite function, 80
derivative of, 312, 343 Composition, 80
formula, 238 Compound interest, 221, 232
Area: Concave upward, downward, 119
between curves, 236 Concavity, 119
by integration, 190, 481 Conditionally convergent series, 376
in polar coordinates, 351, 520 Cone, elliptic, 443
of a curved surface, 489 Conic sections, 39
of a surface of revolution, 301 Conjugate axis of a hyperbola, 43
under a curve, 190 Continuous function, 66, 68, 405
Argument, 49 on [a,b], 68
Asymptote, 120 on the left (right), 68
of hyperbola, 39 Convergence of series, 360
Average rate of change, 73 absolute, conditional, 376
Average value of a function, 198 Convergence, uniform, 385
Average velocity, 161 Convergent sequence, 352
Axis of revolution, 244 Coordinate, 1
Axis of symmetry, 120 axes, 9
of a parabola, 37 Coordinate system:
cylindrical and spherical, 498
B linear, 1
Binomial series, 399 rectangular, 9
Binormal vector, 461 right-handed, 426
Bliss’s theorem, 305 polar, 133, 339
Bounded sequence, 353 Cosecant, 142
Bounded set in a plane, 453 Cosine, 131

Copyright © 2009, 1999, 1990, 1962 by The McGraw-Hill Companies, Inc. Click here for terms of use.



Cosine (Cont.):

direction cosines, 428
Cotangent, 142
Critical numbers, 105
Cross product of vectors, 428
Cross-section formula, 248
Cubic curve, 39
Curl, 465
Curvature, 313

of a polar curve, 343
Curve sketching, 122
Curvilinear motion, 332
Cycloid, 315
Cylindrical coordinates, 498
Cylindrical shell formula, 247
Cylindrical surfaces, 441

D
Decay constant, 230
Decreasing:
function, 100
sequence, 354
Definite integral, 192
Degree, 130
Del, 464
Deleted disk, 405
Delta neighborhood, 4
Delta notation, 73
Density, 510
Dependent variable, 49
Derivative, 73
directional, 452
first, 62
higher order, 82, 90
of a vector function, 324
of arc length, 312, 343
of inverse functions, 81
partial, 405
second, 82
third, 82
Determinants, 428
Difference of shells formula, 247
Difference rule for derivatives, 79
Differentiability, 74, 415
Differential, 174
total, 414
Differential equation, 516
linear, of the first order, 517
order of a, 516
second order, 517
separable, 516
solution (general) of a, 516
Differentiation, 79
formulas, 79
implicit, 90, 417
logarithmic, 210
of inverse functions, 81
of power series, 385
of trigonometric functions, 139
of vector functions, 324, 460

Directed angles, 131
Direction cosines, 428
Direction numbers, 431
Directional derivative, 452
Directrix of a parabola, 41
Discontinuity, 66

jump, 67

removable, 66
Disk:

deleted, 405

open, 405
Disk formula, 244
Displacement, 74
Distance formula, 11

for polar coordinates, 351
Divergence (div):

of a sequence, 352

of a series, 360

of a vector function, 464
Divergence theorem, 362
Domain of a function, 49
Dot product of vectors, 323
Double integral, 474, 489

E
e, 215
e, 214
Eccentricity
of an ellipse, 42
of a hyperbola, 43
Ellipses, 38
center, eccentricity, foci, major axis,
minor axis of, 42
Ellipsoid, 442
Elliptic:
cone, 443
paraboloid, 442
Equations, graphs of, 37
Equilateral hyperbola, 46
Even functions, 122
Evolute, 314
Exponential functions, 214, 216
Exponential growth and decay, 230
Extended law of the mean, 100
Extreme Value Theorem, 69
Extremum, relative, 98

F
First derivative, 62
First derivative test, 106
First octant, 426
Foci:
of an ellipse, 42
of a hyperbola, 43
Focus of a parabola, 41
Free fall, 162
Frequency, 141
Function, 49
composite, 80
continuous, 405

Index



Index

Function (Cont.)
decreasing, 100
differentiable, 74, 415
domain of a, 49
even, 122
exponential, 214, 216
homogeneous, 516
hyperbolic, 220
implicit, 90
increasing, 100
integrable, 192
inverse, 81
inverse trigonometric, 152
logarithmic, 206
odd, 122
of several variables, 405

one-to-one, 81
range of a, 49
trigonometric, 139

Fundamental Theorem of Calculus, 199

G

Gamma function, 300

General exponential function, 216
General logarithmic functions, 217
Generalized Rolle’s theorem, 99
Geometric series, 360

Gradient, 453, 464

Graphs of equations, 20, 37
Graphs of functions, 122

Gravity, 162

Growth constant, 230

H
Half-life, 231
Half-open interval, 3
Harmonic series, 362
Higher order:

derivatives, 90

partial derivatives, 407
Higher order law of the mean, 100
Homogeneous:

bodies, 510

equation, ?7?

function, 516
Horizontal asymptote, 120
Hyperbola, 38, 43

asymptotes of, 39

center, conjugate axes, eccentricity,

foci, tranverse axes, vertices

equilateral, 43, 46
Hyperbolic functions, 220
Hyperbolic paraboloid, 443
Hyperboloid:

of one sheet, 443

of two sheets, 444

I
Implicit differentiation, 90, 417
Implicit functions, 90

Improper integrals, 293
Increasing

function, 100
sequence, 354

Indefinite integral, 181
Independent variable, 49
Indeterminate types, 223
Inequalities, 3

Infinite intervals, 3
Infinite limit, 57

of integration, 293

Infinite sequence, 352

limit of, 352

Infinite series, 360

Inflection point, 120

Initial position, 162

Initial velocity, 162
Instantaneous rate of change, 73
Instantaneous velocity, 161
Integrable, 192

Integral:

definite, 192

double, 474

improper, 293
indefinite, 181

iterated, 475

line, 466

Riemann, 192

test for convergence, 366
triple, 499

Integrand, 181
Integrating factor, 516
Integration:

by miscellaneous substitutions, 288
by partial fractions, 279

by parts, 259

by substitution, 182

by trigonometric substitution, 268
of power series, 385

plane area by double, 481

Intercepts, 21

Intermediate Value Theorem, 69
Interval of convergence, 383
Intervals, 2

Inverse cosecant, 155

Inverse cosine, 153

Inverse cotangent, 154

Inverse function, 81

Inverse secant, 155

Inverse sine, 152

Inverse tangent, 153

Inverse trigonometric functions, 152
Irreducible polynomial, 279
Iterated integral, 475

J

Jump discontinuity, 67

L

Latus rectum of a parabola, 41



Law of cosines, 134
Law of sines, 134
Law of the mean, 99
Extended, 100
Higher-order, 100
Lemniscate, 340
Length of arc, 130
L”Hopital’s Rule, 222
Limacon, 340
Limit:
infinite, 57
of a function, 56, 405
of a sequence, 352
right and left, 57
Limit comparison test, 367
Line, 18
equation of a, 20
in space, 431
slope of a, 18
Line integral, 466
Linear coordinate system, 1
Linear differential equation of the
first order, 517
Logarithm, natural, 206
Logarithmic differentiation, 210
Logarithmic functions, 217
Lower limit of an integral, 192

M
Maclaurin series, 396
Major axis of an ellipse, 42
Mass, 510
Maximum and minimum:

absolute, 107

relative, 98
Mean-Value theorem for derivatives, 99
Mean-Value theorem for integrals, 198
Midpoint formulas, 12
Minor axis of an ellipse, 42
Midpoint rule for integrals, 204
Moment of inertia:

of planar mass, 510

of planar region, 482

of a volume, 500
Monotonic sequence, 354
Motion:

circular, 163

curvilinear, 332

rectilinear, 161

Motion under the influence of gravity, 162

N

Natural logarithm, 206
Newton’s law of cooling, 232
Newton’s method, 175

Nondecreasing (nonincreasing) sequence, 354

Normal component of acceleration, 333
Normal line to a plane curve, 94
Normal line to a surface, 445

Normal plane to a space curve, 445, 461

(0]

Octants, 426
One-to-one function, 81
Open disk, 405

Open interval, 2

Open set, 415

Ordinate, 9

Origin, 1

Osculating circle, 313
Osculating plane, 461

P

Pappus, theorem of, 488
Parabola, 37

focus, directrix, latus rectum, vertex, 41

Paraboloid:

elliptic, 442
hyperbolic, 443

Paradox, Zeno’s, 364
Parallel lines, slopes of, 22
Parameter, 307

Parametric equations, 307

for surfaces, 462

Partial derivative, 405

higher order, 407

Partial fractions, 279

Partial sums of a series, 360
Particular solution, 517

Period, 141

Perpendicular lines, slopes of, 22
Plane, 432

vectors, 321

Point of inflection, 120
Point—slope equation of a line, 21
Polar axis, 339

Polar coordinates, 133, 339, 340
Polar curves, 340

Polar equation, 339

Pole, 339

Position vector, 324, 426
Positive series, 366

Positive x axis, y axis, 9

Power chain rule, 84

Power rule for derivatives, 79
Power series, 383

differentiation of, 385
integration of, 385

interval of convergence of, 383
radius of convergence of, 384
uniform convergence of, 385

p-series, 368
Principal normal, 461
Product rule for derivatives, 79

Q

Quadrants, 10

Quick formula I, 182

Quick formula II, 208

Quotient rule for derivatives, 79

Index
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R

Radian measure, 130

Radius of convergence, 383
Radius of curvature, 313
Radius vector, 324

Range of a function, 49

Rate of change, 73

Ratio of a geometric series, 360
Ratio test, 376

Rational function, 68, 279
Rectangular coordinate system, 9
Rectifying plane, 461
Rectilinear motion, 161
Reduction formulas, 263-264
Related rates, 167

Relative extrema (maximum and minimum), 98, 105,

106, 453
Remainder term, 397
Removable discontinuity, 70
Riemann integral, 192
Riemann sum, 192
Right-handed system, 426
Rolle’s theorem, 98
generalized, 99
Root test, 376
Rose with three petals, 340

S
Scalar product of vectors, 323
Scalars, 321
Secant function, 142
Second derivative, 82
Second derivative test, 105
Semimajor (semiminor) axis of an ellipse, 42
Separable differential equation, 516
Sequences:
bounded, 353
convergent and divergent, 352
limit of, 352
decreasing, increasing, nondecreasing,
nonincreasing, monotonic, 354
Series, infinite, 360
absolutely convergent, 376
alternating, 375
binomial, 399
conditionally convergent, 376
convergent and divergent, 360
geometric, 360
harmonic, 362
Maclaurin, 396
partial sums of, 360
positive, 366
power, 383
p-series, 368
remainder after n terms of a, 397
Taylor, 396
sum of, 360
terms of, 360
with positive terms, 366

Sigma notation, 190
Simpson’s rule, 204
Sine, 131
Slicing formula, 248
Slope of a line, 18
Slopes:

of parallel lines, 22

of perpendicular lines, 22
Slope—intercept equation of a line, 21
Solid of revolution, 244
Space curve, 445, 461
Space vectors, 426
Speed, 332
Sphere, 441
Spherical coordinates, 498
Squeeze theorem, 353
Standard equation of a circle, 29
Standing still, 162
Substitution method, 182
Sum of a series, 360
Sum rule for derivatives, 79
Surfaces, 462

cylindrical, 441
Surface of revolution, 301, 446
Symmetry, 120, 122

axis of, 37, 120

T

Tabular method for absolute extrema, 107
Tangent function, 142

Tangent line to a plane curve, 93
Tangent line to a space curve, 445
Tangent plane to a surface, 445
Tangential component of acceleration, 333
Taylor series, 396

Taylor’s formula with remainder, 397
Terms of a series, 360

Third derivative, 82

Total differential, 414

Transverse axis of a hyperbola, 43
Trapezoidal rule, 202

Triangle inequality, 2

Trigonometric functions, 131, 140, 142
Trigonometric integrands, 266
Trigonometric substitutions, 268
Trigonometry review, 130

Triple integral, 499

Triple scalar product, 430

Triple vector product, 431

U

Uniform convergence, 385
Unit normal to a surface, 463
Unit tangent vector, 325
Upper limit of an integral, 192

A\

Vector:
equation of a line, 431
equation of a plane, 432



Vector (Cont.):

position, 324, 426
product, 428
projections, 324
radius, 324

unit, 322

unit tangent, 325
velocity, 332
zero, 321

Vector functions, 324

curl of, 465 of an ellipse, 42
differentiation of, 324. 460 Volume:
divergence of, 464 given by an iterated integral, 475
integration of, 465 of solids of revolution, 244
Vectors, 321 under a surface, 489
acceleration, 332 with area of cross section given, 248
addition of, 321
components of, 322 w

cross product of, 428
difference of, 322

direction cosines of, 428
dot product of, 323
magnitude of, 321

plane, 321

scalar product of, 323
scalar projection of, 324
space, 426

sum of, 321

triple scalar product of, 430
triple vector product of, 431
vector product of, 428
vector projection of, 324
Velocity:

angular, 163

average, 161

Velocity (Cont.):
in curvilinear motion, 332
in rectilinear motion, 161
initial, 162
instantaneous, 161
vector, 332
Vertex of a parabola, 41
Vertical asymptote, 120
Vertices:
of a hyperbola, 43

Washer formula, 246
Work done by a force, 329

X

X axis, 9
positive, 9

x coordinate, 9

Y

y axis, 9
positive, 9

y coordinate, 9

y intercept, 21

V/
Zeno’s paradox, 364
Zero vector, 321

Index
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