
DECISION MAKING WITH THE 
ANALYTIC NETWORK PROCESS 
Economic, Political, Social and Technological 

Applications with Benefits, Opportunities, 
Costs and Risks 



Recent titles in the INTERNATIONAL SERIES IN 
OPERATIONS RESEARCH & MANAGEMENT SCIENCE 

Frederick S. Hillier, Series Editor, Stanford University 

Talluri & van Ryzin/ THE THEORY AND PRACTICE OF REVENUE MANAGEMENT 
Kavadias & Loch/PROJECT SELECTION UNDER UNCERTAINTY: Dynamically Allocating 

Resources to Maximize Value 
Brandeau, Sainfort & Pierskalla/ OPERATIONS RESEARCH AND HEALTH CARE: A Handbook of 

Methods and Applications 
Cooper, Seiford & Zhu/ HANDBOOK OF DATA ENVELOPMENT ANALYSIS: Models and 

Methods 
Luenberger/ LINEAR AND NONLINEAR PROGRAMMING, 2"' Ed. 
Sherbrooke/ OPTIMAL INVENTORY MODELING OF SYSTEMS: Multi-Echelon Techniques, 

Second Edition 
Chu, Leung, Hui & Cheung/ 4th PARTY CYBER LOGISTICS FOR AIR CARGO 
Simchi-Levi, Wu & Shenf HANDBOOK OF QUANTITATLVE SUPPLY CHAIN ANALYSIS: 

Modeling in the E-Business Era 
Gass & Assad/ AN ANNOTATED TIMELINE OF OPERATIONS RESEARCH: An Informal History 
Greenberg/ TUTORIALS ON EMERGING METHODOLOGIES AND APPLICATIONS IN 

OPERATIONS RESEARCH 
Weber/ UNCERTAINTY IN THE ELECTRIC POWER INDUSTRY: Methods and Models for 

Decision Support 
Figueira, Greco & Ehrgott/ MULTIPLE CRITERIA DECISION ANALYSIS: State of the Art 

Surveys 
Reveliotis/ REAL-TIME MANAGEMENT OF RESOURCE ALLOCATIONS SYSTEMS: A Discrete 

Event Systems Approach 
Kail & Mayer/ STOCHASTIC LINEAR PROGRAMMING: Models, Theory, and Computation 
Sethi, Yan & Zhang/ INVENTORY AND SUPPLY CHAIN MANAGEMENT WITH FORECAST 

UPDATES 
Cox/ QUANTITATNE HEALTH RISK ANALYSIS METHODS: Modeling the Human Health Impacts 

of Antibiotics Used in Food Animals 
Ching & Ng/ MARKOV CHAINS: Models, Algorithms and Applications 
Li & Sun/NONLINEAR INTEGER PROGRAMMING 
Kaliszewski/ SOFT COMPUTING FOR COMPLEX MULTIPLE CRITERIA DECISION MAKING 
Bouyssou et al/ EVALUATION AND DECISION MODELS WITH MULTIPLE CRITERIA: 

Stepping stones for the analyst 
Blecker & Friedrich/ MASS CUSTOMIZATION: Challenges and Solutions 
Appa, Pitsoulis & Williams/ HANDBOOK ON MODELLING FOR DISCRETE OPTIMIZATION 
Herrmann/ HANDBOOK OF PRODUCTION SCHEDULING 
Axsater/ INVENTORY CONTROL, 2'"" Ed. 
Hall/ PATIENT FLOW: Reducing Delay in Healthcare Delivery 
Jozefowska & W?glarz/ PERSPECTIVES IN MODERN PROJECT SCHEDULING 
Tian & Zhang/ VACATION QUEUEING MODELS: Theory and Applications 
Yan, Yin & Zhmg/STOCHASTIC PROCESSES, OPTIMIZATION, AND CONTROL THEORY 

APPLICATIONS IN FINANCIAL ENGINEERING, QUEUEING NETWORKS, AND 
MANUFACTURING SYSTEMS 

* A list of the early publications in the series is at the end of the book * 



DECISION MAKING WITH THE 
ANALYTIC NETWORK PROCESS 
Economic, Political, Social and Technological 

Applications with Benefits, Opportunities, 
Costs and Risks 

by 

Thomas L. Saaty 

and 

Luis G. Vargas 

Spri ineer ĝ̂  
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PREFACE 

Applications of the Analytic Network Process (ANP) in decision making 
demonstrate to our considerable amazement, and by way of validation, that people 
as they experience life know far more about the world in which they live and more 
accurately than language alone allows them to express. Logic follows language in 
developing its analytical details. When we make decisions across the boundaries of 
different areas of information we need a way to synthesize priorities in addition to 
using analysis and applying judgments in each area to create these priorities. It is 
synthesis that is needed to make good decisions. The network structures used in the 
context of benefits, opportunities, costs and risks (BOCR) make it possible to 
identify, classify and arrange all the factors and interests that influence the outcome 
of a decision. A decision is only as good as the framework we use to represent its 
clusters, their elements and the connections we identify among them that depict the 
influences we perceive. 

Both the Analytic Hierarchy Process (AHP) and the Analytic Network Process 
(ANP) were conceived and their theoretical underpinnings were developed by T.L. 
Saaty, and there is now an international society on the subject that meets every two 
years under the name of ISAHP (International Symposium on the Analytic 
Hierarchy Process). The theory of the ANP was first introduced and simply 
illustrated in Chapter 8 of Saaty's 1980 book Multicriteria Decision Making: The 
Analytic Hierarchy Process which was then followed in 1996 by Decision Making 
with Dependence and Feedback revised in 2001 to include BOCR and finally in 
2005 to include negative priorities and different formulas for synthesis in Theory 
and Applications of the Analytic Network Process. 

As with our other coauthored book, Decision Making in: Economic, Political, 
Social and technological Environments with the Analytic Hierarchy process, 2001, 
about applications of hierarchies in decision making; this book is about applying 
network structures with dependence and feedback in decisions. It is a collection of 
selected applications of the ANP to economic, social and political sciences, and 
technological design. The chapters are comprised of contributions made by scholars 
working with the first author and by graduate student in classes on the Analytic 
Network Process taught by him. Our friendship has often brought us together to 
carry out a project that would be onerous for one person to do alone. We enjoy 
thinking of the topics, motivating the works and performing the task of collecting 
and bringing together what appears to us to be of potential interest to readers and 
users of the Analytic Network Process worldwide. Most of these studies have been 
edited and shortened but their essence preserved. We believe that the ANP is a 
general tool that is helpful in assisting the mind to organize its thoughts and 
experiences and to elicit judgments recorded in memory and quantify them in the 
form of priorities, and allow for representing diverse opinions after discussion and 
debate. 



VI 

The reader will notice that many of the chapters were developed by more than 
one person. We have observed that Co-authorship of the papers and reports is 
useful for debating judgments that may otherwise appear too subjective and 
idiosyncratic. Those authors often studied the literature to find out what the real 
actors in a problem thought and inferred their judgments from this knowledge. 

We have been particularly interested in three themes: economics, the social 
sciences and the linking of measurement with human values. The ANP offers 
economists a very different approach for dealing with economic problems than the 
usual mathematical models on which economics bases its quantitative thinking: 
utility theory (with its interval scales and its use of gambles or lotteries to elicit 
judgments from decision makers) and linear programming which can only work on 
elements that already have measurement scales. The variety of examples included 
here can perhaps stimulate some readers to try applying the ANP approach that is 
based on the much stronger, absolute scales used to represent pairwise comparison 
judgments in the context of dominance with respect to a property shared by the 
homogeneous elements being compared. How much or how many times more does 
A dominate B with respect to property P? Actually people are able to answer this 
question by using words to indicate intensity of dominance that all of us are 
equipped biologically to do all the time (equal, moderate, strong, very strong and 
extreme) whose conversion to numbers, validation and extension to inhomogeneous 
elements form the foundation of the AHP/ANP. Priorities are then derived from the 
totality of the judgments. 

The second theme is concerned with the social sciences. The ANP offers 
psychologists, sociologists and political scientists the methodology they have sought 
for some time to quantify and derive measurements for intangibles. We hope that 
the examples included in this book will entice them to study the theory. It should 
quickly become clear that the ANP is the kind of instrument they have been seeking. 

The third theme is concerned with providing people in the physical and 
engineering sciences with a quantitative method to link hard measurement to human 
values. In such a process one is able to interpret the true meaning of measurements 
made on a uniform scale using a unit. Measurements on such scales are only 
indicators of the state of the system; they often do not relate directly to the values of 
the human observers of the system. 

The variety in this book has been greatly enhanced by the availability of the 
SuperDecisions software (www.superdecisions.com), the personal computer 
implementation of the ANP that is now used fairly widely by decision makers, 
consultants, teachers and students in business and engineering schools. 
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CHAPTER 1 

THE ANALYTIC NETWORK PROCESS 

Thomas L. Saaty 

1. INTRODUCTION 

Analysis to break down a problem into its constituent components to study 
their behavior has been the major tool of scientific inquiry to test hypotheses and 
solve problems. It has proven to be extremely successful in dealing with the 
world of matter and energy. It has enabled man to land on the moon, to harness 
the energy of the atom, to master global communication, to invent the computer 
and to produce tens of thousands of useful and not so useful things. But it has 
not been so effective in the world of man. Transportation is a socio-technical 
problem and not a purely technical one as the moon journey was. How clean 
should the environment be depends on our expectations and on the limited 
resources we have. But our expectations have no limits imposed on them. 
Socio-technical problems are not "solved" in the strict sense that purely 
technical problems are. Solution here means that a reasonable compromise 
among various requirements is reached. The best solution may not be the best 
technical, or best economic, or best political or social even though it must 
consider all of them. Thus, analysis that partitions a problem into its components 
cannot forge the proper compromise solution to socio-technical questions. What 
is needed is a method of synthesis, to form the whole from the parts. It must 
enable one to deal with the different values and objectives, prioritizing their 
relative importance by looking ahead to forge a best compromise answer 
according to the different parties and influences involved and the values they 
have. Synthesis is the subject of the theory of this chapter supported by 
numerous applications in the rest of the book (Zandi, 1975). 

There are two known ways to analyze causal influences and their effects. 
One is by using traditional deductive logic beginning with assumptions and 
carefully deducing an outcome from them. This is a linear and piecemeal 
approach in which several separate conclusions may be obtained and the 
problem is to piece them together in some coherent way which needs 
imagination and experience as logic tells us little or nothing about how to bring 
the different conclusions into an integrated outcome. 

The other is a holistic approach in which all the factors and criteria involved 
are laid out in advance in a hierarchy or in a network system that allows for 
dependencies. All possible outcomes that can be thought of are joined together 
in these structures and then both judgment and logic are used to estimate the 
relative influence from which the overall answer is derived. This approach 
requires knowledge and experience with the subject, and is not totally dependent 
on the ability to reason logically which most people cannot do well anyway and 
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which is not guaranteed to discover the truth because the assumptions may be 
poor, and the reasoning fauhy. FeeUngs and intuition play at least as important a 
role in deciding the outcome as the ability to reason precisely and deduce 
unerringly. It may be that some matter of low importance that is determined 
with logical certainty is found to be cumulatively influential because of its 
indirect relationship with other important factors. This approach generally leads 
to a sound overall outcome about the real world. 

People who work in decision making have been concerned for a long time 
with the measurement of both physical and psychological events. By physical 
we mean the realm of what is known as tangibles in so far as they constitute 
some kind of objective reality outside the individual conducting the 
measurement. By contrast, the psychological to which judgments used in 
decision making belong, is the realm of the intangibles, comprising the 
subjective ideas, feelings, and beliefs of an individual, of a group working 
together, and more generally of society as a whole. The question is whether 
there is a coherent theory that can deal with both these worlds of reality without 
compromising either. The Analytic Hierarchy Process (AHP) is a method that 
can be used to establish measures in both the physical and social domains. 

The AHP is a general theory of measurement. It is used to derive relative 
priorities on absolute scales (invariant under the identity transformation) from 
both discrete and continuous paired comparisons in multilevel hierarchic 
structures. These comparisons may be taken from actual measurements or from 
a fimdamental scale that reflects the relative strength of preferences and feelings. 
The AHP has a special concern with departure from consistency and the 
measurement of this departure, and with dependence within and between the 
groups of elements of its structure. It has found its widest applications in 
multicriteria decision making (Saaty and Alexander, 1989) in planning (Saaty 
and Keams, 1985) and resource allocation (Saaty, 2001, 2005), and in conflict 
resolution. In its general form, the AHP is a nonlinear framework for carrying 
out both deductive and inductive thinking without use of the syllogism. This is 
made possible by taking several factors into consideration simultaneously, 
allowing for dependence and for feedback, and making numerical tradeoffs to 
arrive at a synthesis or conclusion. 

In using the AHP or its generalization to feedback networks, the Analytic 
Network Process (ANP) to model a problem, one needs a hierarchic or a 
network structure to represent that problem, as well as pairwise comparisons to 
establish relations within the structure. 

Paired comparison judgments in the AHP/ANP are applied to pairs of 
homogeneous elements. In all the examples in this book, the judgments used to 
perform the comparisons are not purely the preferences of the authors, but are 
frequently tantamount to expert judgments. They represent their best 
understanding of the influences involved from the different parties' points of 
view, as surmised from the literature, the parties' points of view expressed in the 
media and occasionally, when possible, by consulting the parties themselves. 
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Sensitivity analysis is used to analyze the effects of variations in judgments on 
the stability of the final outcome. 

The fundamental scale of values to represent the intensities of judgments is 
shown in Table 1. This scale has been derived through stimulus response theory 
and validated for effectiveness, not only in many applications by a number of 
people, but also through theoretical justification of what scale one must use in 
the comparison of homogeneous elements. 

Table 1. The Fundamental Scale of Absolute Numbers 

Intensity of DeHnition 
Importance 

1 

2 
3 

4 

5 

6 
7 

8 
9 

Reciprocals 
of above 

Equal Importance 

Weak 
Moderate importance 

Moderate plus 

Strong importance 

Strong plus 
Very strong 
demonstrated 
importance 
Very, very strong 
Extreme importance 

If activity i has one 

or 

of 
the above nonzero 

Explanation 

Two activities contribute equally to 
the objective 

Experience and judgment slightly 
favor one activity over another 

Experience and judgment strongly 
favor one activity over another 

An activity is favored very strongly 
over another; its dominance 
demonstrated in practice 

The evidence favoring one activity 
over another is of the highest 
possible order of affirmation 

A reasonable assumption 

numbers assigned to it 
when compared with 
activity y, then j has the 
reciprocal value when 
compared with i 

Rationals Ratios arising from the If consistency were to be forced by 
scale obtaining n numerical values to span 

the matrix 

There are many situations where elements are equal or almost equal in 
measurement and the comparison must be made not to determine how many 
times one is larger than the other, but what fraction it is larger than the other. In 
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other words there are comparisons to be made between 1 and 2, and what we 
want is to estimate verbally the values such as 1.1, 1.2, ..., 1.9. There is no 
problem in making the comparisons by directly estimating the numbers. Our 
proposal is to continue the verbal scale to make these distinctions so that 1.1 is a 
"tad", 1.3 indicates moderately more, 1.5 strongly more, 1.7 very strongly more 
and 1.9 extremely more. This type of refinement can be used in any of the 
intervals from 1 to 9 and for further refinements if one needs them, for example, 
between 1.1 and 1.2 and so on. 

An important aspect of paired comparisons is the reciprocal property. 
When one element is determined to be x times more dominant than another with 
respect to a given property, the lesser one is used as the unit and the larger is 
estimated to be some multiple of that unit. The inverse comparison is made by 
assigning the lesser element the reciprocal value \lx. 

Validity of the outcome of decisions using the scale is illustrated by 
practical examples where actual measurements are known. Table 2 shows how 
an audience of about 30 people used consensus to combine each group judgment 
instead of the mathematically proven geometric mean. They provided judgments 
in verbal form to estimate the dominance of the consumption of drinks in the 
United States by answering the question: Which drink on the left (e.g., coffee) is 
consumed more in the US over the drink on the top (e.g., wine) and how much 
more than another drink? The derived vector of relative consumption and the 
actual vector, obtained by normalizing the consumption given in official 
statistical data sources, are at the bottom of the table. 

Table 2. Relative Consumption of Drinks 

Which Drink is Consumed More in the U.S.? 
An Example of Estimation Using Judgments 

in the U.S. 

Coffee 

Wine 

Tea 

Beer 

Sodas 

Milk 

Water 

Coffee 

1/9 

1/5 

1/2 

1 

1 

V 2 

Wine 

9 

1 

2 

9 

9 

9 

9 

Tea 

5 

1/3 

1 

3 

4 

3 

9 

Beer 

2 

1/9 

1/3 

1 

2 

1 

3 

Sodas 

1 

1/9 

1/4 

1/2 

1 

1/2 

2 

Millc 

1 

1/9 

1/3 

1 

2 

1 

3 

Water 

I/?^ 
1/9 

1/9 

1/3 

1/2 

1/3 

1 y 

The derived scale based on the judgments in the matrix is: 
Coffee Wine Tea Beer Sodas Milk Water 
.177 .019 .042 .116 .190 .129 .327 
with a consistency ratio of .022. 
The actual consumption (from statistical sources) is: 
.180 .010 .040 .120 .180 .140 .330 

When we have several criteria to perform prioritization and obtain 
synthesis, we need to also compare the importance of the criteria with respect to 
higher level criteria or with respect to a goal to determine their priorities, and as 
above, derive priorities for the alternatives with respect to each criterion. 
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Finally, to obtain an overall ranking of the alternatives we multiply the 
normalized priorities of the alternatives by the corresponding normalized 
priorities of the criteria and add. This we also do for the criteria by using the 
priorities of higher level criteria (which in general we do in the same way by 
normalizing). This is called the distributive mode of the AHP. In it we assume, 
as often happens in practice, that an alternative depends on the number and 
quality of other alternatives with which it is compared. It is also used when the 
criteria also depend on the alternatives as in the ANP described below. If we 
wish to require for convenience in practice that the priorities of the alternatives 
should not be influenced by the number or quality of other alternatives, or if the 
criteria are not attributes directly related to the alternatives, then we use the ideal 
mode in which for each criterion we divide the priorities of the alternatives by 
the largest value among them and then multiply by the corresponding 
normalized priority of that criterion and add over the criteria. This is known as 
the ideal mode of the AHP. The ideal mode is also used in the ANP for each 
control criterion described below because the control criteria are needed to make 
paired comparisons and are not attributes of the alternatives whose priorities 
depend on the alternatives directly as in the ANP or indirectly (by comparing 
them with respect to a higher criterion or goal influenced by any existing or 
ideal alternative) as in the AHP. 

World Chess Championship Outcome Validation of Measurement in a 
Hierarchy- Karpov-Korchnoi Match 

The following criteria (Table 3) and hierarchy (Figure 1) were used to 
predict the outcome of world chess championship matches using judgments of 
ten grandmasters in the then Soviet Union and in the United States who 
responded to questionnaires they were mailed. The predicted outcomes that 
included the number of games played, drawn and won by each player either was 
exactly as they turned out to be or adequately close to predict the winner. The 
outcome of this exercise was officially notarized before the match took place. 
The notarized statement was later mailed to the editor of the Journal of 
Behavioral Sciences along with the paper (Saaty and Vargas, 1991). The 
prediction was that Karpov would win by 6 to 5 games over Korchnoi, which he 
did. 

Figure 1. Criteria and Players in Chess Competition 
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Table 3. Definitions of Chess Factors 

T( l ) Calculation (Q): The abiUty of a player to evaluate different 
alternatives or strategies in light of prevailing situations. 

B (2) Ego (E): The image a player has of himself as to his general abilities 
and qualification and his desire to win. 

T (3) Experience (EX): A composite of the versatility of opponents faced 
before, the strength of the tournaments participated in, and the time of 
exposure to a rich variety of chess players. 

B (4) Gamesmanship (G): The capability of a player to influence his 
opponent's game by destroying his concentration and self-confidence. 

T (5) Good Health (GH): Physical and mental strength to withstand pressure 
and provide endurance. 

B (6) Good Nerves and Will to Win (GN): The attitude of steadfastness that 
ensures a player's health perspective while the going gets tough. He 
keeps in mind that the situation involves two people and that if he 
holds out the tide may go in his favor. 

T (7) Imagination (IW): Ability to perceive and improvise good tactics and 
strategies. 

T (8) Intuition (IN): Ability to guess the opponent's intentions. 
T(9) Game Aggressiveness (GA): The ability to exploit the opponent's 

weaknesses and mistakes to one's advantage. Occasionally referred to 
as "killer instinct." 

T(10) Long Range Planning (LRP): The ability of a player to foresee the 
outcome of a certain move, set up desired situations that are more 
favorable, and work to alter the outcome. 

T (11) Memory (M): Ability to remember previous games. 
B (12) Personality (P): Manners and emotional strength, and their effects on 

the opponent in playing the game and on the player in keeping his wits. 
T (13) Preparation (PR): Study and review of previous games and ideas. 
T(14) Quickness (Q): The ability of a player to see clearly the heart of a 

complex problem. 
T (15) Relative Youth (RY): The vigor, aggressiveness, and daring to try new 

ideas and situations, a quality usually attributed to young age. 
T(16) Seconds (S): The ability of other experts to help one to analyze 

strategies between games. 
B (17) Stamina (ST): Physical and psychological ability of a player to endure 

fatigue and pressure. 
T(18) Technique (T): Ability to use and respond to different openings, 

improvise middle game tactics, and steer the game to a familiar ground 
to one's advantage. 
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2. THE ANALYTIC NETWORK PROCESS ( A N P ) 

Many decision problems cannot be structured hierarchically because they 
involve the interaction and dependence of higher-level elements on lower-level 
elements. Not only does the importance of the criteria determine the importance 
of the alternatives as in a hierarchy, but also the importance of the alternatives 
themselves determines the importance of the criteria. Two bridges, both strong, 
but the stronger is also uglier, would lead one to choose the strong but ugly one 
unless the criteria themselves are evaluated in terms of the bridges, and strength 
receives a smaller value and appearance a larger value because both bridges are 
strong. Feedback enables us to factor the future into the present to determine 
what we have to do to attain a desired future. Figures 2 and 3 below illustrate 
the difference between hierarchies and networks. A hierarchy is a linear top 
down structure. A network spreads out in all directions and involves cycles 
between clusters and loops within the same cluster (Saaty 1996, 2001, 2005). 

The feedback structure does not have the linear top-to-bottom form of a 
hierarchy but looks more like a network, with cycles connecting its components 
of elements, which we can no longer call levels, and with loops that connect a 
component to itself. It also has sources and sinks. A source node is an origin of 
paths of influence (importance) and never a destination of such paths. A sink 
node is a destination of paths of influence and never an origin of such paths. A 
full network can include source nodes; intermediate nodes that fall on paths 
from source nodes, lie on cycles, or fall on paths to sink nodes; and finally sink 
nodes. Some networks can contain only source and sink nodes. Still others can 
include only source and cycle nodes or cycle and sink nodes or only cycle 
nodes. A decision problem involving feedback arises often in practice. It can 
take on the form of any of the networks just described. The problem is to 
determine the priorities of the elements in the network and in particular the 
alternatives of the decision. Because feedback involves cycles, and cycling can 
be an infinite process, the operations needed to derive the priorities become 
more demanding than has been familiar with hierarchies. Unraveling their 
intricacies is challenging to the intellect and is essential for making the 
computations precise. 

Criteria 

Figure 2. A three level hierarchy in detail 
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Figure 3. Structural Difference between a Linear and a Nonlinear Network 

At present, in their effort to simplify and deal with complexity, people who 
work in decision making use mostly very simple hierarchic structures consisting 
of a goal, criteria, and alternatives. Yet, not only are decisions obtained from a 
simple hierarchy of three levels different from those obtained from a multilevel 
hierarchy, but also decisions obtained from a network can be significantly 
different from those obtained from a more complex hierarchy. We cannot 
collapse complexity artificially into a simplistic structure of two levels, criteria 
and alternatives, and hope to capture the outcome of interactions in the form of 
highly condensed judgments that correctly reflect all that goes on in the world. 
We must learn to decompose these judgments through more elaborate structures 
and organize our reasoning and calculations in sophisticated but simple ways to 
serve our understanding of the complexity around us. Experience indicates that 
it is not very difficult to do this although it takes more time and effort. Indeed, 
we must use feedback networks to arrive at the kind of decisions needed to cope 
with the future. 

To test for the mutual independence of elements such as the criteria, one 
proceeds as follows: Construct a zero-one matrix of criteria against criteria 
using the number one to signify dependence of one criterion on another, and 
zero otherwise. A criterion need not depend on itself as an industry, for 
example, may not use its own output. For each column of this matrix, construct 
a pairwise comparison matrix only for the dependent criteria, derive the priority 
vector, and augment it with zeros for the excluded criteria. If a column is all 
zeros, then assign a zero vector to represent the priorities. The question in the 
comparison would be: For a given criterion, which of two criteria depends more 
on that criterion with respect to the goal or with respect to a higher-order 
controlling criterion? 

In this chapter we lay out the theoretical foundations for the kinds of 
structures and matrices of derived scales associated with feedback networks 
from which we obtain the priorities for a decision. For numerous applications of 
the ANP the reader should consult the book called the Encyclicon (Saaty and 
Ozdemir, 2005). 



INTRODUCTION 

3. THE SUPERMATRIX O F A FEEDBACK SYSTEM (Saaty, 2001, 2005) 

Assume that we have a system of Â  components where the elements in each 
component interact or have an influence on some or all of the elements of 
another component with respect to a property governing the interactions of the 
entire system, such as energy or capital or political influence (see Figure 4). 

In general, a network consists of components and elements in these 
components. But in creating structures to represent problems there may be 
larger parts to consider than components. According to size, we have a system 
that is made up of subsystems, with each subsystem made up of components, 
and each component made up of elements. We might consider that the whole 
need not be equal to the sum of its parts, but may, due to synergy, be larger or 
smaller in the sense of contributing to a goal. Sometimes we refer to a set of 
objects contained in a larger one as elements when in fact they may be 
components. The context would make this clear. 

Note that the network connecting the components of a decision system must 
always be connected. It cannot be divided into two or more disconnected parts, 
otherwise they cannot communicate with each other and it is pointless to ask for 
the influence of one part on another because there can never be any. 

There are three kinds of components in Figure 4. 

Inner dependence loop 

Figure 4. Types of Components in a Network 

Those components which no arrow enters are source components such as 
Ci and C2. Those from which no arrow leaves are known as sink components 
such as C5; and finally those which arrows both enter and exit leave are known 
as transient components such as C3 and C4. In addition, C3 and C4 form a cycle 
of two components because they feed back and forth into each other. C2 and C4 
have loops that connect them to themselves. They are inner dependent. All 
other connections represent dependence between components that are thus 
known to be outer dependent. An example of dependence between components 
is the input-output of materials among industries. The electric industry supplies 
electricity to other industries including itself But it depends more on the coal 
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industry than on its own electricity for operation and also more on the steel 
industry for its turbines. 

We denote a component of a decision network by Ch, h = 1, ... m, and 
assume that it has n^ elements, which we denote by ehhehiy'^ehmh' ^^^ 
influences of a given set of elements in a component on any element in the 
system are represented by a priority vector derived from paired comparisons in 
the usual way of the AHP. It is these derived vectors, how they are grouped and 
arranged, and then how to use the resulting structure which turns out to be a 
matrix, that interests us here. This matrix is thus used to represent the flow of 
influence from a component of elements to itself as in the loop that flows back 
to C4 above, or from a component from which an arrow is directed out to 
another component. Sometimes, as with hierarchies, one is concerned with the 
influence of the component at the end of an arrow on the component from which 
the arrow begins; one must decide on one or the other. The influence of 
elements in the network on other elements in that network can be represented in 
the following supermatrix: 

r 1̂1 

c. c 

=2n2 

^ 
<=NiX 

w 11 W-12 • • • w. IN 

W-21 W-22 w. 2N 

w, Nl w, N2 • • • w, NN 

Figure 5. The Supermatrix of a Network 

A typical entry Wy in the supermatrix, is called a block of the supermatrix. It is a 
matrix of the form 

W, 

w!;-̂  ŵ^̂  - w r 

w, 
(j.) „(J2) 

w,. 

ŵ :̂  ŵ ^̂  

w, 
O'nj) 

w, 
(jnj) 

Each column of Wij is a principal eigenvector of the influence (importance) of 
the elements in the ith component of the network on an element in the jth 
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component. Some of its entries may be zero corresponding to those elements 
that have no influence. Thus we do not need to use all the elements in a 
component when we make the paired comparisons to derive the eigenvector, but 
only those that have a non-zero influence. Figures 6 and 7 and their 
accompanying supermatrices represent a hierarchy and a holarchy of m levels. 
As with any supermatrix, an entry in each of the foregoing two supermatrices is 
a block Wij positioned where the /th component or level is connected to and 
influences the 7th level immediately above. The entry in the last row and 
column of the supermatrix of a hierarchy is the identity matrix /. It corresponds 
to a loop at the bottom level, used to show that each element depends only on 
itself. It is a necessary aspect of a hierarchy (or any sink) when viewed within 
the context of the supermatrix. The entry in the first row and last column of a 
holarchy is nonzero because the top level depends on the bottom level. 

0 0 0 
W« 0 0 

0 W„ 0 

• • • 
0 0 0 

0 0 

0 0 

0 0 

w.. 
w. 

Figure 6. The Structure and Supermatrix of a Hierarchy 
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Figure 7. The Structure and Supermatrix of a Holarchy 

A network may be generated from a hierarchy by increasing the hierarchy's 
connections gradually so that pairs of components are connected as desired and 
some components have an inner dependence loop. 
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4. THE CONTROL HIERARCHY AND WHAT QUESTION TO ASK 

For clarity and greater precision, the influence represented in all the derived 
eigenvectors of priorities entered in a supermatrix must be measured according 
to a single criterion, such as economic influence. Another supermatrix may 
represent social influence, and so on. We call such criteria with respect to which 
influence is represented in individual supermatrices control criteria. Because 
we need to combine all such influences obtained from the limits of the several 
supermatrices in order to obtain a measure of the priority of overall influence, 
we need to group the control criteria in a structure that allows us to derive 
priorities for them and use these priorities to weight the corresponding 
individual supermatrix limits and add. Such a structure of control criteria may 
itself be elaborate. For simplicity we call the structure of control criteria a 
control hierarchy. Analysis of priorities in a system can be thought of in terms 
of a control hierarchy with dependence among its bottom-level alternatives 
arranged as a network (Figure 6). Dependence can occur within the components 
and between them. A control hierarchy at the top may be replaced by a control 
network with dependence among its components. More generally, one can have 
a cascading set of control networks, the outcome of one used to synthesize the 
outcomes of what it controls. For obvious reasons relating to the complexity of 
exposition, apart from a control hierarchy, we will not discuss such complex 
control structures here. A control hierarchy can also be involved in the networks 
of its criteria with feedback involved. 

A component in the ANP is a collection of elements whose function derives 
from the synergy of their interaction and hence has a higher-order function not 
found in any single element. A component is like the audio or visual component 
of a television set or like an arm or a leg, consisting of muscle and bone, in the 
human body. A mechanical component has no synergy value but is simply an 
aggregate of elements and is not what we mean by a component. The 
components of a network should generally be synergistically different from the 
elements themselves. Otherwise they would be a mechanical collection with no 
intrinsic meaning. 

We make the observation that the criteria in the control hierarchy that are 
used for comparing the components are usually the major parent criteria whose 
subcriteria are used to compare the elements in the component. Thus the criteria 
for comparing the components need to be the same or more general than those of 
the elements because of the greater functional complexity of the components. 

There are two types of control criteria (subcriteria). A control criterion may 
be directly connected to the structure as the goal of a hierarchy if the structure is 
in fact a hierarchy. In this case the control criterion is called a comparison-
"linking" criterion. Otherwise, a control criterion does not connect directly to 
the structure but "induces" comparisons in a network and hence, it is called a 
comparison-"inducing" criterion. 

The generic question to be answered by making pairwise comparisons is: 
Given a control criterion (subcriterion), a component (element) of the network. 
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and given a pair of components (elements), how much more does a given 
member of the pair influence that component (element) with respect to the 
control criterion (subcriterion) than the other member? 

5. THE BENEFITS, COSTS, OPPORTUNITIES AND RISKS AND THEIR MERIT 
RATINGS 

Any decision has several favorable and unfavorable concerns to consider. 
Some of these are sure things, others are less certain and have a likelihood of 
materializing. The favorable sure concerns are called benefits while the 
unfavorable ones are called costs. The uncertain concerns of a decision are the 
positive opportunities that the decision might create and the negative risks that 
it can entail. Each of these four concerns utilizes a separate structure for the 
decision, beginning with a benefits control structure and the network of 
interdependencies that belongs under each benefit control criterion, and ending 
with a risks control structure. We refer to the four concerns collectively as 
BOCR merits, having used the initials of the positive ones (benefits and 
opportunities) before the initials of the negative ones (costs and risks). Each of 
these concerns contributes to the merit of a decision and must be evaluated 
(rated) individually on a set of (prioritized) criteria that is used to also rate any 
other decision. We call these ratings merits and refer to the evaluation criteria 
to derive them as strategic criteria. Examples of strategic criteria are: 
satisfaction, happiness, convenience, fulfillment, order, harmony, peace, power, 
efficiency, social good, progress, wealth and so on. They must themselves be 
prioritized for frequent use in all decisions. In this manner we can synthesize 
the outcome of the alternatives for each of the BOCR structures, to obtain their 
overall synthesis. We note that for costs and risks one must ask which is more 
costly and which is more risky (not which is less costly and which is less risky) 
because in paired comparisons we can only estimate how much more the 
dominant member of a pair has a property as a multiple of how much the less 
dominant one has it and not the other way around. The priorities of the 
alternatives are now synthesized by using a marginal formula BO/CR and a total 
outcome or global one bB+oO-cC-rR. The priorities b, o, c, and r are obtained 
by rating the B, O, C and R one at a time with respect to strategic criteria as the 
applications make clear. The rating is carried out by synthesizing the priorities 
of the alternatives (given in ideal form) with respect to each of the control 
criteria for which a network is constructed for each of the B, O, C and R merits, 
and using the top rated alternative in the rating of that merit (Saaty, 2001). Also 
note that the total outcome formula is related to the residual probabilities 
formula that always gives positive answers: bB + oO + c(l-Q + r(l-R) = bB -h 
oO-cC-rR + c -^ r in which the costs and risks are subtracted from one and in 
the end it turns out that the same constant c + r is added to the priority of every 
alternative. However, this last formula may be useful in situations involving 
BOCR that predict proportionate voting or other type of outcomes measured 
with positive numbers or statistics. 
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6. PRIORITIES IN THE SUPERMATRIX 

We are interested in deriving limit priorities of influence from the 
supermatrix. To obtain such priorities the supermatrix must first be transformed 
to a matrix each of whose columns sums to unity, known as a column stochastic 
or simply a stochastic matrix. If the matrix is stochastic, the limit priorities can 
be viewed in a way to depend on the concepts of reducibility, primitivity, and 
cyclicity of the matrix (the details not needed here are discussed in Saaty (2005) 
and Saaty (2001) in the text and in an appendix). Note that in applying the ideas, 
the reader will only need to structure a decision problem and provide the 
necessary judgments as instructed or coached by the powerful software 
SuperDecisions (SuperDecisions, 2000) developed for this purpose. It is not 
mandatory to learn the details of the theory to apply it in practice. 

The question arises as to whether there is a natural way (a scientific on top 
of a mathematical justification) to transform a given supermatrix whose columns 
usually sum to more than one, to a stochastic matrix. The priority of an element 
in a component is an inadequate indicator of its priority in the entire set of 
components. The highest priority element in a component need not be the 
highest priority element in the set of components. This is obvious because each 
component has a highest ranked element and they cannot all be first in the 
system. Thus we need to compare the components themselves according to their 
influence on each component in the supermatrix with respect to a higher order 
control criterion. The comparisons give rise to a derived vector of priorities of 
the influence of all the components (on the left of the supermatrix) on each 
component on top. This is done as many times as there are components. The 
resulting vectors are each used to weight the blocks of matrices that fall in the 
column under the given component. The first entry of the vector is multiplied by 
all the elements in the first block of that column, the second by all the elements 
in the second block of the column and so on. In this manner we weight the 
blocks in each column of the supermatrix. The result is known as the weighted 
supermatrix which is now stochastic. It is this stochastic matrix that we can 
work with to derive the desired priorities by transforming it to a limit matrix 
described below. This matrix yields the long-run or limit priority of influence of 
each element on every other element. 

Remark: By way of further elaboration on rendering the supermatrix stochastic 
we note that it may be that only some elements of a component have an 
influence on some elements of another component in which case zeros are 
entered where there is no influence. Or it may even be that no element of a 
component influences a given element of another (there would be zeros for all 
the priorities represented by that vector) or only some elements influence it 
(there would be zeros for the priorities of the elements that do not influence it in 
the priority vector). In the case where an entire vector, but not all vectors in that 
component, is zero, the weighted column of the supermatrix must be 
renormalized. It is appropriate to say here that if all the elements of a 
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component have zero influence on all the elements of a second component, the 
priority of influence of the first component itself on the second must also be 
equal to zero. However, this is not true when some or all the elements of the 
first component have an influence on some or all of those of the second. That is 
why the renormalization of some columns is essential and natural in making the 
weighted supermatrix stochastic. 

We note that if the component of the alternatives of a decision is a sink of 
the network, and the other components do not depend on it, it need not be 
included in the supermatrix, and its priorities are used in the process of synthesis 
after limit priorities have been obtained for the relevant components of the 
supermatrix. This enables one to ensure rank preservation when desired by 
using the ideal mode of the AHP. If the component of alternatives is not a sink 
then it must be kept in the supermatrix whose priorities are analogous to the 
distributive mode and hence rank may legitimately be allowed to reverse. 

7. ON THE LIMIT SUPERMATRIX AND ITS CESARO SUM 

Why do we need to raise the supermatrix to powers? It is because we wish 
to capture the transmission of influence along all possible paths of the 
supermatrix. The entries of the weighted supermatrix itself give the direct 
influence of any element on any other element. But an element can influence a 
second element indirectly through its influence on some third element and then 
by the influence of that element on the second. There are potentially many third 
elements. One must consider every such possibility of a third element. All 
indirect influences of pairs of elements through an intermediate third element 
are obtained by squaring the weighted supermatrix. Again the influence of one 
element on another can occur by considering a third element that influences a 
fourth element, which in turn influences the second element. All such 
influences are obtained from the cubic power of the matrix, and so on. Thus we 
have an infinite sequence of influence matrices: the matrix itself, its square, its 
cube, etc., denoted by ^ '̂  k=l,2,... . If we take the limit of the average of a 
sequence of N of these powers of the supermatrix (known as the Cesaro sum), 

lim -jj- 2_jW^ > ^^^^ ^̂ ^ result converge and is the limit unique? How do we 

compute this limit to obtain the desired priorities? It is known in mathematical 
analysis that if a sequence converges to a limit then its Cesaro sum converges to 
the same limit. Since the sequence is defined by the powers of the matrix, it is 
sufficient to find out what the limit of these powers is. It may well be that the 
sequence does not converge to a unique limit but its Cesaro sum averages out 
over the different limits of the sequence obtaining a unique limit. As we shall 
see, both these cases occur for our supermatrix when it is raised to powers. First 
we note from the Jordan Canonical Form of a stochastic matrix W that 
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lim •— 2_J^^ generally exists. It is known that W is similar to its Jordan matrix 

y if there is a nonsingular matrix P such the J=PWP'\ Thus raising ^ t o limiting 
powers is equivalent to raising J to limiting powers. So what does J look like? 
With every square matrix is associated a unique Jordan matrix that has the 
following form: It consists of square blocks whose principal diagonals lie on its 
principal diagonal. All entries that lie outside these blocks are equal to zero. All 
entries that lie in a block are zero except for the principal diagonal all of whose 
entries are the same and are equal to an eigenvalue of W, and all entries in the 
diagonal immediately above the principal diagonal are equal to one. The matrix 
^ i s said to be the direct sum of its Jordan blocks. Without too much detail, it is 

N 

clear that limjr^^W'^ exists if: (a) no eigenvalue of ^has modulus greater than 

one, (b) W has no eigenvalue of modulus one other than /I = 1, and if A = 1 is 
an eigenvalue as it is with the stochastic matrix W, it has only 1-by-l blocks in 
the Jordan Canonical Form. In fact one can define a limit in the sense of Cesaro 
when case (b) is not satisfied. To know that the limit exists and to derive that 
limit are different matters. We now derive this limit. 

According to J.J. Sylvester one can represent an entire function of a 
(diagonalizable) matrix W whose characteristic roots are distinct as: 

/W = I/U)z(A), 

where 

n(v-^) 
z{^)=i 

J*i 

The Z(\) can be shown to be complete orthogonal idempotent matrices of W; 
that is, they have the properties 

X Z ( A ) = / , Z ( A ) Z ( A . ) = 0, i^j\ Z^(A) = Z ( A ) , 

where / and 0 are the identity and null matrices, respectively. Thus for example 
if one raises a matrix to arbitrarily large powers, it is enough to raise its 
eigenvalues to these powers and form the above sum involving the sum of 
polynomials in W. Because the eigenvalues of a stochastic matrix are all less 
than one, when raised to powers they vanish except when they are equal to one 
or are complex conjugate roots of one. Because here the eigenvalues are 

assumed to be distinct, we have the simplest case to deal with, that is A = 1 is 
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a simple eigenvalue. Formally, because the right hand side is a polynomial in W 

multiplying both sides by fF^each term on the right would be a constant 

multiplied by W^ and the final outcome is also a constant multipHed by W^. 

Because we are only interested in the relative values of the entries in W^we can 
ignore the constant and simply raise ^ t o very large powers which the computer 
progxdxn SuperDecisions does [8]. 

Next we consider the case where X^^ = 1 is a multiple eigenvalue. For 

that case we have what is known as the confluent form of Sylvester's theorem: 

ri(^-A) 
,-.,(m^-i)idr-' IJ[(A-;i,) 

where k is the number of distinct roots and m. is the multiplicity of the root A. 

However, as we show below, this too tells us that to obtain the limit priorities it 
is sufficient to raise ^ t o arbitrarily large power to obtain a satisfactory decimal 

approximation to W^. 

The only possible nonzero survivors as we raise the matrix to powers are 

those /I*5 that are equal to one or are roots of one. If the multiplicity of the 

largest real eigenvalue X^^ = 1 isn^, then we have 

dX^" ̂[(̂ ^ 
A*"' 

-wy 

{X) 

•AW] 
W^ =n, 

where one takes derivatives of the characteristic polynomial of the matrix W, 

and ^{X) = det(2/ -W) = r+ /J,/l""' +... + />„. Also, 

(ZI-W)" =FiA)/A(X) and 

F(A) = W"'' +{A + pJW"-' +(X^ + pA^+ p^)W"-' +... 

is the adjoint of (XI — W) . Now the right side is a polynomial in W. Again, if 

we multiply both sides by W"^, we would have on the right a constant multiplied 

by PF°° which means that we can obtain W^ by raising Wto large powers. 
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For the cases of roots of one when X^^ = 1 is a simple or a multiple root, 

let us again formally see what happens to our polynomial expressions on the 
right in both of Sylvester's formulas as we now multiply both on the left and on 

the right first by yW) obtaining one equation and then again by 

obtaining another and so on c times, finally multiplying both sides by f "̂̂ ^̂ '̂  j . 

We then sum these equations and take their average on both sides. The left side 

of each of the equations reduces to W^ and the average is given by — W^ . On 
c 

the right side the sum for each eigenvalue that is a root of unity is simply a 

constant times the sum . Also, because this 

sum is common to all the eigenvalues, it factors out and their different constants 
sum to a new constant multiplied by (1/c). This is true whether one is a simple 
or a multiple eigenvalue because the same process applies to accumulating its 
constants. In the end we simply have 

that amounts to averaging over a cycle of length c obtained in raising ^ t o 
infinite power. The cyclicity c can be determined, among others, by noting the 
return of the form of the matrix of powers of ^ t o the original form of blocks of 
zero in W. 

Caution: Some interesting things can happen in the limit supermatrix when 

Z^^ = 1 is not a simple root. For example if we have multiple goals in a 

hierarchy that are not connected to a higher goal, that is if we have multiple 
sources, we may have several limit vectors for the alternatives and these must be 
synthesized somehow to give a unique answer. To do that, the sources need to 
be connected to a higher goal and prioritized with respect to it. Otherwise, the 
outcome would not be unique and we would obtain nothing that is meaningful in 
a cooperative decision (but may be useful in a non-cooperative problem where 
the goals for example, are different ways of facing an opponent). It is significant 
to note that a hierarchy always has a single source node (the goal) and a single 
sink cluster (the alternatives), yet its supermatrix is reducible. Only when the 

supermatrix is irreducible (A^ = 1 is a simple root) and thus its graph is 

strongly connected with a path from any node or cluster to any other node or 
cluster that the columns of the supermatrix would be identical. It is rare that the 
supermatrix of a decision problem is irreducible. If the source clusters do not 
have sufficient interaction to serve as a single source, one could take the average 
of the alternatives relating to the several sources as if they are equally important 
to obtain a single overall outcome. 
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8. RATING 

When one rates alternatives, they must be independent of one another. The 
presence or absence of an alternative must have no effect on how one rates any 
of the others. We call this kind of ranking of alternatives with respect to an 
ideal (which is an arbitrarily chosen fixed reference point) absolute 
measurement or rating. Absolute measurement is analogous to measuring 
something with a physical device; for example, measuring length with a 
yardstick. 

In order to rate alternatives with respect to an ideal, we need to create 
intensity levels or degrees of variation of quality on a criterion; for example, 
excellent, above average, average, below average and poor. We then pairwise 
compare them to establish priorities and normalize those priorities by dividing 
by the largest value among them, so that excellent would have a value of 1.000 
and the others would be proportionately less. Idealizing the priorities by 
dividing by the largest assures that intensities belonging to large families do not 
receive small priorities simply because there are many of them. We then rate an 
alternative by selecting the appropriate intensity level for it on each criterion. 
Even when we use a numerical scale, say 1 to 100, to rate each alternative we 
must have an intuitive idea of how high or how low an alternative falls and in 
the process we subconsciously make comparisons among different levels on the 
scale. It is not the exact number chosen, but the level of intensity of feeling 
behind where it should fall, up or down, on the scale that matters. Because it 
compares the alternatives with respect to a standardized ideal, absolute 
measurement is normative not descriptive. 

The ratings approach is illustrated in the following example of choosing the 
best city to live in. Figure 8 shows the goal, criteria and their priorities obtained 
from paired comparisons, and the intensities for each criterion with their 
idealized values obtained by dividing by the largest value in the vector of 
priorities derived from their paired comparisons matrix. 

The pairwise comparisons for the Cultural criterion intensities and the 
resulting priorities are illustrated in Table 4 below. The values in the Idealized 
column are obtained by dividing each priority in the priorities column by the 
largest, 0.569. The prioritized intensities become the standards from which one 
selects the appropriate one to describe a particular city's performance with 
respect to Cultural (interpret this as cultural opportunities). The prioritized 
intensities in essence become a standardized performance scale, something like 
a yardstick that can be used to rate a city on culture. Note that for this criterion 
of culture, judgment is still involved in deciding which intensity to pick. Actual 
data can also be used in establishing the priorities, usually involving some form 
of idealization where data is converted to priorities directly. 
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Figure 8. Most Livable Cities in the US 

Table 4. Deriving Priorities for the Cultural Criterion Categories 

Extreme 
Great 
Significant 
Moderate 
Tad 

Extreme 
1 

1/5 
1/6 
1/8 
1/9 

Great 
5 
1 

1/4 
1/5 
1/7 

Significant 
6 
4 
1 

1/3 
1/5 

Moderate 
8 
5 
3 
1 

1/4 

Tad 
9 
7 
5 
4 
1 

Priorities 
0.569 
0.234 
0.107 
0.06 
0.03 

Idealized 
1 

0.411 
0.188 
0.106 
0.052 

A score is computed for a city by multiplying the priority of the selected 
intensity times the priority of the criterion and summing for all the criteria, 
shown in the Total Score column in Table 5. The Priorities column is obtained 
by normalizing the Total Score column by dividing by the sum of the values in 
it. The selected intensities for each alternative, the ratings, are shown in Table 
below. The priorities corresponding to the ratings are shown in Table 6. 

Table 5. Verbal Ratings of Cities under each Criterion 

Total Priorities 
Alternatives Cultural Family Housing Jobs Trasport Score (Normal.) 

0.195 0.394 0.056 0.325 0.03 
Pittsburgh 
Boston 
Bethesda 
Santa Fe 

iSignific. 
Extreme 
Great 
|Signific. 

<100mi 
301-750 mi 
101-300 mi 
>750 mi 

Own>35% 
Rent>35% 
Rent<35% 
Own>35% 

Average 
Above Avg. 
Excellent 
Average 

Manageable 
Abundant 
Considerable 
Negligible 

0.562 
0.512 
0.650 
0.191 

0294] 
0.267 
0.339 
0.100 
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Table 6. Priorities of Ratings of Cities under each Criterion 

Alternatives Cultural Family Housing Jobs 

Pittsburgh 
Boston 
Bethesda 
Santa Fe 

Total Priorities 
Trasport Score (Normal.) 

0.195 

1 0.188 
1 

0.411 
1 0.188 

0.394 
1 

0.179 
0.521 
0.079 

0.056 
0.363 
0.056 
0.17 

0.363 

0.325 
0.306 
0.664 

1 
0.306 

0.030 
0.396 
0.906 

1 
0.120 

0.562 
0.512 
0.650 
0.191 

0.294 
0.267 
0.339 
0.100 

9. Two EXAMPLES OF ESTIMATING MARKET SHARE 

The Appendix of Chapter 2 shows all the comparison judgment matrices 
that go with the application. In Chapter 4 cluster comparisons, unweighted, 
weighted, and limit supermatrix are illustrated and all the priorities shown. The 
material in this section shows how well the network approach works in making 
decisions subject to a single control criterion: market share. Similarly chapter 2 
deals with the prediction of the turn around date of the US economy (a single 
criterion of economic impacts) in 2001 and chapter 3 deals with a single 
financial control concern. It is also in Chapter 4 and nearly all the remaining 
chapters that we deal with the BOCR merits and their control criteria and with 
strategic criteria to effect their synthesis into an overall final outcome. 

AIRLINE EXAMPLE (2005) 

The first author's graduate students Nalin Gupta and Uwaifo Aromose did 
the following study of the market share of four US airlines. Nowhere did they 
use numerical data, but only their knowledge of the airlines and how good each 
is relative to the others on the factors mentioned below. Note that in four of the 
clusters there is an inner dependence loop which indicates that the elements in 
that cluster depend on each other with respect to market share. Figure 9 shows 
the model with the clusters and their inner and outer dependence connections. 

They write: "We developed an Analytic Network Process model to find 
the business class market share of four airlines: British Airways, United 
Airlines, Continental Airlines and American Airlines. We grouped the criteria 
into four clusters which included service ( leg room, food quality, digital 
entertainment and seat comfort), advertising ( promotional , fi-equent flier 
program, firequency and global coverage), other ( flight attendants hospitality, 
rapid rransit, connecting flights interval , reputation and price) and finally the 
alternatives (British Airways, United Airlines, Continental Airlines and 
American Airlines). " 
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Figure 9. Airline Model from the ANP Super Decisions Software 

The results from the ANP model and the actual market share are shown in 
Table 7 below. 

Table 7. Actual and Predicted Relative Market Share of Airlines 

BA 
AA 
UA 
CA 

ANP Market 
Share 
38.0% 
20.0% 
20.9% 
20.9% 

Actual Market 
Share 
37% 
19% 
23% 
21% 

WINE EXAMPLE (2005) 

Frank Bautti, also a student of the first author, did this example. He says, "I 
did my first model, a personal decision model, on types of wine grapes, so I will 
stick with the same theme and look at the market share of wine in U.S. food 
stores. There are basically three general categories for wine, red, white, and 
blush. I will give a prediction, build an ANP decision model to look at the 
results from it, and then compare those numbers to the 2004 wine market share 
statistics from the Wine Institute web site at www.wineinstitute.org under the 
2004 sales link." The wine market-share model is shown in Figure 10 below. 
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-ij Alternatives -l°î t 

Red! White I Blush I 

^Product ^M2^ 

Grape Type I 

Ouaiity 

Region of Origin 

il Other î°lj<j 

Availability I 

Price I 

Type of Food I 

Winery Reputation I 

Ji^Marketing^^Mi 

AdveitlsiiMj I 

Brand Equity! 

Figure 10. Airline Model from the ANP SuperDecisions Software 

The relative market share as derived in the ANP model and the actual 
market share are shown in Table 8 below. 

Table 8. Wine market share results 

Red 
White 
Blush 

•Actual 

40.5% 
40.4% 
19.1% 

ANP 
Model 
43.3% 
37.4% 
19.3% 

* www.wineinstitute.org 

10. GROUP DECISION MAKING 

Here we consider two issues in group decision making. The first is how to 
aggregate individual judgments, and the second is how to construct a group 
choice from individual choices. The reciprocal property plays an important role 
in combining the judgments of several individuals to obtain a judgment for a 
group. Judgments must be combined so that the reciprocal of the synthesized 
judgments must be equal to the sjnitheses of the reciprocals of these judgments. 
It has been proved that the geometric mean is the unique way to do that. If the 
individuals are experts, they my not wish to combine their judgments but only 
their final outcome from a hierarchy. In that case one takes the geometric mean 
of the final outcomes. If the individuals have different priorities of importance, 
their judgments (final outcomes) are raised to the power of their priorities and 
then the geometric mean is formed. 
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How to Aggregate Individual Judgments 

Let the function f(x^,...,x^) for synthesizing the judgments given by n 

judges, satisfy the 
(i) Separability condition (S): f{x^,...,x„) = g(^i)-.-g(^„), for all Xj,...,x„ 

in an interval P of positive numbers, where g is a function mapping P onto a 
proper interval J and is a continuous, associative and cancellative operation. [(S) 
means that the influences of the individual judgments can be separated as 
above.] 

(ii) Unanimity condition (U): f(x,...,x) = x for all x in P [(U) means that 
if all individuals give the same judgment x, that judgment should also be the 
synthesized judgment.] 

(iii) Homogeneity condition (H): f{ux^,...,ux^) = w/(xi,...,x„) where w > 0 

and Xf^^UX^ (k=l,2,...,n) are all in P. [For ratio judgments (H) means that if all 

individuals judge a ratio u times as large as another ratio, then the synthesized 
judgment should also be u times as large.] 

(iv) Power conditions (Pp): f(x[,...,x^)= /^(xi,.. . ,x„). [(P2) for 
example means that if the ^h individual judges the length of a side of a square 
to be Xj^, the synthesized judgment on the area of that square will be given by 

the square of the synthesized judgment on the length of its side.] 
Special case (R=P.i): 

/ ( - , . . . , - ) = l / / ( x i , . . . , x j . 

[(R) is of particular importance in ratio judgments. It means that the 
synthesized value of the reciprocal of the individual judgments should be the 
reciprocal of the synthesized value of the original judgments.] 

Aczel and Saaty (Saaty, 2001) proved the following theorem: 

Theorem The general separable (S) synthesizing functions satisfying the 
unanimity (U) and homogeneity (H) conditions are the geometric mean and the 
root-mean-power If moreover the reciprocal property (R) is assumed even for a 

single n-tuple {x^,.,.,x^) of the judgments ofn individuals, where not all x^ 

are equal, then only the geometric mean satisfies all the above conditions. 

In any rational consensus, those who know more should, accordingly, 
influence the consensus more strongly than those who are less knowledgeable. 
Some people are clearly wiser and more sensible in such matters than others, 
others may be more powerful and their opinions should be given appropriately 
greater weight. For such unequal importance of voters not all g's in (S) are the 
same function. In place of (S), the weighted separability property (WS) is now: 
/(xi,...,jc„) = gi(xi)...g„(x„) [(WS) implies that not all judging individuals 
have the same weight when the judgments are synthesized and the different 
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influences are reflected in the different functions (gi,...,g„).] 

In this situation, Aczel and Alsina (Saaty, 2001) proved the following 
theorem: 

Theorem The general weighted-separable (WS) synthesizing functions with the 
unanimity (U) and homogeneity (H) properties are the weighted geometric mean 

f (xi,X2>'-->Xn)'^ =x/^;c2^-.-x«'' and the weighted root-mean- powers 

f(xi,X2>".Xn)=^<JqjX^j-^q2X^2'-'-^^nxL ^^crc ^i+... + ̂ „ =1 , qk >0,k = l...,n, 

/ >0, but otherwise ^i,..., ̂ „, ;̂  are arbitrary constants. 

If / also has the reciprocal property (R) and for a single set of entries 

(xi,...,x„) of judgments of w individuals, where not all x^ are equal, then only 

the weighted geometric mean applies. We give the following theorem which is 
an explicit statement of the synthesis problem that follows from the previous 
results, and applies to the second and third cases of the deterministic approach: 

Theorem If xiK-->x^n^ i=L • •, fn are rankings of n alternatives by m 

independent judges and if a^ is the importance of judge i developed from a 
m 

hierarchy for evaluating the judges, and hence Y, ai =^ I, then 
i=\ 

n^f' L-.., UK' ^^^ ^^^ combined ranks of the alternatives for the m 

judges. 

The power or priority of judge / is simply a replication of the judgment of 
that judge (as if there are as many other judges as indicated by his/her power ai), 
which implies multiplying his/her ratio by itself a, times, and the result follows. 

The first requires knowledge of the functions which the particular 
alternative performs and how well it compares with a standard or benchmark. 
The second requires comparison with the other alternatives to determine its 
importance. 

On the Construction of Group Choice from Individual Choices 

Given a group of individuals, a set of alternatives (with cardinality greater 
than 2), and individual ordinal preferences for the alternatives. Arrow proved 
with his Impossibility Theorem that it is impossible to derive a rational group 
choice (construct a social choice function that aggregates individual preferences) 
from ordinal preferences of the individuals that satisfy the following four 
conditions, i.e., at least one of them is violated: 

Decisiveness: the aggregation procedure must generally produce a group 
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order. 
Unanimity: if all individuals prefer alternative A to alternative B, then the 

aggregation procedure must produce a group order indicating that the group 
prefers A to B. 

Independence of irrelevant alternatives: given two sets of alternatives which 
both include A and B, if all individuals prefer A to B in both sets, then the 
aggregation procedure must produce a group order indicating that the group, 
given any of the two sets of alternatives, prefers A to B. 

No dictator, no single individual preferences determine the group order. 

Using the absolute scale approach of the AHP, it can be shown that because 
now the individual preferences are cardinal rather than ordinal, it is possible to 
derive a rational group choice satisfying the above four conditions. It is possible 
because: a) Individual priority scales can always be derived from a set of 
pairwise cardinal preference judgments as long as they form at least a minimal 
spanning tree in the completely connected graph of the elements being 
compared; and b) The cardinal preference judgments associated with group 
choice belong to an absolute scale that represents the relative intensity of the 
group preferences (Saaty and Vargas, 2005). 
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CHAPTER 2 

FORECASTING THE RESURGENCE OF THE U.S. ECONOMY 
IN 2001: AN EXPERT JUDGMENT APPROACH 

Andrew R. Blair, Robert Nachtmann, Thomas L. Saaty and Rozann Whitaker 
(Spring 2001) 

1. INTRODUCTION 

Building on work done in the early 1990s (Blair et al., 1992; Saaty and 
Vargas, 1994), this chapter illustrates use of the Analytic Network Process 
(ANP) (Saaty, 1990; Saaty, 2001; Saaty and Vargas, 1991) in April 2001 to 
produce a forecast of when the U.S. economy would recover from the slowdown 
it had been experiencing for several quarters, after almost a decade of 
unparalleled expansion. Using a conceptual framework grounded in modern 
macroeconomics, the exercise features the use of expert judgment in producing 
the forecast without assistance from conventional macroeconomic forecasting. 

2. ON THE ROLE OF JUDGMENT IN ECONOMIC FORECASTING 

Conventional approaches to macroeconomic forecasting tend to be 
constrained by the estimated values of parameters and intercept terms. These 
are imbedded in the multi-equation models that are typically employed to 
produce "first-cut" forecasts of relevant endogenous variables. Additionally, the 
values of a large number of "exogenous" variables (relating to the future course 
of monetary and fiscal policy, the value of exports, etc.) must be subjectively 
estimated on the basis of available evidence and consensus judgment. Initial 
forecasts produced by the raw models are then typically adjusted by "add" or 
"fudge" factors, most commonly in the form of shifts in the values of previously 
estimated intercept terms. This procedure is employed in order to produce 
forecasts that are consistent with recent values of key endogenous variables 
when it is evident that a shift of some kind has occurred in portions of the 
underlying model structure. Such exercises also provide ample opportunity for 
resetting the values of exogenous variables. 

Studies of "ex ante" forecasts produced by the builders of major models 
using add factors suggest that these forecasts have been more accurate than the 
"ex post" forecasts produced by the models themselves, even when the same add 
factors were employed. Fair (1984) thus wrote: 

"In other words, the use of actual rather than guessed values of 
the exogenous variables decreased the accuracy of the 
forecasts.... This conclusion is consistent with the view that 
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the add factors are (in a loose sense) more important than the 
model in determining the ex ante forecasts..." 

As stated in earlier papers (Blair et al., 1992; Saaty and Vargas, 1994), all 
this suggests that macroeconomic model builders/forecasters are well aware of 
the limitations of their underlying models and the need to incorporate subjective 
judgments. However, these judgmental adjustments are necessarily non-
systematic and ad hoc in nature. Here, we thus utilize an alternative, systematic 
approach - AHP - in order to remedy this deficiency. While we have not 
illustrated this alternative by adapting a formal macroeconomic forecasting 
model, the conceptual framework, as noted above, is grounded in modern 
macroeconomics. Our alternative approach, moreover, could also be readily 
employed to enrich forecasting exercises based on formal models (e.g. 
generating add factors more systematically and consistently; adjusting the values 
of exogenous variables). In this respect, the two forecasting approaches can be 
seen to converge quite compatibly. 

3. THE SETTING: AN ECONOMIC SLOWDOWN AFTER YEARS OF EXPANSION 

While in popular accounts it is conventional to view the U.S. economy as 
being in a recession if real Gross Domestic Product (GDP) has declined for two 
consecutive quarters, the National Bureau of Economic Research (NBER), 
utilizing a panel of experts, has, by consensus, been given the responsibility for 
dating the actual turning points in the U.S. economic cycle. That organization 
arrives at its assessments by utilizing a variety of economic indicators, including 
industrial production, employment/unemployment, income and shipments. The 
existence of a recession must meet various criteria relating to duration, depth 
and diffusion throughout the economy. In December of 1992, the NBER 
announced (Hershey, 1992)) that the trough of the last cycle had occurred in the 
first quarter of 1991. No economist would have predicted at the time that this 
trough would subsequently usher in a period of steady and substantial growth of 
national output, low inflation, rising productivity and progressively lower levels 
of unemployment, which would not falter until the third quarter of 2000. In that 
quarter, the growth rate of real GDP slipped to 2.2% from 5.6% in the previous 
quarter, and to 1.0% and 1.3% respectively in the fourth quarter of 2000 and the 
first quarter of 2001, as compared with an average rate of real quarterly GDP 
growth of 3.6% for the entire period (U.S. Dept. of Commerce, 2001). A U.S. 
Department of Commerce advance estimate of second quarter real GDP growth 
suggested an annual rate of 0.7%, with many economists expecting that a more 
complete report would indicate an actual contraction (Kulish, 2001). During this 
long expansionary period, civilian unemployment fell to levels last seen in the 
late 1960s, and which most economists had come to believe would not again be 
attained: steadily declining from an average of 7.3%/7.4% in 1991/1992 to a low 
of 3.9% in September and October of 2000, before beginning to rise in the 
ensuing months (Bureau of Labor Statistics, 2001). 
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Even in June 2001, the unemployment rate still stood at 4.5%, though 
expectations were widespread that this percentage would continue to increase 
for a number of months in the future. Fueled ex post by the steady growth in 
national output and, most significantly in the minds of many ~ including Federal 
Reserve Chairman Alan Greenspan (e.g., Leonhardt, June, 2001; August, 2001) 
- the long-awaited impact of the widespread use of computers and information 
technology, average rates of labor productivity growth also improved 
substantially during the expansion. Holding aside cyclical swings, non-farm 
business productivity had begun to lag during the 1980s and early 1990s but 
advanced significantly thereafter, averaging almost 2.5% per year from 1996 to 
1999, and rising to an average of 4.3% in 2000, before slowing to a revised 
0.1% in the first quarter of 2001, as the economic slowdown presumably began 
to exert its influence. Quite remarkably, a preliminary estimate of second 
quarter 2001 non-farm business productivity suggested a "healthy 2.5 percent" 
annual growth rate, attributable, apparendy, to companies becoming "more 
efficient by dismissing employees or reducing the number of hours they worked, 
while sustaining virtually the same level of output" (Leonhardt, August, 2001). 
In any event, by the middle of June 2001, the NBER had released a statement in 
which it concluded there was "a possibility that a recession began recently" 
(Leonhardt, June, 2001. 

From the beginning of 2001, the Federal Reserve had sharply reversed its 
previous year's monetary policy stance of raising interest rates in order to fend 
off inflation in what appeared to be a potentially overheating economy. No 
longer fearing inflationary pressure and expressing concern about the slowdown, 
the Federal Reserve lowered the benchmark Federal Funds rate six times 
between January and June 2000, for a total reduction in that rate of 2.75%, and 
also made it clear that it would not rule out further reductions in the future. 
Fiscal policy also made a late contribution in the form of the incorporation of an 
up to $600 tax rebate as part of the Economic Growth and Tax Relief 
Reconciliation Act of 2001, which President Bush had signed into law in June. 
Initially conceived exclusively as a program of longer-term tax relief, bi-partisan 
support for the package in part reflected the desire to resuscitate the lagging 
economy via fiscal stimulus. Rebate checks were slated to arrive in taxpayer 
mailboxes in the ensuing weeks. 

The final version of the current chapter was prepared in August of 2001, 
and some of the information cited above was obviously not available when the 
authors convened to conduct a forecasting exercise on April 7, 2001, although 
the group had sufficient data at its disposal to conclude that the United States 
was experiencing an economic "slowdown." This is the term we will employ in 
this chapter, rather than "recession," although subsequent data may confirm that 
a recession actually did take hold. The purpose of the forecasting exercise was 
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to estimate when the next economic recovery would occur, in the form of a 
resurgence of stronger rates of output growth. 

As additional context, we should compare the nature of the economic 
environment within which the forecasting exercises described in the previous 
paper (Blair et al., 1992; Saaty and Vargas, 1994) were conducted with the 
economic environment prevailing during the time of this most recent exercise. 
As stated in the previous paper, the authors' judgment in May 1992 was that the 
strength of the eventual recovery was likely to be quite weak when compared to 
previous expansions, owing chiefly to the "braking" influence of major 
structural changes then taking place in the domestic and global economies 
(specifically, such factors as the de-emphasis of production based on national 
defense and the increasing integration of world financial markets). Accordingly, 
a prominent place was assigned to the role of structural change in our previous 
forecasting framework. In our latest exercise, however, structural economic 
shifts were believed to have run their course and we thus adopted a more 
conventional macroeconomic forecasting framework, emphasizing "Aggregate 
Demand" and "Aggregate Supply" factors, as outlined in such widely adopted 
macroeconomics textbooks as Blanchard (Blanchard, 2000). 

4. APPLICATION OF A N P TO THE MACROECONOMIC FORECASTING PROBLEM 

On the basis of the data available to us, our forecasting exercise employed 
the ANP to address the timing of the expected resurgence by seeking to answer 
the question "what is the most likely period in the future when the resurgence 
will occur?" By this term, we implicitly meant a resumption of something 
approaching the average growth rate of real GDP (serving as a surrogate 
measure of the growth of the overall U.S. economy) attained during the most 
recent, nearly decade-long, expansion. Like typical forecasters, we were not 
precise with regard to rates of growth in specific quarters, except to suggest the 
time period during which the resumption would occur. 

4.1 Decomposition of the Problem as a Holarchy 

Decomposing the problem hierarchically, the top level of the exercise 
consists of the primary factors believed by our group to represent the forces or 
major influences driving the economy: "Aggregate Demand" factors; " 
Aggregate Supply" factors; and "Geopolitical Context." Each of these primary 
categories was then decomposed into subfactors represented in the second level. 
Under Aggregate Demand, we identified consumer spending, exports, business 
capital investment, shifts in consumer and business investment confidence, 
fiscal policy, monetary policy, and expectations with regard to such questions as 
the future course of inflation, monetary policy and fiscal policy. (We make a 
distinction between consumer and business investment confidence shifts and the 
formation of expectations regarding future economic developments.) 
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Under Aggregate Supply, we identified labor costs (which, in turn, are 
driven by changes in such underlying factors as labor productivity and real 
wages), natural resource costs (e.g., energy costs), and expectations regarding 
such costs in the future. With regard to Geopolitical Context, we identified the 
likelihood of changes in major international political relationships and major 
international economic relationships as the principal subfactors. With regard to 
the subfactors under Aggregate Demand and Aggregate Supply, we recognized 
that they are, in some instances, interdependent. For example, a lowering of 
interest rates as the result of a monetary policy decision by the Federal Reserve 
should induce portfolio rebalancing throughout the economy. In turn, this 
should reduce the cost of capital to firms and stimulate investment. 
Simultaneously, it should reduce financial costs to households and increase their 
disposable incomes. Any resulting increase in disposable income stimulates 
consumption and, at the margin, has a positive impact on employment and GNP. 
However, all of this assumes that the linkages of the economy are in place and 
are well understood. This is what the conventional macroeconomic conceptual 
models are designed to convey. 

The third level of the hierarchy consists of the alternate time periods in 
which the resurgence might occur as of April 7, 2001: within three months, 
within six months, within twelve months, and within twenty-four months. 
Because the primary factors and associated subfactors are time-dependent, their 
relative importance had to be established in terms of each of the four alternative 
time periods. Thus, instead of establishing a single goal as one does for a 
conventional hierarchy, we used the bottom level time periods to compare the 
two factors at the top. This entailed the creation of a feedback hierarchy known 
as a "holarchy" in which the priorities of the elements at the top level are 
determined in terms of the elements at the bottom level, thus creating an 
interactive loop. Figure 1 provides a schematic representation of the hierarchy 
we used to forecast the timing of the economic resurgence. 

4.2 Pairwise Comparison 

After decomposing the problem hierarchically, the next step in the process 
was to pairwise-compare the relative importances of the primary factors 
(Aggregate Demand, Aggregate Supply, and the Geopolitical Context) as they 
influence (1) the timing of the economic resurgence; (2) the relative importance 
of each of the subfactors as drivers of the associated primary factor in the next 
level of the hierarchy; and (3) the relative importance of each of the subfactors 
under each primary factor as it influences the timing of the economic 
resurgence. These comparisons were carried out using the AHP's nine point 
scale. 
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The judgments with regard to identification of factors, as well as the 
comparisons of relative impact and strength of factors, were conducted by the 
authors, who assumed the role of representative "experts". Obviously, the 
outcomes are strongly dependent on the quality of those judgments. As noted, 
the exercise was conducted on April 7, 2001. 

Nineteen sets of judgment matrices were generated in this exercise. Tables 
3 through 21 in the Appendix present the 19 judgment matrices and their 
resulting priorities for this forecasting exercise. A whole number in a matrix 
means the element listed at the left is preferred to the element listed at the top. A 
fraction means the element listed at the top is preferred. Note that the bottom left 
triangular portion of each matrix below the main diagonal is omitted since the 
corresponding entries there are the reciprocals of their transposes shown above 
the main diagonal. 

Table 19 in the Appendix provides an easily grasped illustration of the use 
of this scale to represent the judgments. With regard to the relative importances 
of the three primary factors for promoting an economic resurgence within a six-
month time period, the table reveals that Aggregate Demand factors were 
considered to be "very strongly more important" (seven times as important) than 
Aggregate Supply factors, and "extremely more important" (nine times as 
important) than Geopolitical factors. Accordingly, the numbers 7 and 9 were 
inserted in the columns under Aggregate Supply and Geopolitical, respectively, 
to illustrate the comparisons of Aggregate Demand with these factors. 

A perusal of the table reveals the following sets of judgments: 

1. The monetary policy, confidence and expectational subfactors were 
assigned relative weights totaling almost 75% of the Aggregate 
Demand primary factor ~ with monetary policy the highest at 35% - in 
regard to promoting economic resurgence (i.e., by directly impacting 
on consumer spending and business capital investment). 

2. With regard to the three and six-month forecasting periods. Aggregate 
Demand factors were judged to dominate Aggregate Supply and 
Geopolitical factors (79% in each period); for the longer 12- and 24-month 
time horizons. Aggregate Demand and Aggregate Supply factors were 
judged to be of equal weight (45% in each period). 

3. Of the Aggregate Demand subfactors, confidence, monetary policy and 
expectations were judged to be most influential in the three- and six-month 
forecasting horizons, whereas more fundamental aspects of consumer 
spending and business capital investment, together with exports, began to 
assume greater prominence, along with the Aggregate Supply subfactors, in 
the 12- and 24-month time periods. 
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Each judgment matrix has an associated priority vector or vector of weights. 
(These are the numbers that appear in the supermatrix, Table 1, in the 
Appendix.) The limit supermatrix (Table 2 in the Appendix) is the result of 
raising the supermatrix to powers until it converges. In this case, the powers of 
the supermatrix perform a cycle, and for the overall limit, the sum of the various 
limiting cycle phases is taken to obtain the outcome. This is the final 
supermatrix of the results. The resulting final priorities for the alternative time 
periods are obtained from the last four rows of any column in Table 2 by 
normalizing the four numbers: 0.1019, 0.0686, 0.0606, and 0.1022. The 
resulting final priorities for the time periods are: three months, 0.3058; six 
months, 0.2058; twelve months, 0.1818; and twenty-four months, 0.3066. 

5. PRODUCING THE FORECAST OF THE RECOVERY 

To obtain our forecast, we subsequently multiplied each priority by the 
midpoint of its corresponding time interval and added the results (as one does 
when evaluating expected values): 

Time Period 

3 - months 

6 - months 

12-months 

24 - months 

Midpoint of Time Period 
(in months from 0) 

0+ (3-0)72=1.5 

3 + (6 - 3)/2 = 4.5 

6 + (12-6)72= 9.0 

Priority of Time Period V 

12 +(24-12)72= 18.0 

0.3058 

0.2058 

0.1818 

0.3066 
TOTAL 

[idpoint X Priority 

0.4587 

0.9262 

1.6363 

5.5180 
8.5393 

We interpreted this to mean that the recovery would occur 8.54 months 
from the time of the forecasting exercise on April 7, 2001, or around mid to late 
December, 2001; that is to say, toward the end of the fourth quarter of 2001. 
Interestingly, as this chapter was drafted in July 2001, a number of private and 
official forecasters were also making similar projections (i.e., a recovery in the 
fourth quarter of 2001, or the first quarter of 2002). ^ 

An economist colleague. Professor Iwan Azis of Cornell University, has 
suggested that instead of using the midpoints of the time intervals, which is 
more the practice in the physical sciences, that the endpoints should be used. 
His idea is that the pairwise comparisons should be formulated in terms of what 
is likely to happen by the end of one period (e.g. three months) versus the end of 
another period (such as twelve months) rather than using the mid-points of these 
periods. As of the starting date of a forecasting exercise, it is the end points of 
the various time periods which are of interest rather than the mid-points or 
averages for each period. In that case, the resurgence would be computed as 
follows: 3 X 0.30581 + 6 x 0.20583 + 12 x 0.18181 -H 24 x 0.30656 = 11.69 
(months from April 7, 2001), or approximately April of 2002 (i.e., early in the 
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6. CONCLUSION 

This chapter has again demonstrated how the Analytic Network Process can 
serve as an additional tool for macroeconomic forecasts. In the current instance, 
we have used the interesting case of the U.S. economy in early 2001, which had 
begun to experience a slowdown during the latter part of the year 2000 after 
more than nine years of steady expansion, in order to forecast the time period 
prior to its recovery. As noted earlier, this approach could be easily adapted for 
use in forecasts employing formal macroeconometric models (e.g. to make 
judgments with respect to shifts in intercepts and changes in the values of 
exogenous variables). By way of validating our forecast, here is what the Wall 
Street Journal July 18, 2003 wrote about the subject more than two years after: 
"The National Bureau of Economic Research said the U.S. economic recession 
that began in March 2001 ended eight months later, not long after the Sept. 11 
terrorist attacks. Most economists concluded more than a year ago that the 
recession ended in late 2001. But yesterday's declaration by the NBER-a private, 
nonprofit economic research group that is considered the official arbiter of 
recession timing-came after a lengthy internal debate over whether there can be 
an economic recovery if the labor market continues to contract. The bureau's 
answer: a decisive yes. " 
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^ 

T f 
fs 

C/3 

$3 
O 

( N 

'—' 

(A 

^ 
s 
s VO 

C/3 

o 
^ 
m 

(T) 
»o l O 

o 
d 

^ 
'"̂  

S 

CO 

00 

C 
o 

m 

»o 
o 
T-H 

d 

!o 

'"̂  

s 

^ 

00 

C 
O 

^ 

( N 
( N 
VO 
( N 

d 

en 

'"' 

'"' 

C/3 

O 

( N 

'"' 

O 
VT) 

^ IT) 

d 

_̂ 

on 

^ 
C 
O 

S 
^ 
( N 

00 

ô 
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ô 

e 
<i) 

^t-* 

c 

o 

o 

00 
(D 
)-i 

^ 
• | 

00 

^> 
*̂ —> cd 
C 

^ 
<D 

C 
(D 
6 
w) 
•§ 
H-> 

d) 

^ H 
so 
F H 

^ 

H 

i2 
-B. t>0 

"C 
^ 

00 

6 

^ ( N 

oo 

'—' 

on 

^ 
8 
S 
VO 

00 

§ 
S 
m 

en 
l O 
»n 
o 
d 

c: 
'"' 

s 

c? 
^ 

00 

fi 
O 

cn 

«o 
r^ 
»-H 

d 

!C 
'"* 

cn 

,_, 

00 

a o 

VO 

( N 
C^ 
VO 
<N 

d 

cn 

'"' 

'-' 

on 

o 

'"' 

O 
un 
vo 
i n 

d 

^ 

on 

o 

( N 

OO 

c o 

13 f^ 
o 

6 
o 
o 

13 
c 
ô 
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CHAPTER 3 

AN ANALYTIC NETWORK PROCESS MODEL FOR 
FINANCIAL-CRISIS FORECASTING 

Michael P. Niemira and Thomas L. Saaty 
(Winter 2003) 

1. INTRODUCTION 

William Stanley Jevons (1835-1882) was a highly respected and influential 
economist and statistician of his time. Jevons argued in his book, Investigations 
in Currency and Finance, the economy underwent a series of "commercial 
crises," which he traced back to the eighteenth century. Jevons' view of the 
trade or business cycle as a sequence of crises was embraced broadly throughout 
the economics profession until the 1920s. Then as more economic and financial 
data were compiled and newer statistical techniques were crafted to analyze 
them, Wesley Mitchell's "statistical cycles" replaced the event-driven concept of 
the business cycle. Statistical time-series cycles continue to underlie modern 
business cycle research. Today, cyclical composite index models, probit 
models, hidden Markov models (HMM) and threshold autoregressive (TAR) 
models are some typical methodologies used to forecast turning points in 
statistical cycles. 

However, over the last ten years, the literature on financial crises 
rediscovered the traditional Jevons view of the cycle, where a turning point is 
triggered by some economic and/or political event. Financial crises are sudden 
events that may and often do occur after a growth cycle slowdown begins or 
classical business cycle recession ensues. Crises are predicated on some 
development, such as a collapse of a financial or non-financial institution or the 
recognition of a major imbalance in the financial sector, such as heavy debt 
holdings or too much dependence on foreign capital. 

In modern crisis theory of the business cycle, three types of financial crises 
are identified: fiscal, banking and currency (Sachs, 1998). A fiscal crisis occurs 
when a government cannot roll over foreign debt and/or attract new loans. A 
currency crisis occurs when investors shift demand to foreign-denominated 
assets and away from domestic assets. A banking crisis occurs when a bank 
cannot attract enough new deposits to meet sudden withdrawal of reserves. 
Each of these crises can exist independently or in conjunction with one or more 
other crisis. 

Statistical data needed to track and to forecast a potential financial-crisis 
point can be somewhat illusive from country to country. Data limitations exist 
especially in some emerging market economies that have undergone major 
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structural change. In those countries, historical data are no longer consistent 
with the present institutions and, as such, are insufficient to signal a financial 
crisis before it occurs. Even when data exist, judgmental variables play a role in 
statistical models, as witnessed by the "freedom from corruption" qualitative 
variable in the probit model by Radelet and Sachs (1998). 

For these reasons, we propose a flexible and comprehensive framework to 
simultaneously model and forecast the three types of financial crisis using an 
Analytic Hierarchy Process (AHP) with feedback, which is known as the 
Analytic Network Process (ANP) as developed and implemented by Saaty 
(1996). The Analytic Network Process also provides a structure that potentially 
can reduce judgmental forecast error through improved "reliability of 
information processing." 

The modeling application in this chapter extends the ANP recession 
forecasting model by Blair et al. (2002) to capture key economic concepts 
specified in the financial-crisis econometric model by Kaminsky and Reinhart 
(1999), the contagion econometric model by Lowell et al. (1998), as well as the 
studies by Aziz et al. (2000), Burns (1969), Glick and Moreno (1999), IMF 
(1998), Kindleberger (1996) and Wolfson (1994). Our ANP financial crisis 
model's determinants are directly specified using quantitative and qualitative 
variables and empirically tested using an "expert system" approach instead of a 
true "expert opinion" approach - as the Blair study did - to allow for an 
historical back test. 

2. THE ANP FINANCIAL CRISIS MODEL STRUCTURE 

The Analytic Network Process provides the mathematical framework for 
our model to forecast a financial-crisis probability using heuristics. 
Conceptually, the financial-crisis model can be described as a system of n 
components (which may be part of a cluster of components) that forms a 
network where every component (Cn) can interact or have an influence on itself 
or some or all of the other components of the system. The network, N ={C, L}, 
where C = {Ca, Cb, Cc, ..., Cn} and L = {{Ca, Ca},{Ca, Cb},{Ca, Cc}, ...,{Cn, 
Cn}} such that L represents the set of pairwise linkage within or between 
components of the network. The ANP-based crisis-forecasting model provides 
a formal scheme for mapping the component evaluations to an aggregate 
judgmental probability of a crisis (Saaty, 1990, 1994, 1996). This multi-criteria 
decision-making/forecasting model derives priorities or weights for each of the 
"n" criteria or components, Cn, of the model based on their judged (by the 
forecaster or a consensus of forecaster opinion) relative importance to the 
overall goal - which in this application is the likelihood that it will contribute to 
a financial crisis in a given period of time for a given forecast horizon. Not 
surprisingly, this process shares a common conceptual foundation with the 
derivation of component contributions from regression-based, time-series and/or 
cyclical-indicator composite index methodologies (Zarnowitz & Boschan, 
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1975). However, the derivation of the ANP priority weights, which use pairwise 
assessment based on statistical or judgmental relevance, is quite different from 
those more traditional methods (Frei & Harker, 1999; Niemira, 2001). 

The Analytic Network Process framework is based on the following basic 
definitions and axioms: (a) A priority or weight, which is an absolute number, 
belongs to the closed interval [0,1] and is a measure of relative dominance; (b) 
A reciprocal condition exists that posits the ratio comparison between 
components is possible such that an evaluation of the pairwise couplet (CA,CB) 
equals 1/(CB,CA); (c) Homogeneity exists, which is the motivation for the 
Saaty 1-9 evaluation scale whereby the upper limit of 9 on that scale is due to 
the requirement of homogeneity to maintain the stability of the eigenvector to 
perturbation from consistency, and also to the requirement that only a small 
number of elements should be compared (an eigenvector with a small number of 
components considered.); and (d) A dependence condition is assumed that the 
system can be decomposed into component parts. Both the scale and the 
number of elements compared can be extended indefinitely. This is done by 
creating clusters with a small number of homogeneous elements in each and 
using a pivot element from cluster to the next (the largest in one is the smallest 
in the other) and applying the scale 1-9 to compare the elements in each, 
dividing by the priority of the pivot in the second cluster and multiplying the 
resulting priorities by the priority of the pivot in the first cluster and then 
combining the two clusters. 

Moreover, the Analytic Network Process extends the AHP method to 
incorporate component dependence and feedback by using a supermatrix 
approach (Saaty, 1996). A supermatrix, W, is a complete system matrix of 
components, {Ca, Cb, Cc, ..., Cn}, and their linkages or system weights, Wij, 
where Ci = {eil, ei2, ..., ein} is the sub-component elements of the criterion 
component "i." ANP allows interaction and feedback within clusters, Ci, which 
is known as inner dependence, and between clusters, which is known as outer 
dependence. To make this more concrete, if there is no linkage between, say 
component Cb and Cc, then Wbc would be zero. However, if there is some 
relationship, then the entry would be non-zero, suggesting an outer dependence. 
An inner dependence would exist if there is a linkage within the components of 
a cluster, {eil, ei2, ..., ein}. 

Finally, the actual elements making up the columns (Wij) of the 
supermatrix are the eigenvector solutions within the clusters (such that each 
column sums to one). This supermatrix represents the impact of all model 
elements relative to the complete element set. The final priority weights — 
which account for component (element) interactions — are derived by 
multiplying the supermatrix by itself until the columns stabilize, which occurs 
when the supermatrix entries become identical across each row and this is 
known as the limiting matrix. The final priority weights are extracted from this 
limiting matrix. In essence, this solution algorithm derives weights that account 
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for component interaction, which is a clear benefit of the dynamic ANP model 
over static models. 

3. BUILDING THE A N P FINANCIAL CRISIS MODEL 

Our objective is to demonstrate that an ANP model structure incorporating a 
majority of variables from prior studies can be used to predict the likelihood that 
an economy would be in "financial crisis," of any form, within six months. 
Explicitly, the model must account for banking, currency and fiscal crises as 
well as contagion effects on the domestic economy from other countries 
experiencing one of more of those crises. Moreover, it would be useful to 
include a conceptual range of "all possible" indicators of financial crisis into this 
model, even if some rarely occur and might not show up as statistically 
significant in econometric models. One of the advantages of the ANP 
framework is that it is not constrained by some statistical problems, such as 
multicollinearity, which might be encountered in econometric modeling of the 
same process. In this way, the ANP model shares a common conceptual 
foundation with traditional composite indicator methods, which also attempt to 
select indicators across a wide spectrum of economic processes. Diversification 
of the criteria used to trigger a forecast decision is important, but one should not 
give too much weight to trivial indicators, even if the variable is included for 
completeness. 

Arguably, the greatest advantage of the ANP model is that it can handle 
data limitations and intangibles (or qualitative variables - such as political or 
war risk) based on individual or collective judgment of the situation. As such, 
the measurement of intangibles is the main concern of the mathematics of the 
AHP/ANP approach. Often even if there are no recent statistical data or no time 
series at all for such intangibles, there may be a qualitative sense of the 
importance of the factor (that might be gleaned through news reports, for 
example), which can be accounted for and incorporated into the ANP 
forecasting model. 

Our model, which is dubbed the imbalance-crisis-turning-point model, 
incorporates the following features: (1) contagion effects, (2) fiscal crises, (3) 
banking crises, (4) currency crises, (5) the role of real-sector changes, (6) 
monetary policy, (7) fiscal or tax policy and (8) external shocks, which include 
oil prices, food prices and technological or productivity changes (this block also 
might include other exogenous influences, including legal restrictions on capital 
flows, political instability, social unrest, etc.). The imbalance-crisis turning 
point ANP model is specified by clusters of criteria, their elements and the 
connection between them and judgmental evaluations are made with a forecast 
horizon of up to six months. 

The control cluster, in our model, is diagramed in Figure 1. The arrows 
indicate direction of causal impact with the looped arrow indicating feedback 
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effects. For example, in the exogenous-shocks block, it is assumed that an 
impact from oil prices will impact productivity shocks. The domestic imbalance 
criteria incorporate typical theoretical concepts and empirical evidence, but can 
be customized for a specific country's economy. As we have modeled the 
process, the domestic imbalance block includes evaluations of capacity 
utilization rates (too low or too high could be problems), the ratio of cashflow-
to-investment (ability to afford the investment), the consumer debt burden (an 
over-leveraged consumer could pose problems for the economy), foreign debt 
reliance (capital or current account deficit problem), labor shortages 
(implications for wages or immigration policy) and profit margins (ability to 
sustain business). The policy actions block includes evaluations of tax policy 
and monetary policy. The sources-of-financial-crisis block includes evaluations 
on banking, currency, fiscal deficits and crisis contagion. The exogenous block 
includes evaluations on oil price shocks, food price shocks and productivity 
shocks (which encompass numerous factors from strikes to technological 
impacts). Finally, the financial crisis chance block includes two elements -
crisis or no crisis. 

Policy Actions Bcogenotis Siwcks 

Doinestidmtaktnces -< >̂  Sources of FiimidaiCnsis 

Financial Crisis Cihince - Alternatives 

Figure 1. Overview: The ANP-Network Financial Crisis Model's Control 
Hierarchy 

Although these elements are generic enough to cover most economies, there 
would be a need to customize the sub-criteria for a specific type of economy. 
For example, the consumer debt burden sub-criterion, which is a component of 
domestic imbalance in some developed countries, would not apply to every 
economy since some local customs or banking system infrastructures would not 
result in heavy consumer borrowing. Similarly, labor shortages may be a 
problem in developed countries, but not in emerging markets. 

Once the characteristics of the model have been specified, then the 
forecaster must provide judgments on the relative importance of those various 
factors in the model as they relate to the system's alternatives (in this case. 
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financial crisis or not). The process to solve the ANP forecasting model is as 
follows: 

Step 1: Determine the Main Cluster Weights. The main or control cluster 
weights for {Ca, Cb, Cc, ..., Cn} are determined based on: (1) whether there is 
feedback in the cluster (if not, the matrix entry is zero), and (2) the intensity of 
the relationship between the cluster and other clusters using the nine-point scale 
(see Table 1). Instead of assigning two numbers wi and wj and forming the ratio 
wi/wj, we assign a single number drawn from the fundamental 1-9 scale of 
absolute numbers to represent the ratio (wi/wj)/l. It is a nearest integer 
approximation to the ratio wi/wj. The derived scale will reveal what the wi and 
wj are. This is a central fact about the relative measurement approach used 
within ANP and the need for a fundamental scale. However, it should be noted 
that the 1-9 evaluation scale, in principle, has an unlimited range given the 
homogeneity and clustering that are used to extend the fundamental scale 
gradually from cluster to adjacent cluster, eventually enlarging the scale from 1-
9to l-oo. 

To illustrate the development of the main cluster weights in our model, first 
observe that the exogenous-shock and financial-crisis-risk clusters do not 
include feedback (Figure 1). Consequently, the entries for both clusters in the 
control matrix are zero. On the other hand, the policy actions, imbalances, and 
sources of financial crisis clusters are modeled with feedback given that those 
actions, events or activities can spiral upon themselves. This means a full 
forecast period effect must be assessed/forecasted akin to using the "dynamic 
multiplier" in stochastic modeling and cutting off the cumulative effect at the 
end of the forecast horizon. The crisis model's forecast horizon is specified as 
six months. 

The pairwise comparisons and normalized weights for the five components 
of the main cluster are derived as paired comparisons of intensities, based on the 
9-point scale. The development of the main-cluster priority weights is shown in 
Table 2 for a hypothetical developed economy. 

With respect to domestic imbalances, for example, a pairwise comparison 
of the sources-of-crisis criterion compared with the financial-crisis chance might 
be assigned a score in the control matrix of "8", which would mean that the 
sources-of-crisis component has a very high likelihood of impacting domestic 
imbalances relative to the financial-crisis chance. These ratings - demonstrated 
here as judgmental scores - incorporate "existing knowledge" about the 
economic landscape from various informational sources. Each score 
encompasses two aspects of the forecasting process into one evaluation measure: 
(a) the significance of the cluster or economic process relative to the overall 
stated objective, and (b) the current importance of that factor. Although the 
former aspect may be relatively invariant over time, the latter evaluation 
criterion will clearly change. 
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Table 2. Formulating the Control Matrix 
mm^mi^^^mmmm^mmmm^^^ 

Dom estic Imbalances 
Financial Crisis Chance 
Polity Actions 
Source of Crisis 

Domeslic 
Imbalances 

1 
1/7 
1/3 
1 

Financial p^iic^ Actions 
Crisis Chance ^ 

1/2 
1 
1 

Source of 
Crisis 

1 
1 ^ 
1 

hconsistency hdex = Q061 (Desirabte value to be less than QIQ) 

Wilh f)especl lo Financial t i i«b Chance 
Dornestic poij^^ Actions 

Imbalances 
Dom es ti c I m bal ances 1 1 
Policy Actions 1 1 
Source of Crisis 1 1 

Source of 
Crisis 

1 
1 
1 

Weights 
a333 
a333 

a^3 
hconsistencj' hdex = 0.000 (Desiratte value to be less than QIOj 

With Respect to Policy Actions 
Domestic Financial p ,. . . Source of 

Imbalances Crisis Chance '̂o'lCV Actions ^^j^j^ 
1 3 3 Domestic Imbalances 

Financial Crisis Chance 
Policy Actions 
Source of Crisis 

1 
1 
1/3 
1/3 

1 
1/4 
1/2 

4 
1 
1/2 

Weights 
0.377 
0.367 
0.139 
0.117 

hcx3n£islienq' hciex = 0051 (Desirable value ta be less than QIO) 

With Beeped to Policy Actions 
Domestic Financial p ,. . . Source of 

Imbalances Crisis Chance ^'ol'^i'Actions ^^-^^^ 
Domestic Imbalances 1 2 2 2 
Financial Crisis Chance 1̂ 2 1 1 1 
Poliq> Actions ^/Z 1 1 1 
Source of Crisis ^/Z 1 1 1 

Weights 
0.400 
0.200 

aaoo 
0.200 

hconsisfcency hciex = 0000 [Desirabte value to be less than 010) 

With Respect lo Exogenmis Shocks 
Dornestic poij^y Actions 

Imbalances 
Dom es ti c I m bal ances 1 1 
Policy Actions 1 1 
Source of Crisis 1 1 

Source of 
Crisis 

1 
1 
1 

Weights 
0.333 
0.333 
0.333 

hocnsistency hdex = Q 000 (Desirabte value to be less than Oil PI 

Control MMm Node 

Financial um Chance 
Policy Actions 

Sources^ of Dids 

Policy 
Actions 

0.377 
0.3G7 
0.139 
0.117 
0.000 

Seyice$ of 
Ciisfs 

0.400 
0.200 
0.200 
0.200 
0.000 

Eit^geiKiiit 
Shocks 

0.333 
OJOO 
0.000 
0.333 
0.33a 
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Step 2: Determine the Pairwise Comparisons for the Model Elements. The 
model weights within each cluster, {eil, ei2, ..., ein}, also are derived using the 
standard application of AHP. Again, pairwise comparisons are used to establish 
the element relationships within each cluster; the principal right eigenvector of 
observable pairwise-comparison matrix. A, from the system of homogeneous 
linear equations, Aw = nw, provides the element weights at this level, which will 
be used in the supermatrix. As an aside, the formulation of this problem shows 
that the scale for the weights, in the original units, can be recovered from the 
matrix of ratios by solving the problem Aw = nw or (A - nl)w = 0, which 
provides further assurance that the weights are mathematically related to the 
unobserved vector, w - that is with judicious pairwise judgment the derived 
weights should closely mirror the actual weights if they are available for 
checking. 

To demonstrate the process, consider an evaluation of paired comparison 
within the domestic imbalances block of the ANP model. The matrix of paired 
comparisons in this example might look as demonstrated in Table 3 for an 
evaluation of the elements within the domestic imbalance block with respect to 
the likelihood of a banking crisis for a hypothetical developed economy. The 
diagonal of this matrix will be all one, which implies that any component cannot 
be more or less likely than itself. Next, consider the entry in the cell for the 
comparison of the cashflow-to-investment ratio on the left and capacity 
utilization rates with a banking crisis at the top of the matrix. Under the current 
circumstances, the cashflow of businesses would greatly influence the likelihood 
of a banking crisis and hence the couplet is assigned the score of "5" on the 1-9 
scale. By design, the comparison of capacity utilization and cashflow (row 1, 
column 2) will be equal to the reciprocal of the cashflow and capacity utilization 
evaluation (row 2, column 1), that is, 1/5 or 0.20. Similarly, paired comparison 
is used to build up the full matrix. Finally, the principal eigenvector provides 
the solution weights, which are shown in right-most column of Table 3. 

Table 3. Comparisons for Domestic Imbalances 
Comparisons for Don 

Capacity Utilization 
Cas hf lo w - to- Inves tment 
Consumer Debt Burden 
Foreign Debt Reliance 
inventory-to-Sales Ratio 
Labor Shortage 
Rofit Margins 

lesticlmbalai 
Capacity 
Utilization 

1.000 
5.000 
1.000 
3.000 
1.000 
1.000 
3.000 

ices with respect to Banking 
Cas hf low-to- Consumer 
Investment 

0 200 
1 000 
0 333 
1.000 
0 333 
0 333 
0.333 

Debt Burden 
1.000 
3.000 
1.000 
3.000 
1.000 
1.000 
3.000 

Crisis 
Foreign Debt 

Reliance 
0 333 
1 000 
0.333 
1.000 
1 000 
0 500 
2.000 

Inventoiy-to- • 
Sales Ratio 

1 ODD 
3 000 
1.000 
1,000 
1.000 
1 000 
3.000 

Labor 
Shortage 

1.000 
3 000 
1.000 
2.000 
1 000 
1.000 
1.000 

:' Profit 
Margins 

0.333 
3 000 
0.333 
0.500 
0.333 
1 000 
1.000 

Normalized 
Weights 
0.05975 
0.29725 
0.07511 
0.17439 
0.09085 
0-09672 
0.19593 

Inconsistency Index = 0.047 (Desirable value to be less than 010) 

The degree of logical inconsistency is also checked. The value of the 
inconsistency index is 0.047 or a modest 4.7% for this matrix of paired 
comparison, well below the 10% practical threshold above which the 
evaluations are reassigned. Of course, a consistent evaluation is not necessarily 
a correct evaluation of the risks. Priority weights are computed for the other 15 



54 ANALYTIC NETWORK PROCESS 

matrices in this model, using a comparable approach, and each matrix is checked 
for its degree of inconsistency. 

Step 3: Construct and Solve the Supermatrix. The weights derived from steps 1 
and 2 are used to populate the columns of the supermatrix. Each column of a 
supermatrix is either a normalized eigenvector with possibly some zero entries 
or all of its block entries are zero. The unweighted supermatrix, which is 
illustrated in the first panel of Table 4, is then multiplied by the priority weights 
from the clusters (which were determined in step 1), yielding the weighted 
supermatrix (second panel of Table 4). This is done because the resulting matrix 
must be column stochastic, that is its columns must add to one, for a limit that is 
not zero to exist. 

Finally, the system solution is derived by multiplying the weighted 
supermatrix of model variables by itself, which accounts for variable interaction, 
until a stable result is obtained. When the matrix is irreducible, the powers of 
the matrix converge to a matrix whose columns are all the same. This "power 
method" process yields the limiting matrix, which provides the relative 
importance weights for every factor in the model. In our example, those weights 
are reported in the bottom panel of Table 4. 

Now that the system weights have been determined, a financial-crisis 
turning point forecast could be derived using zero (0%) and one (100%) to 
represent no crisis or crisis (similar to the Radelet and Sachs model). This 
structured-judgmental forecast would be computed as Forecast Risk = 0.3841 x 
(Financial Crisis) -H 0.6159 x (No Financial Crisis) = 0.3841 x 100% = 38.4% 
chance of a financial crisis within six months. Although the forecast probability 
is a "snapshot" at a point in time for a specific economy, it demonstrates the 
process of constructing a financial-crisis turning point forecast model using 
ANP. 

Historical simulations based on rules for interpreting incoming information 
or expert-system rules could be used to back test the model for accuracy and to 
construct a time-dependent supermatrix (Saaty, 1994), if historical time series 
data exist. Moreover, sensitivity analysis - as demonstrated in Saaty (2001) - of 
the individual model components provides the user with bounds on how 
significant changes must be in order to impact a forecast (crisis or no crisis, in 
this case). 

4. THE 1991 U.S. BANKING CRISIS 

Now that we have sketched out the structure and mechanics of the ANP 
model, the remaining question is: How good is this model empirically, even 
though it captures the essence of previous econometric and judgmental 
forecasting research? Obviously, one shortcoming of judgmental forecasting is 
determining historical accuracy. Notwithstanding, it should be clear that we 
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offer the ANP framework as a method to structure one's thinking about 
financial-crisis triggers or catalysts, especially when data do not exist or given 
numerous intangibles, such as an unstable political climate and changes to the 
legal or regulatory structure. 

The ANP method derives a judgmental forecast of the event risk given the 
evaluator's knowledge of the current situation, institutions, structural and 
political changes, and the expectation of change. This framework is 
conceptually very different from econometric or time-series model forecasts of 
financial-crisis risk, which are based on "historical statistical experience." 
These methods rarely are interchangeable, but they can be complementary. 

It is impossible to fairly use a judgmental forecasting method, such as this 
ANP model, to back test how accurate the model "would have been" in 
signaling an event-driven financial crisis. Nonetheless, it is possible to test our 
model based on constructed decision rules, provided that historical data exist to 
derive them and largely ignoring purely judgmental information that may have 
been available at the time. Obviously, this test will compromise the true benefit 
of including pure intangibles, but it will test the validity of the model structure. 
Of course, nothing will replace real-time testing of a judgmental forecasting 
model, rule-based historical testing is a second-best solution, though Armstrong 
and Collopy (1998) observed that forecast rules can work well when trends are 
not persistent and there is good knowledge about the situation. Rules are used 
here as a proxy for judgmental decision making and they facilitate testing of the 
ANP model. Yet this relatively simplistic historical evaluation of the ANP 
model inputs using those rules can not prove the ANP model's accuracy, only its 
validity. 

Our test of the ANP financial-crisis forecasting model is based on whether 
it signaled the January 1991 banking crisis in the U.S. economy as determined 
by Wolf son (1994). In lieu of human judgment, each indicator in the model was 
evaluated by the Goldstein et al. (2000) "signaling technique," whereby an 
optimal threshold for each criterion was derived based on its histogram, and a 
threshold signal was marked off when the value of the indicator crossed a given 
percentile. Thresholds were determined based on the individual indicator's 
distribution at 5%, 10%, 15%, 20% and 25%, if the lower bound was of interest, 
or when the upper bound in the distribution was of interest the threshold 
breakpoints were 75%, 80%, 85%, 90% and 95% where the indicator change 
signaled the crisis point. This approach assumes: (1) Observations falling in the 
lower or upper 25% or less of the distribution are considered to be signals of 
increased risk (where the nature of the series determines whether the upper tail 
or lower tail is relevant), (2) The strength of those signals will be determined by 
how much of an outlier the actual value is relative to its histogram (or fitted 
distribution), which is a proxy for "perceived impact," and (3) The signal 
rejection region (no crisis) is located in the remainder of the distribution. Our 
application of this threshold-search process was prompted by the successful use 
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of it by Goldstein, et al. (2000), in their determination of signals of financial 
vulnerability for emerging markets. 

To implement the mechanical "pseudo-judgmental" evaluation (so as to 
allow for reproducibility) of historical information based on the fundamental 
evaluation scale, risk scores were assigned to observations based on how 
extreme the values were in the historical distribution for each series. Depending 
on whether an ANP model factor's lower tail or upper tail of the historical 
observations mattered (at least theoretically) for financial risk, the assigned risk 
scores and threshold points followed the rules shown in Table 5. For example, if 
the value of the current-account-deficit-to-GDP ratio (our empirical measure of 
foreign-debt reliance) was in the bottom 20% of the distribution, it was assigned 
a score of "5", but if it was in the bottom 5% of the distribution then it was 
assigned a score of "9" on the fundamental scale. 

Finally, a decision-making rule was applied as a backtesting simplification 
based on the two outcomes or alternatives: "crisis" (100% chance) or "no crisis" 
(0% chance). This rule mapped risk scores greater than "6" on the 1-9 scale 
(based on the maximum reading over the current and three previous month's 
readings) to the crisis outcome and everything else to the no crisis scenario for 
the individual component under analysis. This procedure was applied to each 
component, as shown in Table 6, and for each period. 

Over the 1990 to 1992 period, the sequential model evaluation by those 
decision rules showed that the overall probability of a financial crisis rose from 
essentially zero earlier in 1990 to about 80% by October 1990, which seemingly 
would have warned of some looming form of financial crisis. The more specific 
probability of a banking crisis, meanwhile, which was less than 20% at the 
beginning of 1990 grew to over 60% by mid 1990, then receded a bit and rose to 
a peak of over 70% by March 1991. Wolfson's research determined that the 
beginning of the banking crisis was January 1991. As such, the model captured 
the growing banking-crisis risk during 1990, though its peak risk level occurred 
after the actual turning point date. The results are displayed in Figure 2. 

Although this empirical test of the ANP crisis-forecasting model was very 
encouraging, we must underscore the point that it is only illustrative of capturing 
the crisis dynamic within an ANP framework. The full power of the ANP 
framework was compromised necessarily by this backtesting exercise. 
Nevertheless, as a test of the mathematical structure of this model and the logic 
embodied in it, these results using the imbalance-crisis-turning-point model 
were very encouraging. 
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5. CONCLUSION 

As a practical matter, Kahneman and Tversky (1973) observed that, "In 
making predictions and judgments under uncertainty, people do not appear to 
follow the calculus of chance or the statistical theory of prediction. Instead, they 
rely on a limited number of heuristics." This especially may be true when data 
limitations make a timely statistical forecast impossible. However, ANP offers 
a judgmental forecasting structure to evaluate those heuristics in a consistent 
manner. The model was back tested for a period in the early 1990s when there 
was a banking crisis in the United States. It was not our intent to evaluate any 
individual forecaster's ability or collective forecasting accuracy, per se, but to 
evaluate the potential robustness of the crisis forecasting model's structure, 
which in turn might be used for real-time judgmental forecasting. We found that 
the ANP model approach indeed was a promising methodology to forecast the 
likelihood of event-driven cycles. 
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CHAPTER 4 

OUTSOURCING A FIRM'S APPLICATION DEVELOPMENT 
GROUP 

Megan D. Farkasovsky and Anna Greda 
(Winter 2004) 

1. INTRODUCTION 

Outsourcing Information Technology (IT) functions is a growing trend in 
businesses looking for ways to reduce cost and hasten time-to-market of 
customer-facing and internal applications. The strategy of outsourcing 
functions, tasks, and activities to another company has existed for decades. 
During periods of recession, U.S. corporations cut costs by moving jobs that are 
of a repetitive nature to lower-cost regions, typically "offshore" or in non-U.S. 
countries. For example, manufacturing companies have been leveraging 
offshore resources since the 1950s, while the off-shoring of IT started about 10-
15 years ago with the movement of legacy system maintenance tasks to Ireland 
and Canada. According to Bart Perkins, Computer World, businesses are now 
looking towards outsourcing for three reasons: budget pressures, a view of IT as 
a "no win" function, and the existence of specialized service providers. Many 
firms continue to face budget constraints with budgets remaining flat and most 
firms looking to reduce costs. In some cases, the IT function is viewed as a 
utility that can and should be outsourced. With the rapid changes in technology, 
it is difficult for in-house developers to match the skill sets of outsourcers with 
specialized, targeted skills, making it more attractive to outsource development 
activities in order to keep up with improvements in technology. Given these 
views, many businesses are resurrecting the interest in outsourcing. 

IT outsourcing seems to be easier than ever to accomplish: 
telecommunications have improved drastically, enabling better productivity of a 
remote workforce; geographic distances are becoming more transparent with use 
of collaboration tools available today, such as online web meetings and 
improved video conferencing technology. And who can argue with the obvious 
personnel and IT asset cost reduction opportunities associated with this strategy? 
All of this, however, must be tempered with the soft costs and risks inherent in 
moving a firm's codified business processes to a potentially insecure, unstable 
environment. 

The decision model network and judgments discussed below are based upon 
research, as cited in the References section of this chapter. 
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2. THE MODEL 

The objective or goal of this model is to address the question: "How should 
companies staff their application development function?" The model includes 
the benefits, opportunities, costs, and risks involved in making this decision. 
Further details appear below. 

How should companies staff their application 
development functions? 

• 

Benefits 

Costs 

Oportunities 

Risks 

Alternatives: 

Figure 1. BOCR model 

1. Outsource all application development work 
2. Outsource the design and programming phases 
3. Do not outsource any application development work 

Systems Development Life Cycle 

Alternative #2 - Outsource design and 
programming phases 

Alternative #3 - Do not outsource any application development work 

Needs & 
Requirements 

Definition 

^ 

Alternative #1 - Ou 
develop 

' 
Analysis & 

Design 

. 
k 

source all application 
ment work 

Program/Code 

' ' 

Test Move to 
Production 

Merits: 
The merits and elements used in the model are described below and shown 

in the following table (Table 1). 
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Table 1. Clusters in the Decision Networks and Elements in the Clusters 
BOCR 

Ben^nts 

; Opportunkies 

Costs 

Risks 

! All networks 

Control Cf it«ria 

Economic 

Technological 

Customer - related 

Economic 

Economic 

Social 

Economic 

Social 

Clusters 

Financial 

Operational 

Technology 

Resources 

Customer base 

Marketing 

Business 
development 
Financial 

Employees 

Financial 

Operational 

Resources 

Stakeholders 

Labor 

Financial 

Business 

processes 

Security 

Communication 

Labor 

Stakeholders 

AJternatiyes 

Eleitteitts ill Clusters 

11T assets. 2 Personnel. 3 Legal 

1 Time to finish project / job. 2 Use of project 
management, 3 Knowledge transfer during requirements 
def, 4 Control / influence over human resources, 5 Fast 
time-to-market 

1 Leverage solutions from prev. business problems, 2 

Newest technology available 

1 Knowledge of latest technologies. 2 Immediately 
available 

1 Grow into other countries, 2 Customer retention 

1 Agile, quick response to customer requests. 2 New 
features i functionality 

1 EKpansion into foreign countries, 2 EKpand product line 

1 Make investments, 2 Reduce debt 

1 Focus - quality assurance of software, 2 Focus - firm's 
core capabilities, 3 Focus - software alignment with 
business, 4 Productivity 

11T assets, 2 Personnel. 3 Legal 

1 Time to finish project / job, 2 Use of project 
management, 4 Knowledge transfer during requirements 
def, 4 Control / influence over human resources, 5 Time-
to-market 

1 Knowledge of latest technologies, 2 Immediately 
available 

1 Company shareholders perception, 2 Media criticism. 
3 Company executives / managers perception, 4 
Company employees perception 

1 US unemployment, 2 Employee morale, 3 Control / 
influence over human resources, 4 Productivity 

1 Legal costs 

1 Business process knowledge. 2 Business continuity. 3 

Quality assurance 

1 Physical. 2 Intellectual property, 3 Geopolitical 
environment - stability 

1 Geographic distance. 2 Communication tool 
availability - email voice mail. 3 H-IB and L-1 visa 
availability. 4 Language differences 

1 Employee morale. 2 Productivity. 3 US unemployment 

1 Company shareholders perception. 2 Media criticism. 
3 Company executives / managers perception. 4 
Company employees perception 

1 Outsource all application development work. 

2 Outsource the design and programming phases. 

3 Oo not outsource any application development work 

Benefits 
Economic and Technological benefits were identified for this portion of the 
model (Figure 2). 
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Goal 

Control Criteria 

How should companies staff their 
application development functions? 

Economic Technological 

Figure 2. Benefits model 

Under Economic benefits, there are two clusters: Financial and Operational 
(See Figure 3). These clusters include the following nodes. 

1 Alternatives 

r 1 Outsource all application development work j 

[2 Outsource the design and programming phases") 

r 3 Do not outsource any application development work j 

r 

C 
C 
c 

V 

2 Financial 

1 IT assets 

2 Personnel 

3 Legal 

3 
3 
3 

• ^ 

J 

3 Operational 

( 1 Time to finish project / job J 

c 2 Use of project management 3 
[Z Knowledge transfer during requirements defj 

c 4 Control / influence over human resources ) 

( 5 Fast time-to-market j 

Figure 3, Clusters with elements under Economic Benefits 

• Financial nodes: IT assets, Personnel, and Legal. IT Assets refers to 
the reduction of IT infrastructure costs such as workstations, servers, 
and licensing; Personnel refers to the reduction of costs for activities 
such as salaries, health insurance, pension benefits; Legal refers to the 
avoidance of costs associated with contract negotiations. 

• Operational nodes: Time to finish project/job. Use of project 
management. Knowledge transfer during requirements definition. 
Control/influence over human resources, and Fast time-to-market. The 
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concepts behind these items are rather self-explanatory; however to 
expand upon a couple may be necessary. Knowledge transfer during 
requirements definition is a key item when it comes to documenting 
system and application requirements and communicating those 
effectively to the persons programming and testing the application. 
Fast time-to-market relates to an enterprise's ability to quickly and with 
agility, meet its customer needs and wants through use of IT solutions. 

Under Technological benefits, there are also two clusters: Technology and 
Resources (see Figure 4). These clusters include the following nodes. 

1 Alternatives 

1 Outsource all application development wo iM 

(2 Outsource the design and pragramming phases) 

3 Do not outsource any application development wo rt< 

2 Technology 

M Leverage solutions from ĝ cev. business problems ) 

c 2 Newest technology available^ ^ 

3 Resources 
1 Khowledgeoflatesttechnologies 

2 Immediately available 

Figure 4. Clusters with elements under Technological Benefits 

Technology nodes: Leverage solutions from previous business 
problems and newest technologies available. The first item relates to an 
application development group's ability to take what it has learned 
from solving similar or other business problems in the past, and 
leveraging or applying that experience to a current or new problem. 
The second item relates to an enterprise being able to take advantage of 
newer technologies without a lot of cost to the firm in terms of ramping 
up its IT infrastructure. 

Resources nodes: Knowledge of latest technologies and immediately 
available. These speak to the human resource aspect of technology 
benefits in that people are knowledgeable in the newest ways to use 
technology and these people are readily available to work on a new 
high priority project. 
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Opportunities 
Economic and Customer-related opportunities were identified for this portion of 
the model (see Figure 5). 

Goal 

Control Criteria 

How should companies staff their 
application development functions? 

Customer - related Economic 

Figure 5. Opportunities model 

Under Economic opportunities, there are three clusters: Business development, 
Financial, and Employees (see Figure 6). These clusters include the following 
nodes. 

Business development nodes: Expansion into foreign countries and 
Expand product line. Expanding into foreign countries is an 
opportunity when outsourcing with non-U.S. vendors. Expanding 
product line may be a stretch, but it is identified as an opportunity 
because the cost reduction provided by outsourcing may enable 
expansion of a firm's offering. 
Financial nodes: Make investments and Reduce debt. Opportunities to 
engage in these financial activities may be present more readily when 
outsourcing as opposed to not outsourcing (i.e., rather than investing in 
a firm's own IT assets and personnel, the firm may identify an 
opportunity to invest money saved through outsourcing.) 
Employees nodes: Focus-quality assurance of software. Focus-firm's 
core capabilities. Focus-software alignment with business, and 
Productivity. The three "focus" opportunities identified relate to 
having IT employees concentrate on these value-added competencies 
rather than focusing on the tasks of programming or coding. An 
opportunity to increase productivity among employees may also be 
present when outsourcing. 
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1 Alternatives 

1 Outsource all application development work 

( 2 Qjtsource the design and programming phases ) 

3 Do not outsource any application development work 

2 Business Deveiopment 

f 1 Expansion into foreign countries j 

f 2 Expand product line j 

3 Financial 

1 Make investments 

2 Reduce debt 

4 Employees 

M Focus - quality assurance of software J 

c 2 Focus - firm's core capabilities J 

( 3 Focus - software alignment with business j 

f 4 Productivity j 

Figure 6. Clusters with elements under Economic Opportunities 

Under Customer-related opportunities, there are two clusters: Customer base 
and Marketing (see Figure 7). These clusters include the following nodes. 

• Customer base nodes: Grow into other countries and Customer 
retention. Expansion of customer base by growing into other countries 
may be an opportunity with respect to the outsourcing alternatives. By 
meeting (exceeding) customer business needs and requirements through 
technology, a firm has an opportunity to better retain its existing 
customers. 

• Marketing nodes: Agile, quick response to customer requirements and 
New features/functionality. By having an applications development 
process that is able to quickly address customer requirements, a firm 
has an opportunity to improve its marketing to new and existing 
customers. New features/functionality in an application can be 
marketed and present another customer-based opportunity for the firm. 
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1 Alternatives 

( 1 Outsource all application development work J 

(2 Outsource the design and programming phases J 

3 Do not outsource any application development work 

2 Customer Base 

f 1 Grow into other countries ) 

c 2 Customer retention 3 

3 Marketing 

( 1 Agile, quick response to customer requests j 

f 2 New features / functionality j 

Figure 7. Clusters with elements under Customer-related Opportunities 

Costs 
Economic and Social costs were identified for this portion of the model (see 
Figure 8). 

Goal 

Control Criteria 

How should companies staff their 
application development functions? 

Economic Social 

Figure 8. Costs model 

Under Economic costs, there are three clusters: Financial, Operational, and 
Resources (see Figure 9). These clusters include the following nodes. 
• Financial nodes: IT Assets, Personnel, and Legal. IT Assets refers to the 

cost of retaining IT infrastructure for things such as workstations, servers, 
and licensing. Personnel refers to the retention of costs for things such as 
salaries, health insurance, pension benefits; Legal refers to the accumulation 
of costs associated with contract negotiations. 

• Operational nodes: Time to finish project/job. Use of project management. 
Knowledge transfer during requirements definition. Control/influence over 
human resources, and Fast time-to-market. In terms of cost, the first four 
items' cost increases with outsourcing. They are interrelated with or 
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without outsourcing. Fast time-to-market relates to an enterprise's ability to 
quickly and with agility, meet its customer needs and wants through use of 
IT solutions. Without outsourcing, this becomes a cost. 
Resources nodes: Knowledge of latest technologies and availability. 
Without outsourcing, these two items become costs; resources with 
knowledge of the latest technologies may not be available quickly. 

1 Alternatives 

[ 1 Outsource all application development work ] 

/ 2 Outsource the design and programming phases j 

( 3 Do not outsource any application development work 

4 Resources 

f 1 Knowledge of latest technotogies J 

f 2 Immediately available j 

r ^ • 

2 Financial 
C 1 IT assets ) 
r 2 Personnel ) 
r 3 Legal ) 

V 

3 Operational 

f 1 Time to finish project / job j 

C 2 Use of project management j 

Cz Knowledge transfer during requirements def j 

c 4 Control / influence over human resources D 
f 5 Time-to-market j 

Figure 9. Clusters with elements under Economic Costs 

Under Social costs, there are two clusters: Stakeholders and Labor (see Figure 
10). These clusters include the following nodes. 

• Stakeholders nodes: Company shareholders' perception. Media 
criticism, Company executives/managers' perception and Company 
employees' perception. These four nodes are rather self-explanatory 
and represent the various stakeholders' perceptions' influence on this 
decision. 

• Labor nodes: U.S. unemployment. Employee morale. Control/influence 
over human resources and Productivity. Again, these nodes are rather 
self-explanatory in terms of costs for the alternatives. 
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1 Alternatives 

1 Outsource all application development work 

( 2 Outsource the design and programming phases 

3 Do not outsource any application development work 

3 Stakeholders 

( 1 Company shareholders perception j 

c 2 Media criticism D 
{3 Company executives / managers perception j 

f 4 Company employees perception j 

2 Labor 

( 1 us unemployment j 

f 2 Employee morale j 

3 Control / influence over human resources 

c 4 Productivity 3 

Figure 10. Clusters with elements under Social Costs 

Risks 
Economic and Social risks were identified for this portion of the model (see 
Figure 11). 

Goal 

Control Criteria 

How should companies staff their 

appiication deveiopment functions? 

Economic Social 

Figure 11. Risks model 

Under Economic risks, there are four clusters: Financial, Security, 
Communication and Business processes (see Figure 12). These clusters include 
the following nodes. 

• Financial node: Legal costs. The risk of incurring legal costs is 
represented here. 

• Security nodes: Physical, Intellectual property, and Geopolitical 
environment - stability. The risk to the physical security of servers and 
other IT equipment is represented through the Physical node. The 
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Intellectual property node represents the risk of losing control or 
ownership of programs and software written for an enterprise. The 
Geopolitical environment risk pertains to the increased risk of 
outsourcing a firm's programming function to an area of the world that 
is or soon may be at war. 
Communication nodes: Geographic distance, Communication tool 
availability -email/voice mail, H-IB and L-1 visa availability and 
Language differences. Distance, communication tool availability, and 
language differences represent the risks of poor communication as a 
result of outsourcing. With the risk that H-IB and L-1 visas will be 
limited, a firm may have a much more difficult time bringing in foreign 
outsourcers to work closely and communication with its U.S.-based 
personnel. 
Business processes nodes: Business process knowledge, Business 
continuity, and Quality assurance. By outsourcing the areas 
represented by these nodes reflects the risk that any of these could 
suffer. 

1 Alternatives 

f 1 Outsource all application development work J 

5 Financial 

f 1 Legal costs j 

2 Business Process 

f 1 Business process knowledge j 

4 Security 

(' 1 Physical ^ 

( 2 Intellectual property j 

f 3 Geopolitical environment - stability J 

3 Communication 

f 1 Geographic distance j 

[2 Communicatton tool availability - email vokse mail ) 

(^3H- 1 Band L-1 visa availability 

( 4 Language differences j 

) 

Figure 12. Clusters with elements under Economic Risks 

Under Social risks, there are two clusters: Labor and Stakeholders (see Figure 
13). These clusters include the following nodes. 

• Labor nodes: Employee morale. Productivity and U.S. unemployment. 
These nodes are rather self-explanatory in terms of risks and influence 
on the alternatives. 
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Stakeholders nodes: Company shareholders' perception, Media 
criticism, Company executives/managers' perception, and Company 
employees' perception. These four nodes are rather self-explanatory 
and represent the various stakeholders' perceptions' influence on this 
decision in terms of risk. 

1 Alternatives 

( 1 Outsource all application development work j 

[2 Outsource the design and progrannming phasesj 

r 3 Do not outsource any application development work j 

2 Financial 

( 1 Employee morale J 

f 2 Productivity J 

f 3 US unemptoyment j 

^ 

2 Stakeholders 

( 1 Company shareholders perception J 

f 2 Media criticism j 

[3 Company executives / managers perception J 

f 4 Company employees perception j 

V 

Figure 13. Clusters with elements under Social Risks 

3. BOCR PRIORITIES 

The elements under each of the BOCR merits received priorities through 
pairwise comparisons as shown in Table 2. Table 3 represents priorities for the 
ideal alternatives under each BOCR control criterion. 

To obtain the priorities of Table 2, we fist prioritize the clusters constituting 
the subnets under the control criteria corresponding to each of the merits. For 
example, consider Figure 3. Under the control criterion Economic benefits 
there are three clusters, Alternatives, Financial and Operational. The influence 
of a cluster on the other clusters is represented in matrix form in Table 3. Thus, 
the Alternatives cluster is influenced by Financial and Operational clusters 
(column 1 in Table 3), Financial is influenced by the Alternatives (column 2) 
and Operational is influenced by the Alternatives and itself (column 3). 
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BOCR 

l Benefits 

i Opportunities 

Table 2. Criteria and Elements with Their Priorities 
Criteria 

Economic 
0.8333 

Technological 

0.1667 

Customer -

related 
0.25 

Economic 

0.75 

Clusters 

Alternatives 

Financial 

Operational 

Alternatives 

Resources 

Technology 

Alternatives 

Customer base 

Marketing 

Alternatives 

Business development 

Financial 

Employees 

Elements 

10utsource all application dev. func. 
2 Outsource the design... 
3 Do not outsource 

11T assets 

2 Personnel 
3 Legal 

1 Time to finish project / job 

2 Use of project management 
3 Knowledge transfer during 

requirements def 
4 Control f influence over human 

resources 
5 Fast time-to-market 

10utsource all application dev. func. 

2 Outsource the design... 
3 Do not outsource 

1 Knowledge of latest technologies 

2 Immediately available 

1 Leverage solutions from prev. 

business 
^Newes t technology available 

10utsource all application dev. func. 

2 Outsource the design... 
3 Do not outsource 

1 Grow into other countries 

2 Customer retention 

1 Agile, quick response to customer 

requests 
2 Wew features / functionality 

10utsource all application dev. func. 

2 Outsource the design... 
3 Do not outsource 

1 EKpansion into foreign countries 

2 Expand product line 

1 Make investments 

2 Reduce debt 

1 Focus - quality assurance of software 

2 Focus - firm's core capabilities 
3 Focus - software alignment with 

business 
4 Productivity 

Local 
priorities 

0.5824 
0.2166 
0.211 

0.4505 

0.1758 
0.3737 

0.1745 

0.2296 
0.2274 

0.1209 

0.2475 

0.4437 

0.4437 
0.1126 

0.1852 

0.8148 

0.8 

0.2 
0.4573 

0.3748 
0.1679 

0.2848 

0.7152 

0.8333 

0.1667 

0.4362 

0.3381 
0.2257 

0.5 
0.5 

0.6667 

0.3333 

0.3121 

0.2291 
0.2639 

0.1948 

Global 
priorities 

0.2821 
0.1048 
0.0974 

0.1091 

0.0426 
0.0905 

0.0477 

0.0628 
0.0628 

0.0331 

0.0677 

0.2168 

0.0168 
0.055 

0.0453 

0.1991 

0.2136 

0.0534 

0.2033 

0.1666 
0.0746 

0.0949 

0.2384 

0.1852 

0.037 

0.2053 

0.1592 
0.1062 

0.0828 

0.0828 

0.1104 

0.0552 

0.0619 

0.0454 
0.0523 

0.0386 
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Table 2 (cont.) 
BOCR 

Costs 

RisKs 

Criteria 

Economic 

0.8333 

Social 

0.1667 

Economic 

0.75 

Social 

0.25 

— • - - - ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ 

Clusters 

Alternative's 

Financial 

Operational 

Resources 

Alternatives 

Stakeholders 

Labor 

Alternatives 

Financial 

Business process 

Security 

Communicat ion 

Alternatives 

Labor 

Stakeholders 

Elements 

10utsource all application dev. func. 

2 Outsource the design... 

3 Do not outsource 

11T assets 

2 Personnel 

3 Legal 

1 Time to finish project i job 

2 Use of project management 

4 Knowledge transfer during 

requirements def 

4 Control / influence over human 

resources 
5 Time-to-market 

1 Knowledge of latest technologies 

2 Immediately available 

10utsource all application dev. func. 

2 Outsource the design... 

3 Do not outsource 

1 Company shareholders perception 

2 Media criticism 

3 Company executives / managers 

perception 
4 Company employees perception 

1 US unemployment 

2 Employee morale 

3 Control / influence over human 

resources 
4 Productivity 

10utsource ail application dev. func. 

2 Outsource the design... 

3 Do not outsource 

1 Legal costs 

1 Business process knowledge 

2 Business continuity 

3 Quality assurance 

1 Physical 

2 Intellectual property 

3 Geopolitical environment - stability 

1 Geographic distance 

2 Communicat ion too l availability -

email voice mail 
3 H-1B and L-1 visa availability 

4 Language differences 

10utsource all application dev. func. 

2 Outsource the design... 

3 D o not outsource 

1 Employee morale 

2 Productivity 

3 US unemployment 

1 Company shareholders perception 

2 Media criticism 

3 Company executives / managers 

perception 
4 Company employees perception 

Local 
priorities 

0.2882 

0.2787 

0.432 

0.2631 

0.5472 

0.1887 

0.2458 

0.1457 

0.2168 

0.0832 

0.3084 

0.2588 

0.7411 

0.3682 

0.3416 

0.2802 

0.1486 

0.2695 

0.2261 

0.3558 

0.0621 

0.2895 

0.1204 

0.518 

0.4332 

0.4332 

0.1336 

1 
0.2744 

0.4423 

0.2833 

0.2741 

0.4452 

0.2807 

0.0823 

0.3638 

0.2163 

0.3376 

0.3778 

0.3778 

0.2442 

0.4654 

0.3874 

0.1472 

0.1486 

0.2298 

0.3939 

0.2276 

Global 
Driorities 

0.1307 

0.1268 

0.1858 

0.0398 

0.0827 

0.0287 

0.0601 

0.0356 

0.053 

0.0203 

0.0754 

0.0391 

0.112 

0.1003 

0.0931 

0.0791 

0.0379 

0.0687 

0.0577 

0.0907 

0.0294 

0.1415 

0.0569 

0.2448 

0.1979 

0.1979 

0.061 

0.1142 

0.0475 

0.0765 

0.049 

0.0345 

0.0561 
0.0354 

0.0107 

0.0473 

0.0281 
0.0439 

0.1591 

0.1591 

0.1028 

0.154 

0.1282 

0.0487 

0.0369 

0.057 

0.0977 

0.0564 
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Table 3. Clusters Influences 

{Economic 

Alternatives 

Financial 

Operational 

Alternatives 

0 

X 

X 

Financial 

X 

0 

0 

Operational | 

X 

0 1 

X 

These influences are prioritized by asking the question: For the control criterion 
in question, in this case Economic benefits, given a cluster, for example, the 
Alternatives, which cluster influences it more, Financial or Operational, and 
how much more? The result is the following matrix of paired comparisons: 

Alternatives [Financial [Operational | Priorities 

Financial 
Operational 

1 
1/5 

0.8333 
0.1667 

Comparing all the clusters yields the matrix of priorities given in Table 4. 

Table 4. Clusters Priorities 

|Alternatives 
{Financial 
[Operational 

Alternatives 
0 

^ ^ ^ ^ ^ 
ai667 

Financial 
1 
0 
0 

Operational | 
0.3333 

0 
0.6667 1 

Next, the elements in a cluster are prioritized with respect to the elements of the 
other clusters that have an influence on it. For example, for the economic 
control criterion, given Alternative 1, Outsource all application development 
work, and two elements in the Financial cluster, for example, IT Assets and 
Personnel, which element influences Alternative 1 more and how much more? 
The answer to this question is given in the (1, 2) position in Table 5. The result 
is the matrix of paired comparisons given in Table 5. 

Table 5. Relative Influence of Financial Elements on Alternative 1 
lOutsource all application 
Idevelonment work. 
llT Assets 
Personnel 
[Legal 

1 IT Assets Personnel Legal 
•\ liHiiiiipiiiiii i 

1/4 1 1/3 
1 3 1 

Priorities | 
0.4579 
0.1260 
0.4161 1 

The priorities from Table 5 are inserted in the matrix given in Table 6 in the 
highlighted block (F, Al). Next these priorities are multiplied by the weight of 
the cluster in the cell (Financial, Alternatives) from Table 4. The result is the 
highlighted block (F, Al) in Table 7. This table is now used to obtain the 
limiting priorities of the elements in the clusters under the control criterion 
Economic benefits (Table 8). The priorities of the alternatives are then idealized 
by dividing by the largest priority (Table 9). 
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Doing this for all the control criteria yields Table 10. The S3nithesized 
priorities for the merits are given in Table 11. 

Table 10. Priorities for Alternatives under BOCR Control Criteria 

Alternatives 
1 Outsource all 
application 
development work 
2 Outsource the design 
and programming 
phases 
3 Do not outsource any 
application 
development work 

Benefits 
Econ. 

(0.8333) 

1 

0.2766 

0.1597 

Techn. 
(0.1667) 

1 

1 

0.2669 

Opportunities 
Cust.-rel. Econ. 
(0.2500) (0.7500) 

1 

0.8655 

0.3477 

1 

0.8151 

0.5385 

Costs 
Econ. Soc. 

(0.8333) (0.1667) 

0.7975 

0.7122 

1 

1 

0.9195 

0.8552 

Risks 
Econ. Soc. 

(0.7500) (0.2500) 

1 

1 

0.2944 

1 

1 

0.5446 

Table 11. Priorities for Alternatives under BOCR 

Alternatives 

1 Outsource all application 
development work 
2 Outsource the design and 
programming phases 
3 Do not outsource any 
application development 
work 

BeneHts 

1 

0.3972 

0.1776 

Opportunities 

1 

0.8277 

0.4908 

Costs 

0.8313 

0.7468 

0.9759 

Risks 

1 

1 

0.3570 

The next step is to identify the Strategic criteria (shown in Figure 14): 
1. Financial 
2. Technology: a) Availability of experts 

b) Flexibility 
3. Time-to-market 
4. Social: a) Media perception 

b) Shareholder & employee perception 

FINANCIAL 0.4476 

STRATEGIC CRITERIA 

TECHNOLOGY 0.1605 
Availability of experts 0.6667 
Flexibility 0.3333 

TIME-TO-MARKET 0.2562 
SOCIAL 0.1357 

Media perception 0.2500 
Shareholder & employee perception 0.7500 

Figure 14. Strategic criteria 
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The ratings scale shown in Table 12 was used to rate BOCR with respect to 
the strategic criteria using the top ranked alternative for each merit. 

The merits' ratings using the top ranked alternative for each merit are 
given in Table 13. 

Table 12. Strategic criteria scale for ratings - priorities (ideals) 

Financial 
0.4476 

High 
possibility 
to reduce 

costs 
0.5909 

(1.0000) 
Moderate 
possibility 
to reduce 

costs 
0.2754 

(0.4660) 
Somewhat 
unlikely 
to reduce 

costs 
0.0905 

(0.1531) 
1 Unlikely 

to reduce 
costs 

0.0432 
(0.0731) 

Availability 
of experts 

0.1070 

Immediately 
0.6267 

(1.0000) 

Moderately 
0.2797 
(.4463) 

Delayed 
0.0936 
(1494) 

Flexibility 
0.0535 

Hi 
0.6267 

(1.0000) 

Medium 
0.2797 

(0.4463) 

Low 
0.0936 

(0.1494) 

Time-to-
market 
0.2562 

Fast 
0.4626 

(1.0000) 

Moderately 
fast 

0.3073 
(0.6643) 

Average 
0.1416 

(0.3061) 

Moderately 
slow 

0.0584 
(0.1263) 

Slow 
0.0299 

(0.0647) 

Media 
perception 

0.0339 
Very 

supportive 
0.4626 

(1.0000) 

Moderately 
supportive 

0.3073 
(0.6643) 

Neutral 
0.1416 

(0.3061) 

Moderately 
unsupportive 

0.0584 
(0.1263) 

Very 
unsupportive 

0.0299 
(0.0647) 

Shareholder & 
employee 

perception 0.1018 

Very supportive 
0.4626 

(1.0000) 

Moderately 
supportive 0.3073 

(0.6643) 

Neutral 
0.1416 

(0.3061) 

Moderately 
unsupportive 

0.0584 
(0.1263) 

Very unsupportive 
0.0299 

(0.0647) 

Table 13. Rating 

Benefits 

Opportunities 

Costs 

Rislcs 

Financial 

High possibility to 
reduce costs 

High possibility to 
reduce costs 
Somewhat 

unlikely to reduce 
High possibility to 

reduce costs 

Importance of Benefits, Opportunities, Costs and Risks 

Availability of 
experts 

Immediately 

Immediately 

Moderately 

Immediately 

Flexibility 

Hi 

Hi 

Med 

Hi 

Time-to-market 

Fast 

Fast 

Average 

Fast 

Media 
perception 

Moderately 
unsupportive 
Moderately 

unsupportive 
Moderately 
supportive 
Moderately 

unsupportive 

Shareholder & 
employee 

perception 

Moderately 
unsupportive 
Moderately 

unsupportive 
Moderately 
supportive 
Moderately 

unsupportive 

Priorities 

0.2985 

0.2985 

0.1045 

0.2985 
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4. RESULTS 

After pairwise comparisons of the alternatives and ratings comparisons of the 
merits, our model shows that Alternative #1: "Outsource all application 
development work", is the best choice (see Table 14). The main driver for this 
result is the financial benefits. Using background research and personal 
interviews to describe this model and compare and rate its nodes, the authors of 
this chapter are not surprised by this outcome. 

Table 14. Overall Outcome 

Alternatives 
1 
2 
3 

Benefits 

0.2983 

1 
0.3972 
0.1776 

Opportunities 

0.2983 

1 
0.8277 
0.4908 

Costs 

0.1051 

0.8313 

0.7468 
0.9759 

Risks 

0.2983 

1 
1 

0.3570 

Outcome 

BO/CR 

1.2029 
0.4402 

0.2502 

Outcome 

bB + oO-cC 
-rR 

0.2109 
-0.0114 

-0.0097 

1 - Outsource all application development work 
2 - Outsource the design and programming phases 
3 - Do not outsource any application development work 

5. SENSITIVITY ANALYSIS 

1 - Outsource all application development work 
2 - Outsource the design and programming phases 
3 - Do not outsource any application development work 

Figure 15. Sensitivity Analysis for Benefits 
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1 - Outsource all application development work 
2 - Outsource the design and programming phases 
3 - Do not outsource any application development work 

Figure 16. Sensitivity Analysis for Opportunities 

1.0 ; 

0.8 : 

0.6 : 

0.2 \ ; 

\ 0.1 \ 0 . 2 0.3 0.4 ois 0.6 0.7 0.8 0.9 1.0 
QjJV ' ' \ ' ' ' 1 ' ' I I 1 

•0.2 V " ^ • - — ™ ^ 

^ o V . . ^^ .̂-̂ --̂ ^ "" 

-0.6 i 

•0.8 i 

1 - Outsource all application development work 
2 - Outsource the design and programming phases 
3 ~ Do not outsource any application development work 

Figure 17. Sensitivity Analysis for Costs 
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1 - Outsource all application development work 
2 - Outsource the design and programming phases 
3 - Do not outsource any appUcation development work 

Figure 18. Sensitivity Analysis for Risks 

6. WHERE TO OUTSOURCE 

A separate study was made by Ozlem Arisoy and Shengnan Wu in the Fall 
of 2005 for a company in Pennsylvania to determine the best country where to 
outsource. The results of that study are given in Tables 15-17 below. It 
suggests that Taiwan should be the outsourcing location. 

By way of validation, it was announced in December 2005 that Taiwan's 
Quanta, the world's largest maker of notebook computers, was selected to 
manufacture an ultra-low-cost laptop developed by Nicholas Negroponte, the 
chairman of the Massachusetts Institute of Technology's Media Laboratory. 
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CHAPTER 5 

ANWR - ARTIC NATIONAL WILDLIFE REFUGE: 
AN ANP VALIDATION EXAMPLE 

Justin Emanuel and Pete Cefalu 
(Fall 2002) 

1. INTRODUCTION 

ANWR-Arctic National Wildlife Refuge covers 19 million acres on the 
Northern coast of Alaska. The entire refuge lies north of the Arctic Circle and 
1,300 miles south of the North Pole. The Coastal Plain area comprising 1.5 
million acres on the northern edge of ANWR, is bordered on the north by the 
Beaufort Sea, on the east by the U.S. Canadian border and on the west by the 
Canning River. The consensus of the geologic community is that the Coastal 
Plain of ANWR represents the highest petroleum potential onshore area yet to 
be explored in North America. If explored, it is estimated that it will take 15 
years or more before oil and gas will reach the market. 

President Eisenhower originally protected this coastal plain area, also 
known as area 1002, in 1960. Twenty years later President Carter signed the 
Alaska National Interest Conservation Act. This legislation was important as it 
created a majority of the National Parks in Alaska and expanded ANWR to its 
current size. A compromise was reached to pass the legislation, in return for 
designating a majority of the area-protected land. Area 1002 was left 
unprotected and thus open for exploration. 

Each administration since has had its own opinion regarding the land and 
what should be done with it. The Reagan Administration was ready to drill but 
was derailed by the Exxon Valdez catastrophe. The first Bush Administration 
likewise was unsuccessful. The Clinton Administration designated the area for 
protection and it has been since. 

The second Bush Administration, in response to ongoing Middle East 
violence and recent terrorist attacks, namely 9/11, sees drilling in ANWR as 
vital not only for economic but national security reasons. Several environmental 
groups consider ANWR a great American natural treasure and one of the last 
places on the earth where an intact expanse of arctic and sub-arctic lands remain 
protected. They feel the habitat, the wildlife, and the culture need to be 
protected from the exploration of gas and oil. 

An ANP model (Figure 1) was developed as a way of coming to a decision 
regarding the use of this land. This model incorporates pairwise comparisons of 
benefits, opportunities, costs, and risks associated with drilling or not drilling. 
By making these comparisons and choosing the answers that best represent the 
use of this land we were able to come to a plausible conclusion on whether or 
not the land should be further explored. 
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Figure 1. BOCR Model 

2. BOCR M O D E L FOR ANWR 

The ANWR Model depicted in Figure 1 considers strategic criteria used to 
evaluate the benefits, opportunities, costs and risks of the alternatives Drill/Do 
Not Drill for Oil. These criteria are: 

• General public opinion: Local, national and international public opinion. 

• International Politics: The implications of the Drill/Do Not Drill decision 
on the relations with OPEC nations. 

• Amount of oil: The quantity of oil that is available in the ANWR area. For 
example, if the amount of oil in ANWR is very low, one would expect that 
the outcome of this criterion would lean towards the Do Not Drill for oil 
decision. 

The structure of the benefits, opportunities, costs and risks subnets are given 
in Figures 2 to 5. The meaning of the control criteria, in each of the subnets, is 
given below. 
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The benefits, opportunities, costs and risks are divided into economic, 
political and social. 

(1) Benefits Network 
Benefits/Economic criteria 

Local Labor: Local work force and Local Jobs 
Local resources: Use of local raw materials that would boost other local 
industries in Alaska 
Property values: The effects of ANWR on the nearby property values 
Reliance on Foreign Oil: Whether or not the US would be able to use its 
own oil instead of relying on the Middle East and other nations 
Taxes: What effect would this have on taxes 

Benefits/Political criteria 
Clout: Political Power resulting from drilling or not drilling for oil 
Elections: The effect drilling or not drilling would have on democratic and 
republican elections 
Reliance on foreign oil: How drilling or not drilling would affect the US 
and the use of foreign oil. 
Taxes: What would the effect be on taxes? 

Benefits/Social criteria 
Development: Development of socialization locally 
Oil Companies contributions: Effect of oil companies contributing funds 
Public Program Funding: Public funding provided to help residents 
succeed 
Revitalization: re-stimulate the local social atmosphere 
Taxes: Effect on taxes 

(2) Opportunities network 
Opportunities/Economic criteria 

Exports: Value of exports 
Local Business: Use of local businesses 
ROI: Return on investment 
Tax: New tax rate 

Opportunities/Political criteria 
Clout: Political power 
Community Support: Support received locally 
Lobbying: Lobbying for votes 
National support: Support received nationally 

Opportunities/Social criteria 
Development: Development of surrounding areas 
Jobs: Jobs created locally 

(3) Costs network 

Costs/Economic criteria 
• Infrastructure: Cost of roads and railways to access the area 
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Labor: Cost of labor needed to build and run new facility 
Property Value: What will happen to property value of nearby residents 
and businesses 
Raw Materials: Cost of raw materials needed 

Costs/Political criteria 
Assessment Time: The time it takes to access the situation 
Political Fallout: What will cause political fallout 
Taxes: What is the cost of new taxes 
World Wide Instability: cost of causing world wide stability 

Costs/Social criteria 
Crime: Crime rate 
Cultural: Historical cultural issues 
Environmental: effects on the environment 
Inconvenience: Inconvenience to inhabitants 
Noise: Noise pollution 

(4) Risks network 

Risks/Economic criteria 
• Bad Luck Events: 

• Pollution: Pollution created 
• Spills: Oil Spills 

• Reasons: Description 
• Investments: Investing in US companies 
• Jobs: Jobs created 
• Other Energy Sources: Wind, solar, gas, etc. 

Reliance on Foreign Oil: US oil Vs. Foreign oil 
Risks/Political criteria 
• Elections: Election outcomes 
• Local Image: Local image created 
• National Image: Portrayed national image 
Risks/Social criteria 
• Cultural: Cultural effects 
• Environmental: Effects on environment 
• Health: Effects on health 

Jobs: Jobs created 

3. RESULTS 

Table 1 shows the priorities of the criteria for the economic, political and 
social benefits, opportunities, costs and risks networks. 
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Table 1. Priorities from Benefits, Opportunities, Costs and Risks Subnets and 
from BOCR Ratings 

JBenefits 
1.0000 

(0.4252) 

lOpportunities 1 
0.8940 

(0.3801) 

ICosts 
0.1102 

(0.0469) 

JRisks 
0.3478 

(0.1479) 

Economic 
0.6910 

Political 
0.2176 

Social 
0.0914 

Economic 
0.2790 

Political 
0.0719 

Social 
0.6491 

Economic 
0.6491 

Political 
0.0719 

Social 
0.2790 

Economic 
0.1939 

iPolitical 
0.0633 

ISocial 
0.7429 

Criteria 
Local Labor 
Local Resources 
Property Values 
Reliance on Foreing Oil 
Taxes 
Clout 
Elections 
Reliance on Foreign oil 
Taxes 
Development 
Oil Companies Contributions 
Public Program Funding 
Revitalization 
Taxes 
Exports 
Local Business 
ROI 
Tax 
Clout 
Community Support 
Lobbying 
National support 
Development 
Jobs 

Infrastructure 
Labor 
Property Value 
Raw Materials 
Taxes 
Assessment Time 
Political Fallout 
Taxes 
World Wide Instability 
Crime 
Cultural 
Environmental 
Inconvenience 
Noise 
Pollution 
Spills 
Investments 
Jobs 
Other Energy Sources 
Reliance on Foreign Oil 
Elections 
Local Image 
National Image 
Cultural 
Environmental 
Health 
Jobs 

Priorities 
0.2248| 
0.0984 
0.1784 
0.4353 
0.0630 
0.1051 
0.3255 
0.4530 
0.1164 
0.3010 
0.0649 
0.1057 
0.3403 
0.188l| 

0.13751 
0.6124 
0.1490 
0.1011 
0.2619 
0.4315 
0.1804 
0.1263 
0.4165 
0.5835J 
0.1519| 
0.4853 
0.1271 
0.1655 
0.0702 

0.2123 
0.6127 
0.0929 
0.0822 
0.3096 
0.1982 
0.1795 
0.1107 
0 ^ 2 0 | 

0.3948 
0.6052 
0.1126 
0.2151 
0.5587 
0.1136 
0.3875 
0.4253 
0.1872 
0.1171 
0.3706 
0.2232 
0.2891 

Table 2 gives the priorities of the alternatives Drill/Do Not Drill for the benefits, 
opportunities, costs and risks. 
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Table 2. Priorities of Alternatives from BOCR Models 

\Benefits 

Drill 
Do Not Drill 

\Opportunities 

Drill 
Do Not Drill 

\Costs 
Drill 

Do Not Drill 

\Risks 

Drill 
Do Not Drill 

Economic | Political | Social 
0.6910 0.2176 0.0914 
1.0000 
0.3073 

1.0000 
0.4537 

1.0000 
0.2900 

Economic | Political | Social 
0.2790 0.0719 0.6491 

1.0000 
0.1647 

1.0000 
0.3557 

1.0000 
0.1940 

Economic [Political |Social 
0.6491 0.0719 0.2790 

I'.boob 
0.1721 

1.0000 
0.1656 

1.0000 
0.6760 

Economic | Political | Social 
0.1939 0.0633 0.7429 

0.4978 
1.0000 

0.7941 
1.0000 

0.5461 
1.0000 

Synthesis | 
1.0000 
0.3376 

Synthesis 
1.0000 
0.1975 

Synthesis 
1.0000 
0.3122 

Synthesis 
0.5524 
1.0000 

Benefits, opportunities, costs and risks are now rated using the three 
strategic criteria depicted in Figure 1, according to the best alternative under 
each of the BOCR models. The results are given in Table 3. 

Table 3. BOCR Ratings 

Benefits 

Opportunities 

Costs 

[Risks 

General 
Public 

Opinion 
0.1007 
High 

(1.0000) 
Low 

(0.0947) 
Low 

(0.0947) 
Low 

(0.0947) 

International 
Politics 
0.2255 

Medium 
(0.3770) 
Medium 
(0.3770) 

Low 
(0.0947) 

High 
(1.0000) 

Amount 
of Oil 
0.6738 
High 

(1.0000) 
High 

(1.0000) 
Low 

(0.0947) 
Low 

(0.0947) 

Total 

0.8595 

0.7684 

0.0947 

0.2989 

Priorities | 

0.4252 

0.3801 

0.0469 

0.1479 1 
Intensities: High 

1.0000 
Medium 
0.3770 

Low 
0.0947 
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Finally, the priorities of the BOCR models are used to synthesize the individual 
priorities of the alternatives under each model. Table 4 gives the results from 
the additive probabilistic (predictive) synthesis. 

Table 4. BOCR Synthesis 

Drill 
Do Not Drill 

Benefits Opportunities 
0.4252 0.3801 
1.0000 1.0000 
0.3376 0.1975 

Costs Risks 
0.0469 0.1479 
1.0000 0.5524 
0.3122 1.0000 

bB+oO+c(1-C)+r(1-R)| 
Total Normalized | 

0.8715 
0.2508 

0.7765 
0.2235 

4. CONCLUSION AND SENSITIVITY ANALYSES 

In sum, exploring for oil and gas seems to be a better alternative for 
ANWR. The model indicates that ANWR should be opened to oil and gas 
exploration by 77.65%. This result appears to be in agreement with a recent poll 
of native Alaskans in which they show support for opening ANWR to oil and 
gas exploration. The question asked was "Do you believe oil and gas 
exploration should or should not be allowed within the ANWR Coastal Plain?" 
The poll results are show in Figure 6. The Unsure 6%, divided equally between 
Should and Should not makes their values 78% and 22% respectively, resulting 
in nearly identical values to those obtained from the model. 

Should 

Should nol ^ 19% 

Unsure 1 6% 
; 1 ^l 

" * " 75% 

1 i 
m 20% m% 60% 80% 100% 

Figure 6. Poll's Results 

This outcome is consistent with our findings and it also appears to be with all 
geographic subgroups in Alaska (See Figure 7). 

Rural 

Centra! 

Siuthcenlrai 

Anchofcge 

Southeosl 

^ ^ M | 2 0 % 

81111117% 

^ ^ ^ 3 2 2 % 

^ ^ M l 7 % 

: • • . • • • 7 7 % 

67% 

. 76% 

79% 

.,...•70% 
20% 

Gray = support for opening ANWR 
Black = Does not support opening ANWR 

Figure 7. Poll's Results for Geographical Subgroups 
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The decision to Drill is dominant and stable under benefits, opportunities 
and risks. Only under costs Drill and Do Not Drill change rankings. If the 
priority of costs is below 40 percent, the decision to Drill dominates. When the 
priority of costs is above 40 percent, the Do Not Drill decision is preferred (see 
Figure 8). 

0.1 0.2 0.3 04 0.5 0.6 0.7 0.8 0.9 1.0 

Figure 8. Sensitivity Analysis of the Alternatives Under Costs 

Combining benefits, opportunities, costs and risks, the Drill decision 
dominates in almost the entire spectrum with very few exceptions characterized 
by high priorities in costs and risks combined. Figure 9 shows the fluctuations 
in the priorities of the alternatives as the weights of the BOCR models change. 

Figure 9. Sensitivity Analysis of the Alternatives Under All BOCR Models 



CHAPTER 6 

THE FORD EXPLORER CASE 

Juan P. Alberio and Suri Mulani 
(Winter 2001) 

1. INTRODUCTION 

In August 9, 2000 the companies Firestone and Ford announced a recall^ of 
6.5 million tires that contained a safety-related defect. The recall was the result 
of an abnormal high rate of treads separations that caused catastrophic rollover 
crashes^ which maimed and killed drivers and passengers. At that time, the 
companies' had jointly decides that Decatur was the appropriate focus for a 
recall of Wilderness AT tires, thus excluding millions of identical tires made in 
Firestone's Wilson, North Carolina and Toilette, Quebec, Canada plants. 

The tires had been sold as original equipment on Ford's Explorer SUV, and 
manufactured according to specifications from Ford. 

Ford announced in March 2001 that the company would redesign the 
Explorer model (creating the new Explorer) adding a wider body and 
incorporating some "rollover" features. 

In May 2001, the Ford Motor Company also announced a new recall of 13 
million tires from the Ford Explorer models and termination of the business 
relationship with Firestone. 

There are several key players in the tire separation tread case. The first is 
the company that designed and manufactured the tires: Firestone. The second is 
the company that designed and manufactured the vehicles: Ford Motor 
Company. The third is the governmental regulation agency: the National 
Highway Safety Administration (NHTSA). 

2. CREATING THE MODEL 

The model for finding the optimal decision for Ford regarding the 
Explorer/Firestone conflict was designed using a benefits, costs, and risks 
model. The benefits model would indicate the decision that gives the most 
benefits, whereas the costs and risks models indicate the decisions that are most 
costly and risky. Using the ANP program SuperDecisions, the calculation of the 
formula is done automatically. 

The recall included all 15-inch ATX II tires and those 15-inch Wilderness AT 
tires manufactured by Firestone plant in Decatur, Illinois. 
^ 148 deaths and 525 injuries by the end of year 2000 
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Alternatives 

Discontinue Explorer production: Ford would stop the Explorer model 
production. 

Redesign the Explorer model: Ford would continue producing the Explorer 
model but the company would redesign some parts of the Sport Utility Vehicles 
(SUV) in order to increase the safety level of the vehicle. 

Maintain the production of Explorer Model: Ford would keep on producing 
the Explorer model without any modifications. 

Maintain the production of Explorer Model, but change the tire supplier: 
Ford would keep on producing and commercializing the current Explorer model 
equipped with tires from a different supplier. 

Cluster Definitions 

Under the benefits, costs, and risks models, there are different clusters 
defined that interact with respect to the control hierarchy established. For 
benefits and risks, the control hierarchy consists of social and economic factors; 
while the costs control hierarchy includes social, economic, and political factors. 
Although the clusters and the specific elements assigned to each network vary 
due to their interactions, the following general definitions apply to all. 

a. Alternative Decisions 
The alternative decisions cluster includes the potential decisions for the 

Ford Motor Company regarding the Ford/Firestone conflict. The potential 
decisions included are: 

• Discontinue Explorer production. 
• Redesign the Explorer model. 
• Maintain the production of Explorer Model. 
• Maintain the production of Explorer Model, but change the tire supplier. 

b. Stakeholders 
The stakeholders include people or groups that would be impacted by the 

alternative decisions made by Ford. The elements in this cluster are the 
following: 
• Customers: current and potential buyers 
• Community: people who may not be a customer but could be affected by 

the alternative decisions 
• Employees: Ford Motor Company employees, including labor and 

management 
• Nation's Highway Safety Agency: government agency 
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c. Tire Suppliers 
This cluster considers current and potential tire suppliers for Ford. The 

elements in this cluster are the following: Firestone, Goodyear, Michelin, and 
Other Tire Suppliers. 

d. Competition 
The competition cluster includes other SUV brands and models owned by 

Ford and other companies. The elements in this cluster are the following: 
• Ford's other SUV brands (e.g. Escape) 
• Ford affiliates' SUV brands (e.g. Land Rover) 
• Other companies' SUV brands (e.g. GM, Honda, Lexus, Dodge, etc) 

e. Public Relation 
This cluster considers elements that would impact the company's 

relationships with the stakeholders. The elements in this cluster are the 
following: 
• Image : the company's image in public 
• Trust: reliability in the company's name 
• Accountability : how the company react to community threats caused by 

Ford Motor Company's products 
• Legal Matters : current and potential lawsuits filed against the company 

f. Brand Image 
The Brand Image cluster describes major aspects of the products that would 

impact the company's image. The elements in this cluster are the following: 
Quality, Safety, Prestige, and Service. 

g. Cost of Resources 
The cost of resources refers to those costs that Ford may incur when 

choosing the alternatiye decisions. The elements in this cluster are the following: 
• Layoff costs: the cost that the company would incur in case it decides to 

reduce the number of employees. 
• Launching costs: the cost that the company would incur in case they decide 

to launch a new product. 
• Write-off costs: the cost that the company would incur in case they decide 

to reduce the inventory of discontinued products. 
• Production costs: the cost that the company incurs during the production 

stage 

h. Resources 
The Resources cluster includes: Revenues, Production Capacity, and 

Market Share. 
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Procedure 

The benefits, costs and risks in the decision that Ford would have to make 
regarding the Ford Explorer Model, were rated on three criteria: Domestic 
Issues, International Relations and Human Weil-Being. In Domestic Issues, the 
sub criteria were: a) Ford's reputation, b) Car Industry's reputation and c) US 
Government's reputation. In the case of International Relations, the sub criteria 
were: a) Relationship with customers in other countries, b) Relationship with 
suppliers in other countries and c) Relationship with other countries' 
governments. Finally, in the case of Human Weil-Being, the sub criteria were: a) 
Future Safety Factors, b) Confidence in government agencies and c) Confidence 
in the Justice system. 

3. BENEFITS MODEL 

Frequently, the alternatives from which a choice must be made in a 
decision-making situation have both benefits and costs associated with them. 
This is the case for the Ford Motor Company decision. Generally, benefits, 
costs and risks cannot be combined; they are opposing forces. Thus, in our 
model, it is useful to construct separate benefits, costs and risks networks, with 
the same decision alternatives located on each. 

Benefits in our model are gains and advantages from making a given 
decision, partitioned into two categories: economic and social. Economic 
benefits refer to a decision's positive effect on stakeholders, tire suppliers, 
competition and resources. Last, social benefits describe a decision's positive 
effect on stakeholders, tire suppliers, competition and resources. 

Economic Benefits Clusters, Links and Judgments 

Table 1 illustrates the clusters in this network and their respective elements. 
The inner and outer dependencies of clusters are shown in Figures 1 and 2. 

The 'stakeholders' cluster, obviously, refers to the people or group of 
people who could potentially benefit economically, based on different decision 
alternatives taken by Ford. This cluster also affects the 'competition' cluster, 
because the decisions made may drive the stakeholder to provide economic 
benefits to either one of the competitors. The 'stakeholders' cluster also affects 
the 'resources' cluster. The 'resources' cluster refers to the internal resources 
that the company has. For example, the company's revenue would be impacted 
by some of the actions taken by the stakeholders. 
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Table 1. Economic benefits cluster and elements 
Clusters 
Alternative Sites 

Stakeholders 
Tires Suppliers 

Competition 

Public Image 
Resources 

Elements 
• Discontinue Explorer production. 
• Redesign the Explorer model. 
• Maintain the production of Explorer Model. 
• Maintain the production of Explorer Model, 

but change the tire supplier. 
Customers, Community, Employees and NHSA. 
Firestone, Goodyear, Michelin and Other tire 
suppliers. 
• Ford's other SUV brands 

Ford affiliates' SUV brands 
• Other companies' SUV brands 
Image, Trust, Accountability and Legal matters. 
Revenue, Production Capacity and Market Share. 

4 Competituiii 

5 Public Image 

2 Stakeholders 
4 

1 Alternatives •< > 
4' 

8 Resources 

3 Tire Su^liers 

Figure 1. Macro View of Economic Benefits Networks 

The 'tire suppliers' cluster refers to tire companies that may gain economic 
benefits based on the decision alternatives taken by Ford. This cluster would 
also affect the 'public image' cluster; more specifically, legal matters. 

The 'stakeholders' and 'tire suppliers' clusters have more inter-links than 
the other clusters. This is due to the nature of the network, economic benefits, 
which usually has more impact on a person or a group of persons. In this 
network, there is no inter-dependence in any of the clusters. 
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Social Benefits Clusters, Links and Judgments 

Table 2 illustrates the clusters in this network and their respective elements: 

Table 3. Social benefits clusters and elements 
Clusters 
Alternative Sites 

Stakeholders 
Tires Suppliers 

Competition 

Public Image 
Brand Image 

Elements 
• Discontinue Explorer production. 
• Redesign Explorer model. 
• Maintain the production of Explorer Model. 
• Maintain the production of Explorer Model, 

but change the tire supplier. 
Customers, Community, Employees and NHSA. 
Firestone, Goodyear, Michelin and Other tire 
suppliers. 
• Ford's other SUV brands 

Ford affiliates' SUV brands 
• Other companies'SUV brands 
Image, Trust, Accountability and Legal matters. 
Quality, Safety, Prestige, and Service 

The inner and outer dependencies of clusters in the Social Benefits model 
are shown in Figures 3 and 4. 

4 Competition 
4̂  1 Alternatives 

2 Stakeholders -*-

6BraiidImagp 
3 Tiie Suppliers 

Figure 3. Macro View of Social Benefits Networks 

The 'stakeholders' cluster, refers to the people or group of people who 
could potentially benefit socially, based on different decision alternatives taken 
by Ford. There is a link between this cluster and the 'tire suppliers' cluster. 
However, this link only reflects an equal importance to the nodes in the 'tire 
suppliers' cluster. From the stakeholder's point of view, there are no social 
benefits in choosing one tire supplier over the other. 
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The 'stakeholders' cluster also affects the 'competition' cluster, because the 
decisions made may drive the stakeholder to provide social benefits to either one 
of the competitors. 

The next cluster that is affected is the 'public image' cluster. The 
stakeholders can provide social benefits based on the alternative decisions taken 
by Ford, and that would impact how they see the company's public image in 
terms of trust, image, accountability, and legal matters. 

The last cluster that is impacted is the 'brand image' itself. This requires no 
further explanation, as the alternative decisions taken would clearly have the 
power to change how stakeholders perceive the brand's image. Different 
stakeholder may value different brand images, but overall, this cluster would be 
very much influenced by the stakeholders. 

The 'stakeholders' cluster plays an important role in this network, and as in 
the Economic Benefits network, there is no inter-dependence in any of the 
clusters in the Social Benefits network. 

Synthesis of Judgments in the Benefits Model 

Both networks in the benefits have independent results that would then feed 
into the higher-level network (the overall benefits network). The combined 
results from the Economic and Social Benefits networks are shown in Table 4. 

This result indicates that from the Benefits point of view, the alternative 
decision of discontinuing Explorer gives the highest benefit, both from the 
economic and social standpoints. 

Table 4. Synthesized Judgments in the Benefits Model 
Benefits 

|Alternatives 
iDiscontinue Explorer 
Redesign Model 
Maintain Current Model 
[Maintain Model, Change Tire Supplier 

Economic 
0.8 

1.0000 
0.3699 
0.1241 
0.5869 

Social 
0.2 

1.0000 
0.5929 
0.0194 
0.2145 

Synthesis | 
1.0000 
0.4145 
0.1031 
0.5124 1 

Another observation is that the overall priority for the first ranked 
alternative, i.e. to discontinue Explorer, has a significantly larger value than the 
next alternative. As seen from the table, the alternative 'Discontinue Explorer' is 
the best under both Economic and Social benefits, while the second best 
alternative, i.e. 'maintain model, change tire supplier', only has 0.5124 priority. 
The ratio is almost twice as much, which shows how important the first ranked 
alternative is compared to the other alternatives. 



no ANALYTIC NETWORK PROCESS 

4. COSTS MODEL 

The costs to Ford for choosing one alternative over the others can be 
divided into economic, social and political costs, which comprise the control 
hierarchy for this model. Economic costs are costs to which a monetary value 
can be assigned such as production and advertising costs involved in the 
redesign of the Ford Explorer. Social costs are defined as the expense to society 
in terms of stakeholder exposure to decisions made regarding the Ford Explorer. 
Finally, political costs can be defined as the intangible costs due to the decision 
taken, such as breaking the relationship between Ford and its tire supplier. 

Economic Costs Clusters, Links and Judgments 

Table 5 illustrates the clusters in this network and their respective elements. 
The inner and outer dependencies of clusters in the economic costs model are 
shown in Figures 5 and 6. The 'stakeholders' cluster refers to the people or 
group of people who could potentially be affected economically, based on 
different decision alternatives taken by Ford. This cluster also affects the 'public 
image' cluster, more specifically, 'legal matters'. The decision made by the 
company may encourage customers to influence the economic costs by 
increasing the number of lawsuits filed against the company. 

Table 5. Economic costs clusters and elements 
Clusters 
Alternative Sites 

Stakeholders 
Tires Suppliers 

Competition 

Public Image 
Cost of Resources 

Resources 

Elements 
• Discontinue Explorer production. 
• Redesign the Explorer model. 
• Maintain the production of Explorer Model. 
• Maintain the production of Explorer Model, 

but change the tire supplier. 
Customers, Community, Employees and NHSA. 
Firestone, Goodyear, Michelin and Other tire 
suppliers. 
• Ford's other SUV brands 

Ford affiliates' SUV brands 
• Other companies' SUV brands 
Image, Trust, Accountability and Legal matters. 
Layoff Costs, Launching Costs, Writeoff Costs 
and Production Costs. 
Revenue, Production Capacity and Market Share. 
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2 Stakeholders 

5 Public Image 

4' 

\ 

7 Cost of Resources 

3 Tire Siipplieis 

1 Alternatives 

4 Coii^etitioii 

8 Resources 

Figure 5. Macro View of Economic Costs Network 

The 'tire suppliers' cluster refers to tire companies that may suffer 
economic costs based on the decision alternatives taken by Ford. This cluster 
would also affect the 'public image' cluster; more specifically, 'legal matters.' 
Again, the decision taken by the Ford Company could affect the relationship 
between Firestone and Ford, increasing the economic costs caused by potential 
lawsuits filed by Firestone against the company. 

The cluster 'cost of resources' refers to the economic costs involved in any 
potential decision. The rationale used in this cluster is that the decision of 
laying-off would have a negative economic impact for the company. 

The cluster 'resources' refers to the economic cost of making a decision, 
and basically its impact on the cluster's components such as Revenues, Market 
Share and Production Capacity. For example, if the company decides to 
discontinue the Ford Explorer production there would be economic costs such as 
a decrease in Market Share and in Revenues to the company. 

The cluster 'public image' is also affected by the alternatives. This cluster 
refers to the economic costs that could impact the company such as higher legal 
costs caused, for example, by the decision of maintaining production of the 
Explorer Model without any change of tire suppliers. 

The cluster 'competition' refers to the economic costs of making a decision 
related to the competition. For example, if the company decides to discontinue 
production of the Ford Explorer model, other brands of the Ford Company 
would also be affected by the decision since customers would perceive the Ford 
SUV's not as safe as they expected and this could cause additional economic 
costs. 
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Political Costs Clusters, Links and Judgments 

Table 6 illustrates the clusters in this network and their respective elements. 
The inner and outer dependencies of clusters in this model are shown in Figures 
7 and 8. 

The 'stakeholders' cluster, refers to the people or group of people who 
would be negatively affected by decisions made by Ford and that would be 
defined as political costs. For example, if the company decides to discontinue 
the model, then there would be additional political costs due to layoffs. 

The 'public image' 
Ford. The legal matters 
the company. 

Table 6. Political costs clusters and elements 

cluster would also be affected by the decision made by 
would be the most important political costs incurred by 

Clusters 
Alternative Sites 

Stakeholders 
Tires Suppliers 

Public Image 
Cost of Resources 

Elements 
• Discontinue Explorer production. 
• Redesign the Explorer model. 
• Maintain the production of Explorer Model. 
• Maintain the production of Explorer Model, 

but change the tire supplier. 
Customers, Community, Employees and NHSA. 
Firestone, Goodyear, Michelin and Other tire 
suppliers. 
Image, Trust, Accountability and Legal matters. 
Layoff Costs, Launching Costs, Writeoff Costs 
and Production Costs. 

2 Stakeholdeis 

3 Tire Si^liers 

7 Cost of Resources 

5 Public Imag^ -*- -*- 1 Altenvatives 

Figure 7. Macro View of Political Costs Network 
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The 'tire suppliers' cluster refers to the suppliers that could increase the 
political costs of the company by some of the decisions the company could take. 
For example, if the company decides to change the tire suppliers, they may incur 
new political costs with Firestone. 

Finally, the cluster 'Cost of resources' refers to the political costs that the 
company would incur by taking any of the decisions. For example, if the 
company decides to discontinue the model, then they would probably incur 
political costs based on the decision of laying-off some of the employees from 
the Ford Explorer production line. 

Social Costs Clusters, Links and Judgments 

Table 7 illustrates the clusters in this network and their respective elements. 
The inner and outer dependencies of clusters in the social costs model are shown 
in Figures 9 and 10. 

The 'stakeholders' cluster, refers to the people or group of people who 
would incur social costs, based on different decision alternatives taken by Ford. 
There is a link between this cluster and the 'public image' cluster. This means 
that, for example, if Ford maintains the Explorer model, then the customers 
would probably have a social cost, that would affect the Image and Trust in the 
vehicles from Ford. The same thing would happen between Stakeholders and 
some components of the 'brand image' cluster. 

Table 7. Social costs clusters and elements 
iiliiiiiiiiĵ ^̂ ^̂ ^̂ ^̂ ^̂ ^̂  

Alternative Sites 

Stakeholders 
i Public Image 

Brand Image 

iiililiiŵ^̂^̂^̂^̂^̂^ 
• Discontinue Explorer production. 
• Redesign the Explorer model. 
• Maintain the production of Explorer 

Model. 
• Maintain the production of Explorer 

Model, but change the tire supplier. 
Customers, Community, Employees and NHSA. 
Image, Trust, Accountability and Legal matters. 
Quality, Safety, Prestige, Service. 

The next cluster that is affected is the 'public image' cluster. A bad image of the 
company as a consequence of a decision could cause social costs for the 
company in terms of Image and Trust. Again, as previously explained for the 
case of stakeholders, this cluster is also linked to (and it would affect) brand 
image and stakeholders. 
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1 Alternatives -* 

5 Public Image 

>• 2 Stakeholders 

->- 6 Biand Image 

Figure 9. Macro View of Social Costs Network 

The last cluster that is impacted is the 'brand image' itself. This requires no 
further explanation, as the alternative decisions taken would clearly have the 
power to change how stakeholders perceive the brand's image, with a probable 
negative impact that we refer to as a social cost for the company. 

Synthesis of Judgments in the Costs Model 

The combined results from Economic Costs, Political Costs and Social 
Costs networks can be seen in Table 8. 

Table 8. Synthesis of Costs priorities 
Costs 

Alternatives 
iDiscontinue Explorer 
Redesign Model 
Maintain Current Model 
[Maintain Model, Change Tire Supplier 

Economic 
0.6567 
0.3825 
1.0000 
0.8849 
0.4701 

Political 
0.0827 
0.0966 
1.0000 
0.3258 
0.4300 

Social 
0.2606 
0.0989 
0.0000 
0.1264 
1.0000 

Synthesis | 
0.2592 
0.7394 
0.6081 
0.3443 J 

This result indicates that from the Costs Model point of view, the alternative 
decision of discontinuing Explorer gives the highest cost to Ford, and the 
Redesign alternative would have the smallest impact on the company's costs. 
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5. RISKS MODEL 

Unlike the Benefits and Costs models, the Risks model is slightly different. 
The Risks model contains indefinite interactions and results. In the case of Ford-
Firestone risks are defined as the negative uncertainties in the decisions taken by 
Ford regarding the Ford Explorer/Firestone matters. We can classify risks into 
two categories, economic and social. 

Economic risks refer to financial risks that may occur as a result of the 
decisions taken by Ford. For example, if the decision is to discontinue Explorer, 
there is a risk that Ford would jeopardize its relationship with Firestone which 
may impact its relationship with other Ford brands. Social risks describe other 
than financial risks that may occur as a result of the decision taken by Ford. For 
example, if the decision is to maintain the current Explorer model, there is a risk 
that the number of accidents to customers who drive this car would increase. 

Economic Risks Clusters, Links and Judgments 

Table 9 illustrates the clusters in this network and their respective elements. 
The inner and outer dependencies of clusters in the economic risks model are 
shown in Figures 11 and 12. 

Table 9. Economic risks clusters and elements 
Clusters 
Alternative Sites 

Tires Suppliers 

Competition 

Public Image 
Cost of Resources 

Resources 

Elements 
• Discontinue Explorer production. 
• Redesign the Explorer model. 
• Maintain the production of Explorer Model. 
• Maintain the production of Explorer Model, 

but change the tire supplier. 
Firestone, Goodyear, Michelin and Other tire 
suppliers. 
• Ford's other SUV brands 
• Ford affiliates' SUV brands 
• Other companies' SUV brands 
Image, Trust, Accountability and Legal matters. 
Lay off costs. Launching costs, Write off costs, 
and Production costs 
Revenue, Production Capacity and Market Share. 
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5 Public Image •< 3 Tire Si^plieis 18 Resouives j 

T 

4 Coingpetition -< >• 1 Altemativies -< >- 7 Cost of Resouives 

Figure 11. Macro View of Economic Risks Network 

The 'tire suppliers' cluster refers to tire companies that may encounter 
economic risks based on the decision alternatives taken by Ford. This cluster 
would also affect the 'public image' cluster; more specifically, 'legal matters.' 
There is also an inter-dependence among the nodes in the 'tire suppliers' cluster. 
This is because what one tire supplier does may impact how the other tire 
suppliers react. 

The 'competition' cluster has no link with any other clusters except the 
'alternatives' cluster. It is clear that the decision taken by Ford regarding the 
Explorer would impact how the competition would behave. However, there is 
inter-dependence among the nodes in the 'competition' clusters. Similar to tire 
suppliers, what one competitor does may impact how the other competitors 
react. 

The last two clusters that are impacted are the 'resources' and the 'cost of 
resources'. These two clusters refer to internal resources, both financial and non-
financial resources. It is typical that the internal resources of a company would 
have economic risks due to a decision taken by the top management of the 
company. For example, there would be an economic risk for the revenue and lay 
off costs due to the decision taken. 

Social Risks Clusters, Links and Judgments 

Table 10 illustrates the clusters in this network and their respective 
elements. The inner and outer dependencies of clusters in the Social Benefits 
model are shown in Figures 13 and 14. 
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Table 10. Social risks clusters and elements 
Clusters 
Alternative Sites 

Stakeholders 
Public Image 
Brand Image 

Elements 
• Discontinue Explorer production. 
• Redesign the Explorer model. 
• Maintain the production of Explorer Model. 
• Maintain the production of Explorer Model, 

but change the tire supplier. 
Customers, Community, Employees and NHSA. 
Image, Trust, Accountability and Legal matters. 
Quality, Safety, Prestige, and Service 

2 Stakeholders ->• 5 Public Image 
4̂  

6 Brand Image *̂" ">• 1 Alternatives 

Figure 13. Macro View of Social Risks Network 

The 'stakeholders' cluster refers to the people or group of people, who 
could have social risks, based on the different decision alternatives taken by 
Ford. This cluster practically affects all other clusters in this network, including 
the 'public image' and 'brand image' clusters. In this network, customers and 
community have higher impact on the network than the other two stakeholders. 

The stakeholders can imply social risks to 'public image' cluster that would 
affect how they see the company's public image in terms of trust and image. 

The stakeholders also affect the 'brand image' cluster along line similar to 
the 'public image' cluster. In this network, safety and prestige are considered to 
be more significant than the two types of image. 

The 'stakeholders' cluster plays an important role in this network because it 
has the highest social risks related to the decisions taken by Ford. 
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Synthesis of Judgments in the Risks Model 

Both networks in the risks model have independent resuhs that would then 
feed the higher-level network (the overall risks network). The combined results, 
from the Economic Risks and Social Risks networks, are shown in Table 11. 

Table 11. Synthesized priorities in the Risks Model 
Risks 

|Altematives 
iDiscontinue Explorer 
Redesign Model 
Maintain Current Model 
[Maintain Model, Change Tire Supplier 

Economic 
0.25 

0.5591 
1.0000 
0.5613 
0.6982 

Social 
0.75 

0.1705 
1.0000 
0.0884 
0.4037 

Synthesis | 
0.2676 
1.0000 
0.2066 
0.4773 1 

The result in Table 11 indicates that from the risks point of view, the 
alternative decision of maintaining the current car model gives the highest risks, 
both from the economic and the social standpoints. The least risky alternative 
would be to redesign the model. 

6. RATINGS AND SYNTHESIS 

The final synthesized priorities of the alternatives for the benefits, costs and 
risks from tables 4, 8 and 11, respectively are given in Table 12. 

Table 12. Synthesized Alternatives for B,C and R in Ideal Form 

Values of Alternatives for B, C and R 

Discontinue Explorer 
Redesign Model 
Maintain Current Model 
Maintain Model, Change Tire 
Supplier 

Benefits 

(B) 

1 
0.4145 
0.1031 

0.5124 

Costs 

(C) 

0.2592 
0.7394 
0.6081 

0.3443 

Risks 

(R) 

0.2676 
1 

0.2066 

0.4773 

Strategic criteria are now used to rate the merits. Table 13 shows the 
priorities of the intensities in ideal form, that is, normalized by dividing each by 
the largest. These priorities were pairwise compared for preference and the same 
intensities derived by making pairwise comparisons (they are the same for all 
criteria). 
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Table 13. Intensity Values in Ideal Form for Rating B,C and R 

Very High 

1.000 

High 

0.578 

Medium 

0.235 

Low 

0.118 

Very Low 

0.063 

Table 14 shows the strategic criteria and their subcriteria with their 
priorities obtained by using paired comparisons. The BCR merits are then rated, 
by first taking the ideal alternative for each merit, from Table 12, and then 
selecting the appropriate intensity, for that ideal alternative, from Table 13, for 
each strategic subcriterion. The overall weighted outcome unnormalized and 
normalized is shown on the left in Table 14. 

Using these three normalized values for B, C, and R, the final ranking of 
the alternatives is shown in Table 15 computed with two different formulas: the 
multiplicative (ratio) and the additive (total). The total is what is of interest to 
us. In this case, the ratio outcome formula that is concerned with marginal 
returns, without considering the total resources needed to complete the projects, 
does not give the same ranking as the total outcome. Redesign is the best 
outcome, which is what Ford did anyway.^ Both this analysis and Ford's 
decision where independently done at the same time in 2001. 

Table 15. Final Ranking of Alternatives in Normalized Form 

Discontinue Explorer 
Redesign Model 
Maintain Current Model 
Maintain Model, Change Tire Supplier 

Ratio 
(B/CR) 

1.69 
1.55 

0.239 
3.169 

Total 1 
(bB-cC-rR) 

0.017 
0.074 
-0.274 
0.006 

These results are supported by the decision taken by Ford to redesign the 
Explorer in March 2001. 
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7. SENSITIVITY ANALYSIS 

In order to determine when different alternatives become preferable, 
sensitivity analysis was performed by varying weights and ratings in the model. 
The analysis began by increasing (and decreasing) the weight of the Benefits 
(See Figure 15). Table 16 interprets the results of Figure 15. 

Table 16. Ranking of alternatives as benefits increase/decrease 

Weight of Benefits 

Alternatives 
Discontinue 
Explorer 
Redesign Model 
Maintain Current 
Model 
Maintain Model, 
Change Tire 
Supplier 

< 0.147 

4 
1 

3 

2 

[0.147,0.305) 

3 
1 

4 

2 

[0.305,0.534) 

1 
2 

4 

3 

[(0.534,0.765) 

1 
2 

4 

3 

> 0.765 

1 
3 

4 

2 

1.0 

0.9 

0.8 

0.7 

0.6 

0.5 

0.4 

0.3 

0.1 

0.1 

, 2 

0.2 0.3 0.4 

. - • ' ' » " ' 

ois 0.6 

3 

0.7 

1 

0.8 

4 

0.9 1.0 

Experimenls 

Increasing Benefits weights 

1 - Discontinue Explorer 
2 - Redesign Model 
3 - Maintain Current Model 
4 - Maintain Model, Change Tire Supplier 

Figure 15. Sensitivity analysis of benefits 
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Next, sensitivity analysis was performed for the Costs variable. The results 
obtained by increasing the weight of the costs are as follows: redesign model, 
maintain current model, maintain model & change tire supplier, and discontinue 
the Explorer model production. This means that if the company perceives the 
costs as the most important criterion to make the decision, they would decide to 
redesign the model. From this result, one is led to conclude that this alternative 
seems to be the best choice from the costs standpoint. On the other hand, if the 
weight of the costs is decreased, the result would be to discontinue, redesign 
model, maintain model & change tire supplier, maintain current model, in that 
order. This means that the risks criterion appears to be more important than the 
benefits, which leads to the decision of discontinuing production of the Ford 
Explorer model. 

The last criterion was the risks. When risks are increased the outcome was: 
redesign model, maintain model & change tire supplier, discontinue, maintain 
current model. The conclusion supports the initial thought that maintaining the 
current model (without changing the tire supplier) is the riskiest decision for the 
company to make. Finally, when the weight of the risks was decreased the 
results were: discontinue Explorer, redesign model, maintain model & change 
tire supplier, maintain current model. 
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CHAPTER 7 

PENNSYLVANIA HIGH-SPEED MAGLEV PROJECT 

Philip Rackliffe and Paul Thompson 
(Fall 2002) 

1. INTRODUCTION 

Transportation needs are steadily growing. The problem of how to meet 
these needs in the future is significant. High Speed Maglev may be the solution. 
It is designed to supplement, not replace existing transportation systems. The 
Federal Railroad Administration (FRA), of the U.S. Department of 
Transportation, is administering pre-construction engineering activities for a 
high-speed Maglev transportation system to commercialize this revenue ready 
technology for use in the United States. Pennsylvania has been selected as one 
of the two finalists in the U.S. to compete for this project and has provided the 
required state-funding match. As one of two remaining competitors in the 
United States for site selection and construction funding, we have a chance to 
bring this project to Pennsylvania. However, only one site will be chosen for the 
initial construction. Unified support is required throughout Pittsburgh and 
Pennsylvania. 

The competing project sites will be evaluated against a set of criteria. These 
include adequate 'ridership', an acceptable corridor for installation, satisfaction 
of a real transportation need, national significance of the project, an in-place 
partnership, and the ability to demonstrate the technical capabilities of the 
technology. 

The Pennsylvania High-Speed Maglev Project corridor would extend from 
the Pittsburgh International Airport to Greensburg, with intermediate stops in 
downtown Pittsburgh and Monroeville. This initial project would serve a 
population of approximately 2.4 million people in the Pittsburgh metropolitan 
area. 

It is envisioned that this will be the first segment of a high-speed Maglev 
system that will cross Pennsylvania from Pittsburgh to Philadelphia with stops 
in Johnstown, Altoona, State College, Lewistown, Harrisburg, Lancaster, Paoli 
and eventually extend farther East to connect to the populous Northeast 
Corridor. 

Future projects also envisioned include a Southern link to Wheeling, 
Morgantown, Clarksburg and Charleston, West Virginia and a Western link to 
Cleveland and Chicago. A Northern link would include Erie, Pennsylvania and 
Buffalo, New York. 
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The proposed route is illustrated in Figure 1. The Pennsylvania Project's 
route will connect the Pittsburgh International Airport to Downtown Pittsburgh, 
and the eastern suburbs of Monroeville and Greensburg. The route will cover 54 
miles and will take less than 35 minutes including stops from start to end. 
Estimated trip times between MAGporf^^ Stations are as follows: 

[Airport (landside) to Airport (commuter) 
JAirport (commuter) to Downtown 
(Downtown to Monroeville 
JMonroeville to Greensburg 

1.5 min. j 
8.0 min. ] 

12.0 min. | 
9.0 min. | 

The Federal Railroad Administration's (FRA) Magnetic Levitation 
Transportation Technology Deployment Program (Maglev Deployment 
Program) was authorized by the Transportation Equity Act for the 2V\ The 
FRA Maglev Deployment Program promotes the development and construction 
of an operating transportation system in the United States, employing magnetic 
levitation that is capable of safe use by the public at a speed in excess of 386 
kilometers/hour (240 miles/hour). 

The development of Maglev would provide an alternative transportation 
option to federal, state, and local transportation decision-makers that are seeking 
to alleviate congestion in airway and automotive corridors that result from 
increasing travel demand. 

Maglev technology has the potential to maximize the utilization of an 
airport's capability as centers for intermodal transfer and travel by providing 
intermodal connections between airports and business districts. As such, Maglev 
systems could extend the usefulness of airport and highway infrastructure. 
Pennsylvania provides the ideal location to introduce this new technology. Its 
winding rivers, ridges, and topography provide a perfect place to install a proven 
technology as a show case for the region and proof of its applicability 
throughout the U.S. 

Pittsburgh is an ideal location to begin this project. Both rivers and steep 
ridges uniquely challenge the Pittsburgh landscape. Primary automobile traffic 
access to Pittsburgh is limited in the east by the Squirrel Hill Tunnel, in the west 
by the Fort Pitt Tunnel and Fort Pitt Bridge and in the south by the Liberty 
Tunnels and Liberty Bridge. Pittsburgh International Airport is also ranked as 
the nation's first and the Worlds 3rd best airport. The installation of a Maglev 
system in the Pittsburgh area would extend the Pittsburgh airport into smaller 
towns making it more accessible and affordable for the average traveler. 
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Pittsburgh also has the necessary technical and manufacturing expertise to 
support the Maglev System for U.S. applications. The Transrapid elevated 
Maglev system with its dedicated right-of-way would be an ideal technology to 
help alleviate Pittsburgh's traffic problems. Using the ability to climb steep 
grades posed by Pittsburgh's hills while minimizing the disturbance to legacy 
structures and landmarks will also minimize the impacts associated with the 
installation of a Maglev system. The system would also create the start of an 
expanding regional system that will bring economic industry growth and jobs to 
the region while serving as the impetus for revitalization of the area. 

2. ALTERNATIVES AND B O C R MODEL 

The goal of the model was to determine which stance our regional 
governments, provided being granted federal funding for Maglev, should take. 
The options were: 

• Accept the grant money and begin construction of Maglev 
• Take a wait and see approach, based on results found in another city 
• Reject the project entirely, foregoing at least in any foreseeable future, 

the adoption of the project. 

The model was built using the BOCR (Benefits, Opportunities, Costs, and 
Risks) template. 

Benefits 

We classified benefits into two main subnets - economic and social. Economic 
held five clusters (Figure 2): 

• Stakeholders (Community, Local Business, Business Travelers, and Local 
Government) 

• Employment (New Jobs, Retain Jobs, and Project Specific Jobs) 
• Business Development (Construction Industry, Existing Businesses, and 

Draw of Outside Companies) 
• Time Element Positive (Commute Time and Worker Productivity). 

Their interactions are given in Figure 2. 
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j»j7 Employment - ln|x| 
^ 5 Stakeholders 

\ 1 Comin\mity I 

I 

MiiJ 
^ 

^ 

LiJ 1 Alt©rnatl¥ts - la lx 

1 Begin Projtct I 

2 Hdt Project j 

3 Wait and See I 

^a 
^ 6 Business Development - |a|x| 

1 Construction Industry I 

3 Existing Businesses I 

3 Dmw of Outside Companies 

JL) 10 Time Element - Positive - la|x| 

! Worker Productivity I 

2 Quality of Ufe 

J ^ 

^ JJ 

Figure 2. Economic Benefits Subnet 

Of these clusters, some were more important than others: 

stakeholders Business Development Employment Time Element 
Stakeholders 
Business Development 
Employment 
Time Element 

1 
2 
1 

1/3 

1/2 
1 

1/2 
1/5 

1 
2 
1 

1/4 

Priorities 
0.2311 
0.4435 
0.2499 
0.0755 

Business Development and Employment are valued more than Stakeholders and 
Time Element in this case. Time Element might mean more under Social than 
Economic, since it factors in commute time. The Social Benefits clusters are 
shown in Figure 3. 
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iJ5 Stakeholders ^JnliiJ 

I ^ 

: 1 Commimty I 

2 Busiiiess Treveteis I 
3 Local Bisinessts 1 

4 I j jct l Gcjvtrwneitt 

2J 

^ 7 Employment >|D|X 

1 New Jobs I 

^̂  2 Rjetiin lobs I 

3 Project-Specific Jobs ] 

H iD 

^ 9 Public Image -|o|x 

/ 2 Image 

jjJIOTime Element 

1 Worker Praductivity 1 

2 Quality of Life 1 

J 

• Positive. 

_^1 Alternatives -iD|x| 

1 Begui Pj-oject [ 

^ *" 2 Halt Project I 

3 Wait aiul See 

J J 
Ml2Enviro 

1 Sniog Deci-eas 

nmental - Positive • 

J 
2 Eixei-gy Eftlcieiicy 1 

3 Lower Noise 

LJ 

.|n|x| 

J J 

Figure 3. Social Benefits Subnet 

Social benefits were quite different than economic benefits. This included 
Positive Environmental factors as well as Public Image. 

Opportunities 

Opportunities should be seen in a different light than benefits. From a high 
level we are looking at Political (Figure 4) and Social (Figure 5) opportunities 
versus Economic and Social Benefits. It seems that our politicians and local 
government especially have a chance to look very good if they can land Maglev. 
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We will see later that there is also a high risk factor. So that is weighed into our 
model as well. 

JLI 1 Alternatives 

1 Begin Project 1 

2 Halt Pioject 1 

3 Wait and See | 

-1 ., 

7|a|x 

_ja 

jtie Business Development -Injxl 

2 Existing Bvisinesses i 

^ 9 Public Image -la|x| 
.J 

i image of Mobile Workforce I 

Figure 4. Political Opportunities Subnet 

We find that Employment and Time Element-Positive were included in 
both. Employment is important socially as well as politically. Think of the 
politician trying to sway voters their way during times of high unemployment. 
As for Time Element-Positive, our local government (city and county both) 
would be seen in a positive light if its citizens enjoy shorter commute times and 
hence are more productive in terms of productivity. These are just two examples 
of how we decided what clusters to include in which subnets. 
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^ 5 Stakeholders.rMxj 

1 Coimnmuty I I1JIO Tim© Eltment - Positive -|o|x 

1 Worker Productivity 

id 

^ 1 2 Environmental -Positive -ln|x| 

1 Smog Decrease 1 

_5J 1 Alternati¥es 

: 1 Begm Project 1 

2 Hdl Project 

3 Wfldl tad See 

J j 

Figure 5. Social Opportunities Subnet 

Costs 

As the Benefits clusters present the positive side of moving forward with 
the Maglev project in Pittsburgh, the Cost clusters exhibit those factors that are 
detrimental to the Pro-Maglev argument. This is how the model balances out the 
pro and cons and ultimately yields a decision that incorporates all factors. For 
Costs, we had only Economic costs (Figure 6). 
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2J2 other Projects -|n|x{ 

1 Parkways and tunnels I 

3 General Maintainance 

5 Non-Transit Projects i 

J J 

JL I I Alterna 

i Begin PiDJect 

2 Halt Project 

3 Wait and See 

J 
J 

tives - in |x 

J ^ 
1 
1 i 

J J \ 
I 

T 

iLl8 Transit Choices. 

1 Buses 1 

2 Gas Stations 1 

3 Other - cars, tiries, cabs 1 

•1 

jtJA Financing j i ln l i l l 

1 Taxes 1 

2 Budget Cuts 1 

3 MunicijDal Bonds 1 

- |n |x | 

^ 

MJ 

J iD 

Figure 6. Economic Costs Subnet 

Financing needs no explanation, for taxes, budget cuts, and municipal bonds 
cost people money. But to clarify Other Projects, we mean opportunity cost. If 
our region builds the Maglev system, what would we sacrifice? As for other 
means of transportation we mean those that would suffer should Maglev be 
given the go ahead. For instance, those that sell cars or tires would lose business. 

Table 1 is a node comparison from Economic Costs. 

Table 1. Comparisons and Priorities of "Other Projects" with respect to "Begin 
Projecf 

Other 
Projects 
IParkway and 
Tunnels 
General 
Maintenance 
Non-transit 
1 Projects 

Parkway and 
Tunnels 

1 

2 

1/4 

General 
Maintenance 

1/2 

1 

1/4 

Noh-trahsit" 
Projects 

4 

4 

1 

Priorities | 

0.3446 

0.5469 

0.1085 
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We assigned equal dominance of 'Parkways and Tunnels' and 'General 
Maintenance' over 'Non-transit Projects'. Although it is hard to decide which is 
more important than the other we said that Non-Transit projects were indeed 
NOT as important as either of the other two. 

Risks 

The Risks were broken down into two subnets - Economic (Figure 7) and 
Political (Figure 8). These risks would play a pivotal role in arriving at the final 
decision. Economic risks are huge, as the city of Pittsburgh may soon be 
responsible for a project that is worth several billion dollars. As are political 
risks so far as positive or negative news is reported, so will the reputation and 
'coat-tail' hanging of the pohticians. 

The economic risks network is as follows: 

•12 Other Projects -|a|x| 

i Parkwajrs and trninek F 

3 General Ivlaintainance 

5 Non-Tî aiisit Projects 

j j ^ 

^ 4 Financing -|n|x| 

1 Taxes 

2 Budget Cuts 

3 Municipal Bonds 

J i J j 

^ 8 Transit Choices -|n|x| 

J 1 Buses 

2 Gas Stations 

3 Otl^i - cars, tiies, cabs 

J j 
i 

1 

JLI1 Alterna 

1 Begiri Project 

2 Halt Project 

3 Wait and See 

J 

^ 

' 
lives -

J 
-|n|xi 

-d3 
Figure 7. Economic Risks Subnet 
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The political risks were a little more complicated as more factors were 
imperative for the final decision (Figure 8). 

_ll4 Financing -|a|x{ 

1 Taxes I 

2 Budget Cuts 

3 Municipal Bonds 

J 

^ 3 Government -|a|x| 

,. ,1 ^ 

4U S. Goveniment 

jj J J 

^ 6 Business Development jDjjlJ 
i -J 

I Coiislructiou Iidu^stry 1 

2 Existing Busiitesses 

3 Draw of Outside Companies I 

IfJ 1 Alternatives _ 

1 Begin Project 1 

2 Halt Project | 

3 Wail and See 1 

n 

-|n|x| 

J J 

.^ 
J JfJ 

iJ9 Public Image -|n|x| 

1 Image of Mobile Workforce I 

3 General Prestige I 

u 1 ^ 

Figure 8. Political Risks Subnet 

The priorities of the alternatives in ideal form obtained from the corresponding 
subnets are given in Table 2. Table 3 gives the synthesized priorities for the 
benefits, opportunities, costs and risks. 

Table 2. Alternative Priorities under the Control Criteria 
Benefits Opportunities Costs Risks 

Alternatives 
|1 Begin Project 
2 Halt Project 
Is Wait and See 

Economic 
0.5 

1 
0.10919 

0.288281 

Alternatives 
1 Begin Project 
2 Halt Project 

3 Wait and See 

Social 1 
0.5 

1 
0.143575 
0.2649831 

Political Social 
0.5 0.5 

1 1 
0.153293 0.125675 
0.289333 0.306567 

1 Economic 
1 
1 

0.1958 
1 0.350878 

Economic Political 1 
0.5 0.5 

1 1 
1 0.123658 0.145029 

0.325767 0.310828 

T a b l e 3 . B O C R Pr io r i t i es 

rBenefits 
1.0000 
0.1264 

L 0.2766 

1 Opportunities! 
1.0000 
0.1395 

1 0.2979 1 

Costs 
1.0000 
0.1958 
0.3509 

Risks 
1.0000 
0.1343 

I 0.3183 
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Ratings 

To determine the importance of benefits, opportunities, costs, and risks, 
they were rated with respect to the strategic criteria. The strategic criteria used 
were Business Development, Commuter Time, PoHtical Motivation, and Pubhc 
Attention. The scale design to rate the strategic criterion was: Very High, High, 
Medium, and Low. Comparisons were made for the rankings and the end result 
for the ratings as well as the resulting priorities for benefits, opportunities, costs 
and risks are shown in Table 4. 

Benefits 
Opportunities 
Costs 
Risks 

Table 4. BOCR Ratings 

Business 
Development 

0.5516 
Very High 

High 
Low 
Low 

Commuter 
Time 

0.2273 
Very High 
Very High 
Medium 
Medium 

Political 
Motivation 

0.0769 
Medium 
Medium 

Very High 
High 

Public 
Attention 

0.1441 
High 
High 

Medium 
Very High 

Normalized 
Priorities | 
0.4495 
0.2953 
0.1086 
0.1466 

Intensities: Very High 
1.0000 

High 
0.4641 

Medium 
0.2080 

Low 
0.0978 

3. RESULTS 

The final synthesized results from our model are shown in Table 5. 

Table 5. Synthesized Priorities 

|Alternatives 
11 Begin Project 
2 Halt Project 
Is Wait and See 

BO/CR 
1.0000 
0.6702 
0.7380 

bB+oO-cC-rR| 
0.4897 
0.0571 
0.1276 J 

Based on earlier assumptions, that there are three ways to approach the potential 
Maglev project, the local governments should accept the government funding 
and begin working on constructing the Maglev transportation system. The 
normalized result of .4897 for beginning the project is a great deal higher than 
both 'Wait and See' and 'Halt Project'. These results may have been somewhat 
different had others familiar with the situation taken on the same problem with 
the same decision making software. But we feel that others with our same 
knowledge of the subject would come to a similar finding. 
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4. SENSITIVITY ANALYSIS 

Our model results could potentially change if our priority ratings are modified. 
Sensitivity analysis was completed to show the effects of these modifications. 

Figures 9-12 examine the sensitivity analysis for the BOCR decision network. 

•Ii.o 

\ 
jo.8 

0.7 

0.6 

0.5 

0.4 

•10.3 

jo.2 

\ 1 

II 0.2 0.3 0.4 

1 - Begin Project 
2 - Halt Project 
3 - Wait and See 

5 0.6 0.7 0.8 0.9 1.0 

Figure 9. Sensitivity Analysis of Benefits 

1 - Begin Project 
2 - Halt Project 
3 - Wait and See 

Figure 10. Sensitivity Analysis of Opportunities 
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1 - Begin Project 
2 - Halt Project 
3 - Wait and See 

Figure 11. Sensitivity Analysis of Costs 

1 - Begin Project 
2 - Halt Project 
3 - Wait and See 

Figure 12. Sensitivity Analysis of Risks 

The best choice under benefits and opportunities is always Begin Project. For 
costs and risks, once the emphasis on the criterion exceeds approximately 30 
percent, Halt the Project becomes the dominant decision. Putting all the criteria 
together we see that overall Begin Project tends to dominate (Figure 13). 
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1 - Begin Project 
2-Hal t Project 
3 - Wait and See 

Figure 13. BOCR Sensitivity Analysis 
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CHAPTER 8 

U.S. ENERGY SECURITY 

Jose D. Figueroa and Daryl R. Wood 
(Winter 2004) 

1. INTRODUCTION 

There has been an ongoing debate in the United States ever since the Report 
of the National Energy Policy Development Group^ was submitted for 
consideration by Vice President Dick Cheney to President George W. Bush on 
May 16, 2001. The statements and recommendations of the report have been so 
controversial since its public release that senate and house committee meetings 
have been held along with requests that the Vice President come before 
Congress to explain what was discussed behind closed doors. 

Energy is a pivotal factor in society and will continue to be in the future so 
long as humanity is driven to develop technologies to meet its needs that are 
powered by energy. The U.S. faces a serious energy problem in the near future. 
How can the U.S. sustain its growth? What fuels will power its vehicles, heat its 
homes, and generate electricity that comes on with the flip of switch to turn the 
lights on? 

An Analytic Network Process model, "Energy Security of the US", was 
developed to provide statistical support to intuition and judgment based on 
knowledge and expertise of the subject matter. The model takes into account all 
the significant factors and forces indicated by intuition to influence the direction 
of U.S. Energy Policy. This model was not designed to justify National Energy 
Policy advocated by Vice President Cheney, but to determine which of four 
alternatives provides the U.S. the best direction to secure its energy future. The 
alternatives are: 

1. Status Quo 
2. Energy Independence Emphasis 
3. Complete Energy Independence 
4. Comparative Advantage Approach 

The ANP model has four feedback sub-networks of control criteria called 
benefits, opportunities, costs, and risks (BOCR). All four sub-networks have 
control criteria clusters that are specific to the BOCR that are used in this report. 

^ National Energy Policy, May 16, 2001, "Report of the National Energy Policy 
Development Group, National Energy Policy", 
http://www.energv.gov/engine/doe/fiies/dvnamic/1952003121758 national ener 
gy policv.pdf (16 May 2001). 



146 ANALYTIC HIERARCHY PROCESS 

Each control criterion cluster may have one or two level subcriteria clusters that 
are also specific to the parent node, cluster and sub-network. An alternatives 
sub-network is located at the top 70% priority nodes within each BOCR sub­
network that is also specific to the issue being addressed at that point in the 
model. In addition, a strategic rating criteria model is developed to weight the 
BOCR in terms of Energy Security, International Competitiveness, and 
Environmental Quality. 

There are many reports, papers, studies and presentations which say when, 
not if, the world and the US will be in an energy crisis. This statement in itself 
should be sufficient to keep one up at night thinking about what will "our way of 
life" be in ten or 20 years. The National Energy Policy report mentioned above 
provides a clear picture of what is happening and is forecasted for the U.S. (See 
Figure 1). 

Grouvth in U.S. Enern Consumption 
Is Outpacing Production 
(Quadrillion Blus) 
140 
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1O0 

80 

60 

40 

20 

0 

20O0 

^pi-p 

Energy Consumption 

pgii^KS 

Projecltd Shortlall 

Energy Production at 1910*2000 Growth Rates 

2005 2010 2015 2020 

Over the next 20 years. gro'Mli in U.S. energy consumption will increasingly 
outpace U.S. energy production, it production only grows at the rate ol the last 
10 years. 

Figure 1. Growth in the U.S. Energy Consumption Is Outpacing Production 
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As forecasted for the next 20 years the energy consumption of the United States 
will outpace domestic energy production significantly. We have already felt this 
effect at the gasoline pump, home heating monthly winter bills, summer cooling 
electricity bills, the constant increase of everyday goods, and the jobs lost due to 
domestic companies outsourcing to foreign manufacturers in many cases due to 
the increase in domestic fuel costs. 

Reports from Simmons & Company International indicates the following^: 

Recent Energy Surprises Are Too Frequent 

• U.S./Canada natural gas peaked: Nobody noticed. 

• All E&P companies were supposed to grow oil and 
gas production. 

• Most were flat while E&P capex soared. 

• Russia's recent supply rebound was total surprise. 

• Rest of non-OPEC supply was supposed to surge. 

• Instead it flattened out 

• The North Sea peaked (unannounced). 

• Rash of reserve write downs: Tip of an iceberg? 
SIMMONS & COMPANY 

Figure 2. Simmons & Company International Presentation, February 24, 2004. 

This one slide is supported by a consistent steady increase in natural gas 
prices from $2/MMBtu to more than $5/MMBTU for the month of March 2004 
and gasoline prices averaging $1.70/gallon for regular grade for example. Some 
have stated that Liquefied Natural Gas (LNG) imports would provide the energy 
needed to meet U.S. demands with no cause for alarm since there have been 
over 33,000 tanker voyages with no major incident over the past 40 years. 
These statements now fall short since the January 2004 Algerian LNG complex 
accident that killed 27 people. There are other historical observations to make: 

^ Mathew R. Simmons, February 24, 2004, "TheSaudi Arabian Oil Miracle", 
Presented at the Center for Strategic and International Studies, Washington, 
D.C.,. 
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1. Recent OPEC decision to reduce production in order to sustain the 
$38/barrel price of crude oil. 

2. State aid^ and bailouts of foreign companies that have injured U.S. power 
generation companies'^, such as the French Bailout of Alstom in September 
2003. 

Also with national security always on our minds due to the war on terrorism in 
Iraq, Afghanistan, Spain, and at home. Picture 3, there is an increasing need to 
determine what direction the United States should take with regard to its energy 
policy. 

2. ANP MODEL DESCRIPTION 

The Analytical Network Process model developed for this project has four 
feedback sub-networks of control criteria called benefits (Figure 3), 
opportunities (Figure 4), costs (Figure 5) and risks (Figure 6) (BOCR). Their 
sub-network control criteria, sub-criteria, nodes, and alternative sub-networks 
are identified in the next section. 

BOCR Model 

The BOCR model is a feedback sub-network that addresses the benefits, 
opportunities, costs, and risks associated to the energy security of the United 
States. Descriptions of each cluster and node with the clusters are indicated 
below. Nodes with an asterisk (*) have a subnetwork under them whose generic 
structure is given in Figure 7. This subnetwork may vary from node to node. 
For the sake of simplicity we will omit the minor differences. 

An identification system is utilized throughout the model in order to maintain a 
hierarchal structure and order. For example, the first letter indicates whether it 
is a Benefit, Opportunities, Costs, or Risks cluster or node. The numbering 
system is self explanatory for a hierarchal structure. 

3 
According to the definition set out in Article 87(1) of the EC Treaty, State aid 

is incompatible with the common market if it is granted by a Member State or 
through State resources, if it distorts or threatens to distort competition by 
conferring an advantage on certain undertakings or the production of certain 
goods and if it is liable to affect trade between Member States. The form in 
which the aid is granted (interest rebates, tax reductions, loan guarantees, supply 
of goods or services on preferential terms or capital injections on terms not 
acceptable to a private investor) is irrelevant. 

"̂  Foster Wheeler is a power generation manufacturer and engineering company, 
which is expected to report a 50 percent decrease in its workforce in it 2003 
annual report. Babcock and Wilcox is a U.S. boiler and power generation 
manufacturer which has filed for Chapter 11 protection several years ago. 



U.S. ENERGY SECURITY 149 

Bl l means B ^ Benefits, 1 ^ Political node, 2"̂  1'•International node 

(B) Benefits Cluster/Node Descriptions (Figure 3) 

Bl Political Control Subcriteria 
B l l International 

B i l l Bargaining Power. 
B112 Energy Policy Leadership 

B12 Domestic Political Stability 
B2 Societal Control Subcriteria 

B21 Technology Development 
B22 Sense of Well Being 

*B221 Job Security 
B222 National Pride 
B223 Energy Assurance 

*B23 Controlling the Consumer Cost of Energy 
B3 Economic Control Subcriteria 

*B31 Domestic Energy Cost Control 
B32 Domestic Economic Security 

*B321 Domestic Employment Growth 
B322 Domestic Manufacturing Growth 

B33 International Growth: The economic benefits associated with 
international import /export. Import in that the consumer has increased 
disposable income and export in that we have an abundant source of low 
cost of energy domestically increasing US exports and positively impacting 
the trade balance. 

B4 Technological Control Subcriteria 
B41 Domestic Environmental Quality 
B42 Domestic Technology Superiority 
B43 International Trade: The benefit of exporting US technologies. 
B44 International Technology Leadership: The benefit of being the 
driving force related to energy policy and technologies. 

B5 National Security Control Subcriteria 
B51 Military: Military benefits associated with energy security in the US. 
Should there be a conflict the military has abundant indigenous resources. 
"^BSl Less Dependence on Foreign Influences 

B6 Environmental Control Subcriteria 
*B61 Oil Peaking: The environmental benefits to oil peaking associated to 
the energy security of the US. i.e. Creates a driver for other fuel sources 
that are less harmful to the environment. 

(O) Opportunities Cluster/Node Descriptions (Figure 4) 

Ol Political Control Subcriteria 
Oi l International 

O l l l Bargaining Power 
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0112 Energy Policy Leadership 
*012 Domestic Political Stability. 

0 2 Economic Control Subcriteria 
021 Domestic Energy Cost Control 
022 Domestic Economic Security 

0221 Domestic Employment Growth 
*0222 Domestic Manufacturing Growth 

*023 International Growth. 
*024 Oil Peaking 

0 3 Technological Control Subcriteria 
031 Domestic Environmental Quality 
032 Domestic Technology Superiority 
033 International Trade 
034 International Technology Leadership 

(C) Costs Cluster/Node Descriptions (Figure 5) 

CI Political Control Subcriteria 
Cl l International 

c m Bargaining Power: The loss of international political 
bargaining power. 
C112 Foreign Political Backlash 

C12 Domestic - Special Interest Groups: Domestic political costs from 
special interests groups. 

C121 Environmental: Political costs by environmental special interest 
groups. 
C122 Business: Political costs by business related special interest 
groups. 

C2 Societal Control Subcriteria 
C21 Sense of Well Being 

C211 Petroleum products: Society's sense of well being related to the 
amount of petroleum included in the energy mix. 
C212 Coal: Society's well being associated to the percentage of coal 
utilized in the energy mix. 
C213 LNG: Society's sense of well being associated with LNG as part 
of the energy mix. 
C214 Natural Gas: The cost associated to society's sense of well being 
related to natural gas. 
C215 Hydrogen Economy: The cost associated to society's sense of 
well being related to hydrogen. 
C216 Nuclear: The cost associated to society's sense of well being 
related to nuclear. 
C217 Renewable: The cost associated to society's sense of well being 
related to renewables. 

Cll Short-term consumer cost increase: The short term energy cost 
increase associated with the energy security of the US. 
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C3 Economic Control Subcriteria 
C31 Domestic 

*C311 Domestic Employment Loss: The domestic economic costs due 
to employment loss associated to the energy security of the US. 
*C312 Domestic Grid Instability: The economic costs associated with 
grid instability based on the energy mix. 

C32 International 
C321 International Exports: The costs associated with international 

exports. Exports may become more expensive since US investments 
and FDI are greater domestically than previously. 

C322 International Trade/Tariffs/Sanctions 
C4 Technological Control Subcriteria 

C41 Domestic R&D Costs 
C42 Domestic Deployment Costs 
C43 Domestic Transition Costs: The costs associated to transitioning 
from our current energy mix to a moderately to significant energy mix. 
C44 International Trade Costs: The costs associated by foreign concerns 
to our energy security policy, especially when it may affect their trade 
balance with the US. 

C5 National Security Control Subcriteria 
C51 Increased Terrorism: Costs due to terrorism. Since US is no longer 
as dependent on foreign sources of fuel, then a cascade effect in all sectors 
of the economy are expected. Outsourcing may not be required. 
*C52 Oil Peaking 

(R) Risks Cluster/Node Descriptions (Figure 6) 

Rl Energy Policy Failure Control Subcriteria 
R l l International Backlash: The political risks from an International 
backlash. 
R12 Domestic Instability: The political instability that will be created due 
to opposing sides of the energy policy issue. Should it not work, the two 
political parties would blame the other leading to little or no compromising 
on any political issue. 
*R13 Economic Calamity: The political risks associated due to an 
economic calamity because the correct energy security policy was not 
implemented. 
R14 Society: The political risks associated to the unrest and discontent 
with the political leaders, i.e. civil unrest. 
R15 National Security Compromised: description 

R2 Technological Control Subcriteria. 
R21 Fuel Choice: 77?̂  technological risks associated with the fuel mix 
selected to ensure the energy security of the US. 

R121 Environmental: Political costs by environmental special interest 
groups. 
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CI22 Business: Political costs by business related special interest 
groups associated with the energy security of the US. 

R22 Research and Development: The technological risks associated with 
R&D to support the energy security policy of the US. 
R23 Infrastructure: The technological risks associated to infrastructure 
impacts that would support the energy security policy of the US. 

R3 Environmental Control Subcriteria 
R31 Increased Emissions 
*R32 Political 
R33 Health: The health risks due to environmental emissions associated 
with the energy security policy of the US. 
R34 Fuel Choice: The environmental risks associated with the fuel mix 
selected for the energy security of the US. 

*R341 Petroleum Products. 
R342 Coal 
R343 LNG 
R344 Natural Gas 
R345 Hydrogen Economy 
*R346 Nuclear 
R347 Renewables 

R4 Economic Control Subcriteria 
*R41 Oil Peaking 

Strategic Rating Model 

The strategic rating model was developed separately to obtain the weighting 
values of the BOCR against three fundamental criteria associated with the 
energy security of the United States. Those criteria are Energy Security, 
International Competitiveness, and Environmental Quality^. A High, Moderate, 
and Low category scale was used to rate the criteria against the BOCR specific 
to the highest alternative from the BOCR model. In the case of Benefits and 
Opportunities it was the Energy Independence Emphasis, and for Costs and 
Risks it was the Comparative Advantage Approach. 

i. Criteria Description 

The three criteria used to answer the strategic rating model goal, "What 
direction should the United States energy policy provide?" are energy security, 
international competitiveness, and environmental quality. 

^ US Department of Energy, February 2004,"Hydrogen Posture Plan - An 
Integrated Research, Development, and Demonstration Plan". 



U.S. ENERGY SECURITY 153 

PQ 



154 ANALYTIC HIERARCHY PROCESS 

t: 
o 

o 

a 

?; 
O i 

Pu, i 

• S ; 

i ! 
CQ 1 

^ j 

o 1 

sii'j 
;a 1 ^ 1 

1 ^ 
^\ 
> î 
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ii. Alternatives Description 

The role of alternatives for the strategic rating model is played by the benefits, 
opportunities, costs, and risks. 

1. Benefits 
The alternative considered for Benefits against the three criteria indicated 
was energy independence emphasis. The rating chosen for the three 
criteria was high for energy security, high for international 
competitiveness and low for environmental quality. A low was chosen 
for environmental quality for two reasons. They were that sufficient 
environmental technologies existed to maintain a satisfactory level of 
environmental quality in the US from US produced emissions and that 
depending on the fuels being used from a particular point source the 
environmental quality might be better or worse dependent on the 
regulations at the time. 

2. Opportunities 
The alternative considered for Opportunities against the three criteria was 
energy independence emphasis. The rating chosen for the three criteria 
was high for energy security, high for international competitiveness and 
moderate for environmental quality. A moderate factor was chosen for 
environmental quality because it was believed that advancements in 
technology to mitigate emissions from point or distributive sources would 
be developed. These developments in turn could create economic 
opportunities domestically and internationally through imports. The 
technology leadership that the US would have would not only reduce US 
produced emissions but those generated by foreign countries that pollute 
the US due to global effects. 

3. Costs 
The alternative considered for Costs against the three criteria was 
comparative advantage approach. The rating chosen for the three criteria 
was moderate for energy security, moderate for international 
competitiveness and low for environmental quality. A moderate factor 
was chosen for energy security and international competitiveness because 
many of the technologies needed to generate efficient power cycles have 
been developed or at applied research stages of development. True that 
there may be breakthroughs in science that could alter the power 
generation cycle but that option was not considered in this analysis. In 
addition, a comparative approach as an energy policy would provide costs 
associated to the market forces and international influences associated 
with the energy production countries. One example is OPEC's decision 
to decrease production levels in order to maintain high prices. The 
control that OPEC has and other fuel producing nations which reside in 
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chaotic regions of the world only increases the costs to the US as it relates 
to politics, economy, society, international competitiveness, and national 
security. 

4. Risks 
The alternative considered for Risks against the three criteria was 
comparative advantage approach. The rating chosen for the three criteria 
was high for energy security, moderate for international competitiveness 
and low for environmental quality. A high was chosen for energy 
security because foreign influences would determine the availability of 
the fuel that drives our economy that in turn determines or standard of 
living and the potential of the nation. Moderate for International 
competitiveness for the same reasons as energy security but offset slightly 
by the fact hat the Unites States produces/invents products that cannot be 
initially obtained anywhere else in the world. A low rank for 
environmental quality because the US would most likely become more 
dependent on natural gas or LNG which is significantly environmentally 
friendly compared to coal or nuclear (Environmental equipment required 
for coal and nuclear to match less equipment required natural gas 
systems). 

Alternatives Model 

The alternatives model is shown in Figure 7. It is a template that was used to 
indicate all of the influences as they relate to the alternatives and each other. 
It is a very complex sub-network that was modified according to the high 
priority node within each BOCR sub-network. Specific information is 
provided herein to demonstrate that the template was useful in minimizing the 
model development time. In some cases other clusters and nodes were added 
because they were relevant to the point in the model being considered. 
Descriptions of the nodes were not included because they were considered 
self-explanatory. 
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Figure 7. Alternatives Subnet Model Template 

The four alternatives considered for this model were selected because it 
provided a range of options that went from a comparative advantage approach to 
complete energy independence. They ranged from globalization to isolationism, 
respectively. 

Status Quo Approach 

The status quo approach represents current approaches to the energy security of 
the United States. This takes into consideration that US fossil fuel imports have 
reached an all time high of 60% to a domestic fuel source of 40%. The actual 
breakdown is not considered at this level instead an indication of the 60/40 split 
between imports and domestic fuel sources was the point under consideration. 

Energy Independence Emphasis 

The energy independence emphasis is the direct reciprocal of the status quo 
approach that is to have a 40/60 split between imports and domestic fuel sources 
respectively. This approach would provide energy security with creating a 
sentiment that the US was moving toward isolationism. 
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Complete Energy Independence 

The complete energy independence approach relates to 100% dependence on 
domestic resources. This was considered as one extreme that would lead to 
isolationism in the world fuel market and potentially a risky and costly 
proposition with little benefits and opportunities. 

Comparative Advantage Approach 

The comparative advantage approach took the direct opposite approach to 
complete energy independence. It considered a market driven US energy policy. 
This approach would only use domestic sources of fossil fuels if it were 
economical. There are obvious risks and costs associated with this approach but 
also considered it from a free markets perspective and a potential desire of the 
US population or political forces to be driven by a particular fuel which the US 
has limited reserves. 

3. BENEFITS, OPPORTUNITIES, COSTS AND RISKS MODEL 

The BOCR model illustrated in Figure 8 is the top most part of the model that 
has its own sub-networks specific to the benefit, opportunities, costs or risks 
associated to the energy security of the U.S. No two sub-networks are alike. 

This section will elaborate on the different aspects of the model and its results. 
While the editorial comments may be short it is only because the figures state 
the results or what is being shown the best. Where further discussion it is given 
if warranted. 

• I Goal - Enei^' Seciirity of the USA - | n | x | 

J 
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i l Control Criteria 

IBettefits 20pport unities 

bubnel 
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Figures. BOCR Model 
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Benefits Model 

The Benefits sub-network illustrated in Figure 2 begins to show the complexity 
of the model. In this sub-network there are six alternative sub-networks 
corresponding to the nodes B221, B23, B31, B321, B52 and B61. The matrix 
illustrated in Table 1 shows the cluster pairwise comparison values for the 
benefits control criteria. Table 2 gives the synthesized priorities of all the 
benefits criteria. 

Table 1. Pairwise comparisons and priorities of benefits control criteria 

Political 
Societal 
Economic 
Technological 
National 
Environmental 

Political Societal Economic Technological National Environmental 
1 1/5 1/6 1/3 1/7 1/3 
5 1 1 / 2 3 1 1 
6 2 1 3 4 2 
3 1/3 1/3 1 1/3 1/4 
7 1 1 / 4 3 1 1/2 
3 1 1 / 2 4 2 1 

Priorities 
0.0520 
0.2977 
0.2588 
0.0739 
0.0689 
0.2487 

B1 Political 
|B11 International 

B111 Bargaining Power 
B112 Energy Policy Leadership 

| B I 2 Domestic Political Stability 
1 B2 Societal 
|B21 Technology Development 
B22 Sense of Well Being 

B2ai Job Security 
B222 National Pride 

B223 Energy Assurance 
B23 Controlling the Consumer Cost of Energy | 

B3 Economic 

B31 Domestic Energy Cost Control 
B32 Domestic Economic Security 

B321 Domestic Employment Growth 
B322 Domestic Manufacturing Growth 

|B33 International Growth 
|B4 Technological 
|B41 Domestic Environmental Quality 
B42 Domestic Technology Superiority 
B43 International Trade 
|B44 International Technology Leadership 
|B5 National Security 
B51 Military 
|B$2 Less Dependence on Foriegn Influences 
1 B6 Environmental 
1 B6t Oil Peaking 

Normalized By Cluster 
0.0520 

0.2500 
0.8572 
0.1428 

0.7500 
0.2977 

0.1005 
0.4664 

0.6483 
0.1220 
0.2297 

0.4331 

0.2588 

0.3325 
0.5278 

0.6667 
0.3333 

0.1397 
0.0739 

0.3042 
0.1205 
0.4643 
0.1110 

0.0689 
0.2500 
0.7500 

0.2487 
1.0000 

Limiting Priorities | 
0.0227 

0.0057 
0.0049 
0.0008 

0.0170 
0.1301 

0.0131 
0.0607 

0.0393 
0.0074 
0.0139 

0.05S3 

0.1131 

0.037$ 
0.0597 

0.0398 
0.0199 

0.0158 
0.0323 

0.0098 
0.0039 
0.0150 
0.0036 

0.0301 
0.0075 

lilllillllH^^ 
0.1087 

i i i i i i i i ig^ 

Opportunities Model 

The Opportunities sub-network illustrated in Figure 3 shows that there are 
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differences in the BOCR sub-networks due to the question that is being 
addressed. In this sub-network there are four alternative sub-networks 
corresponding to the nodes 012, 0222, 023 and 024. 

The matrix illustrated in Table 3 shows the cluster pairwise comparison values 
for the opportunities control criteria. Table 4 shows the synthesized priorities of 
the opportunities criteria. 

Table 3. Pairwise comparisons and priorities of opportunities control criteria 
I Political Economic Technological I Priorities I 

Political 
Economic 
Technological 

1 
3 
4 

1/3 
1 

1/7 

4 
7 
1 

0.2628 
0.6586 
0.0786 

Table 4. Opportunities Priorities 
Goal - Opportunities Control Criteria Hierarchy Normalized By Cluster Limiting Priorities 

01 Political 0.2628 0.1154 
O i l International 

0111 Bargaining Powerl 
0112 Energy Policy Leadership! 

012 Domestic Politioaf Stability 

0.1667 

0.8333 

0.0192 
0.7500 
0.2500 

ililBH 

0.0144| 
0.0048 

02 Economic 0.6586 0.2893 
021 Domestic Energy Cost Control 
022 Domestic Economic Security 

0221 Domestic Employment Growth 
0222 Domestic Manufacturing Growth 

023 Inlefnational Growth 
024 Git Peaking 

0.0877 
0.3533 

0.1305 
0.4285 

0.0254 
0.1022 

0.3333 
0.6667 

0.0341 
i i i i i i i i i i l i l i 

i l l lWi i i i i i i 
lilBBllllli 

• n i l 

03 Technological 0.0786 0.0345 
031 Domestic Environmental Quality 
032 Domestic Technology Superiority 
033 International Trade 
034 International Technology Leadership 

0.1702 
0.2904 
0.4215 
0.1180 

0.0059 
0.0100 
0.0146 
0.0041 

Costs Model 

The costs sub-network illustrated in Figure 4 shows the differences compared to 
the benefits and opportunities sub-networks. Cluster C5 National Security is 
new and introduces the costs associated to Increased Terrorism and Oil Peaking. 
In this sub-network there are only three alternative sub-networks (C311, C312 
and C52) because of their impact on costs. What is interesting is that the 
numerous other nodes are not even close to being significant but do play a role 
in elevating the Alternative sub-network nodes. 

The matrix illustrated in Table 5 shows the cluster pairwise comparison values 
for the costs control criteria. Table 6 gives the synthesized priorities of costs 
criteria. 
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Table 5. Pairwise comparisons and priorities of costs control criteria 

Political 
Societal 
Economic 
Technological 
National 

Political 

1 
4 
5 
7 
9 

Societal 

1/4 
1 
3 
2 
4 

Economic 

1/5 
1/3 
1 
2 
3 

Technological 

1/7 
1/2 
2 
1 
4 

National 

1/9 
1/4 
1/3 
1/4 
1 

PrioritiesJ 

0.0724 
0.1529 
0.4247 
0.0369 
0.3132 

Table 6. Costs priorities 

1 C1 Political 
ICII Intematlonal 

c m Bargaining Power 
C112 Foriegn Political Backlash 

C12 Domestic - Special Interest Groups 

1 CI 22 Business 
1 C2 Societal 
C21 Sense of Well Being 

C211 Petroleum products 
C212Coal 
C213LNG 

C214 Natural Gas 
C215 Hydrogen Economy 

C216 Nuclear 
C217 Renewables 

|C22 Short term consumer cost increase 
1 C3 Economic 
|C31 Domestic 

0311 Domestic Employment Loss 
0312 Domestic Grid Instability 

C32 International 
0321 International Exports 

1 0322 International Trade/Tariffs/Sanctions 
1 04 Technological 
041 Domestic R&D Costs 
042 Domestic Deployment Costs 
043 Domestic Transition Costs 
|044 International Trade Costs 
1 05 National Security 
1051 Increased Terrorism 

[lil|;il|||i||il|M^^^ 

Normalized By Cluster 
0.0724 

0.7500 
0.2000 
0.8000 

0.2500 
0.8334 
0.1666 

0.1529 
0.8750 

0.0607 
0.0312 
0.0646 
0.0208 
0.4926 
0.1870 
0.1431 

0.1250 
0.4247 

0.8333 
0.8000 
0.2000 

0.1667 
0.6667 
0.3333 

0.0369 
0.0433 
0.3055 
0.5273 
0.1239 

0.3132 
0.1111 
0.8889 

Limiting Priorities | 
0.0275 

0.0206 
0.0041 
0.0165 

0.0069 
0.0057 
0.0011 

0.0581 
0.0508 

0.0031 
0.0016 
0.0033 
0.0011 
0.0250 
0.0095 
0.0073 

0.0073 
0.1614 

0.1345 
0.1264 
0.0316 

0.0269 
0.0022 
0.0011 

0.0140 
0.0006 
0.0043 
0.0074 
0.0017 

0.1190 
0.0132 

| | | i i i i l | i | | M 

Risks Model 

The risks sub-network illustrated in Figure 5 has five alternative sub-networks in 
its nodes (R13, R32, R341, R346 and R41). It is interesting is that in every 
instance Oil Peaking has a high priority, both in the costs and risks sub­
networks. 



164 ANALYTIC HIERARCHY PROCESS 

The matrix illustrated in Table 7 shows the cluster pairwise comparison values 
for the risks control criteria. Table 8 gives the synthesized priorities of the risks 
criteria. 

Table 7. 

[Energy Policy 
Technological 
Environmental 
1 Economic 

Pairwise comparisons and priorities of risks control criteria 
Energy Policy Technological Environmental Economic 

1 4 2 1 
1/4 1 1/3 1/5 
1/2 3 1 1 
1 5 1 1 

Priorities 
073620 
0.0767 
0.2385 
0.3219 

Table 8. Risks priorities 

|Goal - Risks Control Criteria Hierarchy 
1 R1 Energy Policy Failure 
IR11 International Backlash 
R12 Domestic Instability 
R13 Economic Calamity 
R14 Society 

|R15 National Security Compromised 
1 R2 Technological 
R21 Fuel Choice 

R211 Petroleum products 
R212Coal 
R213LNG 

R214 Natural Gas 
R215 Hydrogen Economy 

R216 Nuclear 
R217Renewables 

R22 Research and Development 
|R23 Infrastructure 
1 R3 Environmental 
|R31 Increased Emissions 
R32 Political 
R33 Health 
R34 Fuel Choice 

R341 Petroleum Products 
R342 Coal 
R343 LNG 

R344 Natural Gas 
R345 Hydrogen Economy 

R346 Nuclear 
1 R347 Renewables 
1 R4 Economic 
[R41 Oil Peaking 

Normalized By Cluster 
0.1244 

0.0598 
0.1606 
0.4723 
0.2275 
0.0799 

0.0606 
0.7306 

0.0810 
0.1884 

0.0444 
0.0286 
0.1679 
0.0432 
0.4307 
0.2585 
0.0268 

0.3015 
0.0926 
0.1889 
0.1188 
0.5996 

0.2871 
0.2499 
0.0707 
0.0497 
0.0473 
0.2686 
0.0269 

0.5135 
1.0000 

Limiting Priorities | 
0.0559 

0.0033 
0.0090 

iiilHll 
0.0127 
0.0045 

l l l l l l l l l 

0.0272 1 
0.0199 

0.0022 
0.0051 

0.0009 
0.0006 
0.0033 
0.0009 
0.0086 
0.0051 
0.0005 

0.1355 1 
0.0126 

HBIII 
0.0161 
0.0813 

i i i i i l i i i i i i 

0.0233 
0.0203 
0.0057 
0.0040 
0.0038 
0.0218 
O.OO22I 

0.2308 1 
0.2308 1 
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BOCR/Alternative Analysis 

Table 9 shows how the alternatives were ranked for benefits, opportunities, costs 
and risks. The benefits and opportunities models rank the Energy Independence 
Emphasis the highest followed by Complete Energy Independence. For the 
costs model, the Comparative Advantage Approach was the most costly. 
Interestingly, the other three alternatives were very close in rating. This suggests 
that all three have about the same level of costs and are interchangeable in a 
decision as far as costs are concerned. The results of the risks model show the 
Comparative Advantage Approach to be the most risky followed by Complete 
Energy Independence. 

Table 9. Ranking of alternatives for BOCR 

Alternatives 

1 Status Quo Energy Policy 
2 Energy Independence Ennphasis 
3 Complete Energy Independence 
i4 Comparative Advantage Approach 

Benefits 
(0.3260) 
0.5228 
0.7989 
0.5815 
0.3841 

Opportunities 
(0.3323) 
0.2733 
0.9541 
0.6725 
0.2985 

Costs 
(0.0828) i 
0.3569 
0.3503 
0.3649 
0.9040 :: 

Risks 
(0.2588) 
0.4448 
0.4663 
0 6430 
0.8204 

To synthesize the benefits, opportunities, costs and risks, they are rated as 
clusters with respect to three strategic control criteria: Energy Security, 
International Competitiveness and Environmental Quality. Their priorities of 
the strategic criteria are given in Table 10. 

Table 10. Ratings and Priorities for BOCR with respect to Strategic Criteria 

1 Benefits 
lOpportunities 
1 Costs 
[Risks 

Energy 
Security 

0.625 
High 
High 

Moderate 
High 

International 
Competitiveness 

0.238 
High 
High 

Moderate 
Moderate 

Environmental 
Quality 
0.137 
Low 
Low 
Low 
Low 

Priorities 1 
0.3260 
0.3323 
0.0828 
0.2588 1 

Intensities: High 
1.0000 

Moderate 
0.2404 

Low 
0.1154 

Table 10 also shows the final priorities of benefits, opportunities, risks and costs 
after the ratings are translated into a numerical scale. Benefits and opportunities 
are rated as the most significant of the merits. 

4. MODEL RESULTS 

The synthesized results of the entire model, taking into account the 
weighting factors of the strategic rating model discussed in Section 2, are given 
in Table 11. The results indicate that the U.S. energy policy should be strongly 
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driven toward an Energy Independence Emphasis. This alternative was 
perceived to be twice more effective than the alternative Complete Energy 
Independence and almost three times more than the Status Quo. The 
Comparative Advantage Approach lagged the other three alternatives and should 
never be considered as an energy policy option. 

Table 11. Synthesized priorities 

lAlternatives 
1 Status Quo Energy Policy 
2 Energy Indapefidence Emphasis 
3 Complete Energy Independence 
14 Comparative Advantage Approach 

Synthesis | 
BO/CR 
0.9000 
4.6663 
1.6666 
0.1546 

bB+oO-cC-rR| 
0.1166 
0.4278 
0.2164 
-0.0628 1 

5. SENSITIVITY ANALYSIS 

A sensitivity analysis was performed to determine if the overall results 
illustrated in Table 11 would vary due to the judgments made in the model. This 
section will look at each of the main control criteria identified as the benefits, 
opportunities, costs, and risks associated with the goal of the energy security of 
the U.S. 

Benefits 

The benefits sensitivity analysis illustrated in Figure 9 indicates that the 
greatest benefits will always be achieved through Alternative # 2, Energy 
Independence Emphasis. Alternative # 2 is followed by Alternative # 3, 
Complete Energy Independence, which is two orders of magnitude and at times 
three orders of magnitude less significant than Alternative # 2. Alternative # 1, 
Status Quo Approach, does not present itself as providing any benefit until after 
a 15% emphasis on the benefits related to the energy security of the U.S. is 
considered. The comparative advantage approach. Alternative # 4, begins to 
provide positive benefits after 40% emphasis on the benefits related to the 
energy security issue is considered but at this point Alternative # 2 is at its 
highest benefit potential of 60%. This point is captured in the following figure 
by the dashed vertical line. 
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•0.6 

•0.8 

1 - Status Quo Energy Policy 
2 - Energy Independence Emphasis 
3 - Complete Energy Independence 
4 - Comparative Advantage Approach 

Figure 9. Benefits Sensitivity Analysis 

Opportunities 

The Opportunities sensitivity analysis illustrated in Figure 10 indicates that 
the greatest opportunities will be present through Alternative # 2, Energy 
Independence Emphasis. This alternative with a priority value of 0.562 is 
followed by Alternative # 3, Complete Energy Independence, with priority equal 
to 0.284 when there is a 40% emphasis associated to the opportunities with 
respect to the energy security of the U.S.. The Status Quo Approach, 
Alternative # 1, does present higher opportunity potential compared to 
Alternative 3 below a 10% emphasis. Above a 10% emphasis it levels out from 
a 5% to 10% opportunity potential. Likewise, Alternative # 3 increases from a 
5% to a 30% opportunity potential at the extreme emphasis scenario. 

The Comparative Advantage Approach, Alternative # 4, begins to provide 
positive opportunities after a 40% emphasis on the energy security issue is 
considered but at this point Alternative # 1 is at it highest opportunity potential 
of 60%. This point is similar to the benefits sensitivity analysis and is captured 
in the following figure by the dashed vertical line. 
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1 - Status Quo Energy Policy 
2 - Energy Independence Emphasis 
3 - Complete Energy Independence 
4 - Comparative Advantage Approach 

Figure 10. Opportunities Sensitivity Analysis 

Costs 

The Costs sensitivity analysis illustrated in Figure 11 indicates that the 
greatest costs will be present through Alternative # 4, Comparative Advantage 
Approach, at any given emphasis or judgment. The next costly alternative is, 
Status Quo Approach which is followed by Complete Energy Independence. 
This leaves the least costly alternative as the Energy Independence Emphasis. 
As Figure 53 indicates that not until an emphasis greater than 60% is considered 
will Alternative # 2's cost enter a negative range, but still the least cost when 
compared to the other three alternatives. 

What is also interesting in the figure below is that when a cost is the 
primary emphasis when considering the direction for the energy security of the 
United States, Alternatives 1-3 converge but are still significandy less costly 
than Alternative #4, Comparative Advantage Approach. 
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1 - Status Quo Energy Policy 
2 - Energy Independence Emphasis 
3 - Complete Energy Independence 
4 - Comparative Advantage Approach 

Figure 11. Costs Sensitivity Analysis 

Risks 

The Risks sensitivity analysis illustrated in Figure 12 indicates that the 
greatest risks will be present through Alternative # 4, Comparative Advantage 
Approach, at any given emphasis or judgment. The Status Quo Approach 
follows as the next riskier alternative until a 53% emphasis is considered where 
it changes ranking with the Complete Independence Alternative. Alternative # 2 
once again shows to be the best option or creating the least risk. 

Another convergence point is illustrated when risk concerns are paramount 
to benefits, opportunities, and cost. That convergence is between Alternative # 
1, Status Quo Approach, and Alternative # 2, Energy Independence Emphasis. 
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1 - Status Quo Energy Policy 
2 - Energy Independence Emphasis 
3 - Complete Energy Independence 
4 - Comparative Advantage Approach 

Figure 12. Risks Sensitivity Analysis 

Considering the benefits, opportunities, costs and risks all at once 
the graph of the sensitivity analysis (Figure 13) shows that Alternative #2 
consistently dominates all others under all possible combinations of changes in 
the priorities. 

1 - Status Quo Energy Policy 
2 - Energy Independence Emphasis 
3 - Complete Energy Independence 
4 - Comparative Advantage Approach 

Figure 13. BOCR Sensitivity Analysis 
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6. CONCLUSION 

Deciding the direction of the U.S. energy policy to ensure its energy 
security is a very complex issue with many influences on how that decision will 
turn out. As the model demonstrated that many of the forces that we would 
consider as important are not that significant in the grand scheme. They do play 
a part on how the true drivers or motivators for one alternative versus another is 
decided so they should not be rapidly dismissed. 

Table 11 shows that an Energy Independence Emphasis should drive the 
energy policy of the U.S. and intuitively that is the answer that we would have 
chosen. It created the greatest benefits and opportunities while generating the 
least costs and risks when considered against the multitude of criteria we 
modeled. 

The Status Quo Approach was ranked 3̂ ^ and 4* for benefits and 
opportunities, respectively, and it was also ranked 3"̂^ and 4̂ ^ least for costs and 
risks, respectively. This makes sense since this alternative has an order of 
flexibility but in the long run it is not the best alternative with regard to an 
energy policy direction. 

The alternative Complete Energy Independence is twice as significant as the 
Status Quo Approach with respect to benefits and opportunities and ranked the 
2"̂  highest in cost and risk. The costs associated with converting the entire 
energy infrastructure to be run fi-om domestic resources would and most likely 
bankrupt the country. In addition, the isolationism that would be perceived by 
the global community could increase the risk of terrorism and trade sanctions 
and tariffs against the U.S. 

In every instance the Comparative Advantage Approach is the worst 
alternative for the U.S. It has the highest costs and risks while providing the 
least benefits and opportunities. 
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CHAPTER 9 

STABILIZING SOCIAL SECURITY FOR THE LONG-TERM 

Valorie Checque, Larry E. Nolph and Brian R. Patt 
(Spring 2005) 

1. INTRODUCTION 

President Roosevelt founded Social Security in 1935. In 1937, the Federal 
Insurance Contribution Act (PICA) was signed and mandated that workers 
contribute 2 percent of wages. 

Over the next sixty-eight years, PICA has been amended numerous times 
including eight increases to the withholding percentage, which currently stands 
at 12.4%. Cost of Living Adjustments (COLA) were added first in 1972 and 
revised in 1977. 

In the early 80s, the system was declared actuarially unsound. The National 
Commission on Social Security Reform was founded and in 1983 called for: 

1) an increase in the self-employment tax partial taxation of benefits to 
upper income retirees 

2) expansion of coverage to include federal civilian and nonprofit 
organization employees 

3) An increase in the retirement age from 65 to 67, to be enacted gradually 
starting in 2000. 

Again, Social Security was declared actuarially unsound. Of course, this 
declaration was premature as the Social Security Trustees' Report of 1996 stated 
that the Social Security system would start to run deficits in 2012, and the trust 
funds would be exhausted by 2029. All members of the Advisory Panel agreed 
that some or all of Social Security's funds should be invested in the private 
sector. To keep the unchanged system actuarially sound, payroll taxes would 
have to be increased 50%, to 18% of payroll, or benefits would have to be 
slashed by 30%. In 1997, all members of the presidential-appointed Social 
Security Advisory Panel agreed that some or all of Social Security's funds 
should be invested in the private sector. They also concurred with the Social 
Security Trustee's Report that in order to keep the unchanged system actuarially 
sound, payroll taxes would have to be increased 50%, to 18% of payroll, or 
benefits would have to be slashed by 30%." 

In the eight years since the advisory panel's recommendation, little has been 
done to correct the issue only exacerbating the size and scope of the problem. 
President George W. Bush has put the issue at the forefront of his agenda for the 
second term with his proposal to privatize a portion of the program. 
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Responses to the President's proposal range from acceptance, to labeling it 
as a retrenchment back to the days before Social Security. Moreover, some 
groups say the problem is overstated, that Social Security only requires minor 
modifications. The goal is to use ANP (Figure 1) to determine the best available 
option for stabilizing Social Security over the long-term. 

JiJ Goal - l a N I 

] Peterming a course of action for th# US Social Securi^ program | 

J 

f 

JiJ StMtegB Crilcm - > I D | X | 

[ PK^wm stability I \ Adwpttt aiems for ptrtkiptats 1: j Pticsptioiiofftai»ss| 

J 

j y Modil 4aM 

Btnt f l ts l Opportynitl^s I Costs I Risks I 
- ^ S u t a e t | ^ : Subnet | ; S îanet | :̂  Subnet | : 

. J 

Figure 1. Strategic Criteria and BOCR Model 

2. STRATEGIC CRITERIA 

Tree strategic criteria were identified to be used when assessing any 
proposed alternative; they are Program Stability, Adequate Means for 
Participants, and Perception of Fairness. 

Program Stability - Program stability suggests that there is a program in place, 
long-term for all participants. The optimal solution should ensure that the 
program survives and does not need further significant modifications. 
Participants should have peace of mind that when they retire, the program will 
be there throughout their lifetime. 

Adequate Means for Participants - Participants should be able to rely on 
prescribed level of benefits that are adequate to support participants in their 
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retirement. A stable program that pays some insignificant level of benefits is not 
considered optimal. 

No attempt was made to define what that prescribed level of benefits is. 
Social Security was originally intended to be a supplement to a retiree's other 
income. The retiree was also to have a company pension as well as personal 
savings to rely upon. Over time, there has been an increase in retirees' reliance 
on Social Security. At the program's inception through the forties Social 
Security only comprised approximately 20-25% of a retiree's income. Today, 
retirees rely on Social Security for 67% of their income on average. Years of 
low personal savings levels and pension failures have increased the strain on the 
Social Security system. 

Perception of Fairness - Whatever the solution, the program needs to be 
perceived as a fair system. One segment of the population should not be seen as 
benefiting unfairly from any proposed changes. 

3. ALTERNATIVES 

Fourteen alternatives were considered initially. However, there are overlaps 
in some, while others were considered not viable. This list of fourteen was then 
narrowed to five alternatives. They are: 

Raise Ceiling - This alternative proposes raising the level of income subject to 
the 12.4% Social Security withholding. Currently, any income above $90,000 is 
not subject to Social Security withholding. The cap on the withholding level can 
be increased as a one-time adjustment, or over a series of years. A more 
draconian approach would be to remove the cap completely. An increase in the 
withholding percentage for all participants was also examined. In the current 
environment, this revenue-enhancing alternative appears to be much more 
likely. 

Raise Retirement Age - The normal retirement age has been raised in the past 
and this option is considered viable in the current situation. Life expectancy of 
Americans continues to increase. The tendency causes the ratio of years as a 
payer to years as a payee to change. As the ratio increases, it places increasing 
strain on the financial resources of the system. All other factors held constant, 
the system will either need to fmd another mechanism to increase revenue or to 
decrease expenditures. 

Privatize - While there are numerous possible scenarios, the proposal by 
President Bush where certain participants can elect to have 4% of their wages 
diverted to a private investment account is used. Lower and higher percentages 
have been proposed, but it is believed that this proposal has received adequate 
scrutiny and analysis to enable one to make an informed opinion as to its 
benefits, opportunities, costs, and risks. 
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Reduce Benefits - This alternative can encompass a broad array of tactics. The 
mechanics used to reduce benefits could be the subject of another model if this 
alternative is deemed optimal. Among the choices are a simple one-time cut in 
benefit, a temporary freeze in benefit levels, or a reduction in future COLA 
adjustments. The main theme is a method of expenditure control vs. revenue 
enhancing ideas such as ''Raising the Withholding Ceiling''. 

Status Quo - This alternative says to leave the Social Security program as it is. 
There should be no modifications to the system. Proponents of this alternative 
believe that the current system does not require fixing, and that some external 
influences will arise to correct the current deficit. While the vast majority of 
people would agree that some level of correction is required, this alternative was 
also included because of the tendency to neglect or delay dealing with the 
problem. The current issues were first identified back in 1996 and have yet to 
be addressed in any form. History might suggest this as an alternative, no matter 
how ill-advised. 

4. BENEFITS/OPPORTUNITIES/COSTS/RISKS 

OVERVIEW 

The benefits, opportunities, costs and risks models share the same control 
criteria. They are: Social, Political, and Economic. The subnets within each, 
however, may differ depending on the control criterion. Figure 2 shows a 
sample Control Criteria Hierarchy 

j j Control Criteria Goal - ln |x | 

Goal: Benefits Control Criteria Hierarchy I 

J 

j i j Control Criteria - |n|x| 

Political I 
Subnet 

J 

Figure 2. Hierarchy of Benefits Control Criteria 
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BENEFITS 

The Social Subnet (Figure 3) has two elements within the Stakeholders' Cluster: 
• Payee Confidence - confidence of those receiving benefits that their 

benefits will continue at an acceptable rate 
• Payer Confidence - confidence of those paying in to the program that it is 

worthwhile and they would see a return on the money they are investing 

--J 

Status Quo I 

^ 

Alternatives 

Raise Celling I 

n x 

Reduce Benefits! 

Privatize I Raise Retirement Age I 

I 
1 Slakeholders Jolxl 

J 

1 Pa3ree confideiice I 1 Payer confidence I 

J 

Figure 3. Social Subnet 

The Political subnet (Figure 4) contains two clusters, President and Legislative: 
President 

• Media Coverage - the benefit that comes from positive coverage in media 
outlets. 

• Voter Perception - the benefit that comes from a favorable impression in 
the mind of likely voters. 

• Legacy Place in History - the benefit that comes from being identified 
with significant historical achievements. 

Legislative 
• Media Coverage - the benefit that comes from positive coverage in media 

outlets. 
• Party Recognition - supporting the alternative results in support or lack of 

support from the legislator's political party 
• Voter Perception - the benefit that comes from a favorable impression in 

the mind of likely voters. 
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Figure 4. Political Subnet 

The Economic subnet (Figure 5) contains only one cluster, the Financial cluster. 
This cluster contains two nodes 

• Program Stability - Program that is not overly susceptible to normal 
political or economic fluctuations. 

• US Economic Stability - Program that does not subject the economy to 
fluctuations or inhibit growth. 

JEi 

Status Quo 

Alternatives 

Reduce Benefits 

Privatize Raise Retirement Agej 

Jel2<J 

| » l lFi i i i»cM 

I Propmi stibi l iy I ; 1 US icoiomic stabflitj 

D X 

Figure 5. Economic Subnet 
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OPPORTUNITIES 

The Social Subnet (Figure 6) has three elements within the Stakeholders Cluster: 
• Participant Peace of Mind - comfort that comes from the assurance that 

the program will last throughout the participant's lifetime. 
• Encourage Financial Responsibility - encourages participants to educate 

themselves on financial matters. 
• Decreased Dependence on Government Programs - potential benefit that 

comes from a more secure financial future where participants increase 
personal savings rates. 

JLI Alternatives -|n|x| 

Status Quol Raise Ceiling! FReduce Benefits| 

Priyatize | Raise Retirement Age | 

J 

t 
j j i Stakeholders - | D | X | 

1 Partkipant peyejjf imiui | 1 Encourage financial responsibility I 

1 Decreased dependence on gpvenmuent program I 

J 

Figure 6. Social Subnet 

The Political subnet (Figure 7) contains two clusters, President and Legislative: 
President 

• Media Coverage - the benefit that comes from positive coverage in media 
outlets. 

• Attract New Supporters - the potential benefit from taking a position that 
brings in likely voters outside the normal base. 

• Increased Political Capital - the potential benefit that comes from 
securing a major political victory that translates into more political power 
on upcoming issues. 

• Legacy Place in History - the benefit that comes from being identified 
with significant historical achievements. 
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Legislative 
• Media Coverage - the benefit that comes from positive coverage in media 

outlets. 
• Party Recognition - supporting the alternative results in support or lack of 

support from the legislator's political party 
• Attract new supporters - the potential benefit from taking a position that 

brings in likely voters outside the normal base. 
• Likelihood of re-election - increase in the likelihood of re-election from 

association with a significant political issue. 
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Status Quo I Raise Ceiling I Reduce Benefits | 

ml IPiwident - i D i x j j ^ 2Le9slalo« -11=^x1 

l l<pcy«>toin l i i to iy | 1 Altx«ct MW supporteis | 2 Medio cov^ray ( 2 M l , ^ « w supporter ( 

i laotimippBieilctpM j 1 M«dm covt^ga f 2 P^iy .tcogMlioH | • 2 Ufaldood of iBctection ( 

J 

Figure 7. Political Subnet 

The Economic subnet (Figure 8) contains two clusters, Financial and 
Operational: 
Financial 

• Effect on Capital Markets -the potential benefit on interest rates or 
investment rates from the alternative. 

• Effect on US Budget - the potential positive impact on the US budget 
deficit. 

• Effect on US Economy - the potential opportunity from for positive 
impact to the US Economy. 

Operational 
• Reduction of Bureaucracy - the potential impact of a reduction in US 

government bureaucracy and/or a reduction of bureaucracy at employers 
to comply with the program. 
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Figure 8. Economic Subnet 

COSTS 

The Social subnet (Figure 9) has three elements within the Stakeholders Cluster: 
• Fees - the amounts paid by participants to third parties to have individual 

accounts managed. 
• Increased withholding - the cost to participants through increased 

withholding in a given year. 

JLI Alternatives - ln |x | 
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Figure 9. Social Subnet 
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The Political subnet (Figure 10) contains only the Legislative cluster with one 
node: 

• Constituent Alienation - the likelihood that efforts on an alternative 
would anger or disenfranchise constituents. 

i l Alternatives - ln|x l 
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Figure 10. Political Subnet 

The Economic subnet (Figure 11) contains one cluster, the Operational cluster: 
Operational 

• Conversion Costs - one-time costs to implement the alternative. 
• Agency Costs - ongoing costs necessary to implement the alternative. 
• Marketing/Communication to Public - costs to ensure that the general 

public understands the alternative sufficient to plan appropriately. 
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Figure 11. Economic Subnet 

J 

RISKS 

The Social subnet (Figure 12) has three elements within the Stakeholders' 
Cluster: 

• Payee Confidence - confidence of those receiving benefits that their 
benefits will continue at an acceptable rate 

• Payer Confidence - confidence of those paying in to the program that it is 
worthwhile and they will see a return on the money they are investing 

• Increased Potential for Profit - potential that an alternative will lead to 
higher rate of return on investment. 

• Loss of Potential Profit - opportunity cost of not pursuing a different 
alternative 

• Reduced Benefits - risk that an alternative will lead to a reduction in 
benefits. 
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Figure 12. Social Subnet 

The Political subnet (Figure 13) contains two clusters, President and Legislative: 
President 

• Constituent Alienation - the likelihood that efforts on an alternative 
would anger or disenfranchise constituents. 

• Legacy Place in History - benefit that comes from being identified with 
significant historical achievements. 

• Media Coverage - benefit that comes from positive coverage in media 
outlets. 

• 
Legislative 

• Constituent Alienation - the likelihood that efforts on an alternative will 
anger or disenfranchise constituents. 

• Likelihood of re-election - increase in the likelihood of re-election from 
association with a significant political issue. 

• Media Coverage - benefit that comes from positive coverage in media 
outlets. 

• Party Recognition - supporting the alternative results in support or lack of 
support from the legislator's political party 



SOCIAL SECURITY 185 

^ Alternatives - In j x l 

Status Quo I Raise Ceiling I Reduce Benefits! 

Privatize f Raise Retirement Age | 

JiJ 1 President - i d x | 

I Medi& coverage i 1 Leg^y/PUee in hisloiy I 

1 Constituenl alienation I 

-m^ 

Figure 13. Political Subnet 

The Economic subnet (Figure 14) contains two clusters, Financial and 
Operational: 
Financial 

• Long-term Insolvency - risk that an alternative would lead to or 
contribute to the insolvency of the program. 

Operational 
• 3̂ ^ Party Failure - risk that a non-government agency associated with the 

program would experience bankruptcy. 
• Increased Corruption - risk that the alternative would lead to increased 

abuse or corruption. 
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Figure 14. Economic Subnet 
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5. RESULTS 

To synthesize the priorities of the alternatives from the benefits, 
opportunities, costs and risks, we first need to rate the BOCR subnets according 
to the strategic criteria. Using the scale of intensities given in the last row of 
Table 1, we rate the benefits, opportunities, costs and risks by first selecting the 
best alternative under each subnet and score it for each strategic criterion. The 
results are then weighted by the priorities of the strategic criteria. The priorities 
of the alternatives from each subnet (Figures 3-14) are given in Table 2. The 
synthesized priorities of the alternatives for benefits, opportunities, costs and 
risks in ideal form are given in Table 3. The normalized results (column 3 of 
Table 1) are the priorities used to synthesize the priorities of the alternatives 
(Table 3). 

Table 1. BOCR Ratings 

iBenefits 
Opportunities 
Costs 
[Risks 

Adequate 
Means for 

Participants 
0.2684 

High 
Low 
High 

Medium 

Perception 
of Fairness 

0.1172 
Low 
Low 

Medium 
Low 

Program 
Stability 
0.6144 

High 
Medium 
Medium 

Low 

Normalized 
Priorities | 
0.3885 
0.1847 
0.2791 
0.1477 1 

Intensities: Very High High Medium Low Very Low 

1.0000 0.5684 0.3026 0.1595 0.0927 

Table 2. Priorities of the alternatives from each subnet in the BOCR model 

Control Criteria • 
Alternatives 

Privatize 
Raise Calling 

Raise Retirement Age 
Reduce Benefits 
Status Quo 

Benefits 

Social Political 
0.2857 0.1429 

0.7851 0.4268 

1.0000 1.0000 

0.9742 0.6289 

0.5484 0.1956 
0.5830 0.3640 

Econonnic 
0.5714 

0.4552 

0.4377 

0.9127 

1.0000 
0.2474 

Opportunities 

Social Political 

0.4000 0.2000 

1.0000 1.0000 

0.5143 0.8814 

0.5329 0.5296 

0.4223 0.1724 
0.2607 0.3499 

Economic 

0.4000 

0.8541 

0.4131 

0.5642 

1.0000 
0.3039 

Costs 

Social Political 
0.5278 0.1396 

0.8856 0.2852 

0.6019 0.1230 

1.0000 0.3009 

0.3186 1.0000 
0.3186 0.1759 

Economic 
0.3325 

1.0000 

0.0929 

0.0929 

0.2620 
0.0929 

Risks 1 

Social Political 

0.6250 0.1365 

0.4621 0.3214 

0.2374 0.1362 

0.3730 0.2283 

1.0000 1.0000 
0.4125 0.3674 

Economic 1 
0.2385 

0.4820 

0.7574 

0.5331 

0.2647 
1.0000 

Table 3. Synthesized Priorities of Alternatives in ideal form under BOCR 

lAlternatives 
Privatize 
flalse OeiHng 
Hal$e RetliwneFit Age 
Reduce Benefits 
[Status Quo 

Benefits 
0.3885 
0.5454 
0,6767 

1 0,6898 
0.7561 
0.3599 

Opportunities 
0.1847 
0.9417 
0.547$ 
0J44a 
0.6034 
0.2958 

Costs Risks 
0.2791 0.1477 
0.8398 0.4477 
0,3657 0.3476 
0J007 0.3914 
0.3949 0.8246 
0.2236 0.5464 

BO/CR 
1.3661 
2,9210 
2.0613 
1.4008 
0.8715 

bB+oO-cC-rR 1 
0.0853 
0,2113 
0,2208 
0.1731 
0.0513 

The synthesis of the individual subnets (Table 3) indicates that Raising the 
Retirement age provides the highest benefits. This is likely due to the fact that it 
both reduces expenditures as well as raises revenue. Privatization provides the 
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most upside opportunity related to the potential for increased returns from 
investing in the capital markets. 

Turning to costs, Privatization also brings with it the highest costs (Table 
3). Privatization would have the highest conversion and agency costs as well as 
any fees associated with maintaining individual personal accounts. Reducing 
Benefits yields the highest risks (Table 3). The political backlash associated 
with such a widely unpopular alternative is significant. 

6. SENSITIVITY ANALYSIS 

Except at low levels (below 0.20), the model is relatively insensitive to 
changes in the priority of Benefits. Raising the Retirement Age consistently 
delivers more benefits. 

Below approximately 0.28, Raising the Retirement Age has the highest 
Opportunity. Above a priority of 0.28, Privatization yields the highest 
opportunity (Figure 15). 

1 - Privatize 
2 - Raising Ceiling 
3 - Raise Retirement Age 
4 - Reduce Benefits 
5 - Status Quo 

Figure 15. Sensitivity Analysis of Opportunities 

When examining the sensitivity to Costs, Privatization consistently yields 
the highest costs. Raising the Ceiling and Maintaining the Status Quo share the 
lowest cost at various degrees of priority (Figure 16). 
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•(1.0 

0.8 

jO.6 

0.4 

1 - Privatize 
2 - Raising Ceiling 
3 - Raise Retirement Age 
4 - Reduce Benefits 
5 - Status Quo 

5 0.6 0.7 0.8 0.9 1.0 

"3" 

Figure 16. Sensitivity Analysis of Costs 

Raising the Ceiling and Raising the Retirement Age nearly share the lowest 
risk. Reducing Benefits and Maintaining the Status Quo share the highest risks 
at differing levels of priorities (Figure 17). 

41.0 

10.8 

0.6 

0.4 

1 - Privatize 
2 - Raising Ceiling 
3 - Raise Retirement Age 
4 - Reduce Benefits 
5 - Status Quo 

Figure 17. Sensitivity Analysis of Risks 
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7. CONCLUSION 

Among the major factors influencing the results are: 
• Approximately 90% of all wages were subject to Social Security 

withholding in 1980; by 2004, that percentage had slipped to 85%. 
• In 1935, Social Security was designed to support older Americans who 

were dependent and beyond their productive period, originally 
calculated to begin at age 65, when men had an average of 12 years 
ahead of them. 

• Today, a 65-year-old man can expect to live for 17 more years (women, 
20) - 5 years longer than original budget estimates. A system designed 
for men with 12 years ahead of them today would set the retirement age 
between 70 and 75 

Given the relative scores under the additive model and the sensitivity 
analysis, the Raise the Ceiling and Raise the Retirement Age alternatives are 
almost identical in every respect, leaving each or a combination of the two as the 
optimal alternatives. 

APPENDIX SCHEDULES 

ALTERNATIVE DETAIL 

Below is the detail of the original fourteen alternatives that were identified and 
the rationale for either including or excluding the alternative in the final ANP 
model. 

Raise Tax Rate - While not specifying a specific amount, this alternative 
proposes increasing the withholding percentage for all participants from the 
current level of 12.4%. This alternative was not included in the final model do 
to nearly non-existent support to the idea. 

Raise Retirement age - The normal retirement age has been raised in the past 
and this option is considered viable in the current situation. The life expectancy 
of Americans continues to increase. The current normal retirement age ranges 
from 65-67 years of age. This alternative is included in the final model. 

Eliminate Maximum WH income - This would eliminate the current ceiling on 
wages that are subject to Social Security withholding. This alternative was 
included in the final model but was modified to say increase the ceiling. 

Reduce Benefits - This is a one time global reduction in benefits. The formula 
for calculating benefit levels would be reduced. This alternative is in the final 
model, but is revised to more-broadly incorporate any mechanism that reduces 
benefits such as temporary freezes on increases, broad benefit level cuts, or a 
reduction in COLA levels. 
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Freeze Benefits - This alternative suggests freezing the level of benefits for 
some period of time, rather than forcing people to deal with a benefit cut. It was 
deemed more practical than an outright reduction in benefits. This alternative 
was combined into a broader reduce benefits alternative in the final model. 

Cut COLA formula - Rather than reduce current benefits or freeze them for a 
period of time, this alternative seeks to limit the growth in benefit levels and 
would at first glance be to most practical of the expenditure containing 
alternatives. This alternative also was combined into a broader reduce benefits 
alternative in the final model. 

Overhaul/scale back SSI disability - Support for those unable to care for 
themselves through disability needs to occur regardless. Elimination or 
reduction of these benefits would just shift to other federal/state programs such 
as Medicaid or Medicare. This alternative was rejected because while fixing 
Social Security it would exacerbate issues in other programs. 

Divert 4% to Private accounts - We are using the current proposal by President 
Bush where certain participants can elect to have 4% of their wages diverted to a 
private investment account. This alternative is included in the final model. 

Increase immigration - This alternative proposes an increase immigration as 
baby boomers retire to reduce the level of payees-to-payors ratio. This 
alternative was not deemed viable due the level of immigration that would be 
required to influence this ratio in any appreciable manner. It could be a viable 
part of a plan that incorporated numerous alternatives as a solution. 

Subsidize SS fund by cutting spending in other programs - Given current levels 
of deficits and that Social Security already comprises a large portion of federal 
budget expenditures, this alternative in itself is not deemed to be feasible. 
Social Security is already by far the single large expenditure. The cuts in other 
programs, including Defense and Education would be too severe to make this an 
economically viable alternative. 

Recreate "lock box" (specific SS fund unavailable to the general fund) and 
invest for higher returns - This alternative is essentially the same as the Divert 
4% to private accounts except for who would bear the risk of loss. There is a 
great deal of skepticism in making the federal government such a significant 
force in the capital markets. The federal government in many instances would 
be both the regulatory body as well as the owner; such conflicts of interest have 
yet to be overcome. Due to its similarity to another alternative and significant 
issues yet to be resolved, this alternative was not included in the final model. 

Base lifetime pavments on lifetime contributions - This alternative suggests a 
link should be established between contributions and payments, moving social 
security closer to a 401(k) type program. This alternative was rejected because 
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of its potential conflict with the strategic criteria of adequate means for 
participants. Additionally, justification for rejection of the alternative rests in 
the fact that for most people age 45 and younger will not recover 100% of their 
contributions during their retirement. In order to achieve this alternative the 
benefits of retirees and soon-to-be retirees would need to be cut effective 
immediately and this alternative has been covered in the Reduce Benefits 
alternative. 

Do nothing - This alternative relies on a future positive externality to resolve the 
current issue. It would also encompass those who believe the current problem is 
an overstatement or fabrication. These individuals, however minor, do exist. 
For periods of time, issues with Social Security have been ignored, this too 
makes this alternative relevant. 

Phase program out - This alternative suggests that over time, the US should 
eliminate the Social Security program in its entirety. This alternative was not 
included in the final model because there is clearly no significant support for the 
idea. Americans do not want to potentially see a significant number of senior 
citizens living on below subsistence levels of income. 
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CHAPTER 10 

THE MOST HOPEFUL OUTCOME IN THE MIDDLE EAST 
CONFLICT: THE ANALYTIC NETWORK PROCESS 

APPROACH 

Thomas L. Saaty and Hyunjoo Chang 
(Summer 2002) 

1. INTRODUCTION 

Since the founding of Israel in 1947 and even before, there has been conflict 
and fighting in the Middle East. Hundreds of people including women and 
children have been killed and thousands injured, hundreds of homes and other 
properties destroyed. It is a fact that most of the dead, injured, and much of the 
property lost is Palestinian. Israel feels threatened by acts of terrorism and the 
Palestinians many of whom live in camps in Lebanon and Jordan, deprived of a 
national identity feel hopeless, and lacking in freedom and economic well-being. 
Where will this end? People have always thought that to solve the problem and 
create a better atmosphere, the Palestinians must have a state. There is little 
disagreement about that, but there is disagreement about when and what the 
territories of that state will be. Would that remove the hatred? It is very 
unlikely. What would diminish the hatred? Giving the Palestinians something 
constructive within the Palestinian territories like building factories there that 
can helps them to be profitably occupied individually and as families and groups 
of people. Instead of spending billions on armament, at least part of these 
resources along with US and international assistance should be spent on the 
cause of the conflict and how best to alleviate it into the distant future. 

In this paper, we deal with the Middle East as a problem that affects world 
peace. To study the Israeli Palestinian conflict we use the Analytic Network 
Process, a scientific way to consider the entire complexity, interdependencies, 
and feedback among the elements of the conflict, and in the end, sort and 
identify its priorities. By ascribing judgments one knows from careful study 
over a long time period that the different parties have, one learns from the 
priorities derived from the judgments what is most likely to succeed in the face 
of diverse and conflicting interests and values. The most pertinent feature of 
this process is that it allows us to quantify intangibles based on experience, 
logical understanding, a variety of desires and feelings, and both quantitative 
and qualitative information from experts. The strength of this approach lies in 
its use of priorities based on ratio and proportion to capture the multiplicity of 
interactions and influences to make accurate predictions and furthermore, to 
make better decisions. 

The parties considered according to their interests and influences fall in 
three groups: the U.S. and Israel, Palestinian and Arab countries (both friendly 
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and hostile), and U.S. allies (European and other) including the U.N. To save 
time and effort, we did not consider China, Russia, or India as sufficiently 
influential to include in our prioritization process. 

Our analysis is carried out in three steps: (1) developing control criteria, and 
subcriteria for each of the BOCR, performing pairwise comparisons, and then 
prioritizing them, and (2) developing decision networks and synthesizing their 
priorities for each of the control criteria and then also for each of the BOCR and 
then (3) rating the best alternative for each of the benefits, opportunities, costs, 
and risks (BOCR) with respect to the strategic criteria: Middle East Peace, 
International Politics, and Human Well-being, to obtain priorities for the merits 
and using them to weight and combine the results to obtain the final outcome. 

2. STRUCTURE OF THE DECISION PROBLEM 

The entire ANP model consists of a three level decision-making network. 

Merits 

The top-level structure has the four BOCR merits and their control criteria 
represented in Figure 1. 

Goal 

How to mitigate the Middle East Conflict 

1 
Criteria 

Benefits 
Control Criteria 

Subnet 

Opportunities 
Control Criteria 

Subnet 

Costs 
Control Criteria 

Subnet 

Risks 
Control Criteria 

Subnet 

Figure 1. The ANP Main Top-level Structure 

All subnets under each of the four BOCR merits are composed of three 
benefits criteria: economic, political, and social. Each of the subcriteria under 
the three components is described briefly below. 

a. The Beneflts Subnets 
• Economic Benefits 

o Arms Control: Economic benefits driven by arms control 
o Economic Support from International Organizations: Economic 

support from the UN or IMF for peace settlement 
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o Revitalization of Trade: Benefits from trade between Arab and 
Israel/US 

• Political Benefits 
o Leadership: Building strong political leadership within each 

country 
o Support from Other Countries: Increasing political support from 

other countries for the effort to resolve the conflict 
• Social Benefits 

o Improve Understanding between Islam and Christianity: Increase 
in possibility of understanding or sharing of religious value-
differences between Islam and Christianity 

o Social Integration: Building consensus on the issue through the 
incorporation of diverse public opinions and interests 

b. The Opportunities Subnets 
• Economic Opportunities 

o Economic Development of the Middle East: Opportunity for 
economic development of the Middle East driven by conflict 
resolution 

o Revitalization of Oil Industry: Expansion and concentration of the 
oil industry 

• Political Opportunities 
o Agreement on Establishing Palestinian State: Potentiality of 

agreement on establishing a Palestinian State 
o Protection of Allies: Opportunity to protect or maintain the allies 

• Social Opportunities 
o Peace Settlement: Contribution to peace settlement in the Middle 

East 
o Possibility of Jewish Capital Investment: Opportunity to invest in 

the development of the Middle East through powerful Jewish 
capital 

c. The Costs Subnets 
• Economic Costs 

o Decrease in Defense Industry: potential cost driven by decrease in 
defense industry of the Israel/US and of Palestine/Arab 

o Resettlement Costs: Expenses for resettling or vacating Israeli 
occupancies 

• Political Costs 
o Acknowledgement of Palestinian Rights: Political costs in 

achieving political mood change for acknowledgement of 
Palestinian Rights 

o Foreign Relations: Costs of rearrangement or persuasion for 
foreign relations 

o Peace Treaty: Costs for maintaining or substituting a peace treaty 
• Social Costs 
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o Availability of Jewish Capital: Costs for availability of Jewish 
capital that have primarily been invested in western countries 

o Public Support Costs: Costs for attaining consensus from the 
public 

d. The Risks Subnets 
• Economic Risks 

o Environmental Concerns: Risks of damaged environment that 
might be driven by the development or by the conflict 

o Opposition to flow of Jewish Capital: Risks of reluctance to flow 
of Jewish capital 

• Political Risks 
o Split of Allies: Risks of split of allies 
o Terrorism: Risks of terrorism as an expression of opposition 

• Social Risks 
o Religious Conflict: Risks of a religious conflict between Islam and 

Christianity 
o Split of Public Opinion: Possibility of split in public opinion on the 

issue 

Networks Under the Control Criteria 

There are in all 14 decision networks containing the alternatives of choice 
for each of the control criteria. Each control criterion has a network of actors 
and their influences in the third level. These decision networks show the 
relationship of each of the actors with respect to alternatives. Our analysis deals 
with two types of subnetworks. Two subnetworks, one for leadership and one 
for public support costs are shown in Figure 2. 

Leadership Network Public Support Costs Network 

1 Israel/US | 

^ ^ . ^ ^ 
1 r\ J L<..-. 
1 Outcomes |^r-

< ^ 

^ ^ ^ ^ 

^ Palestine/Arab | 

^ ^ ^ 
1 Others | 

Figure 2. Decision Networks 

We consider five potential outcomes to determine which has the greatest 
likelihood of long term success according to the projected ability of the parties 
to exert the influences needed to bring them about. Our analysis includes the 
following options or alternative outcomes: 

• Interminable Confrontation: This is the ongoing confrontation and 
conflict as we know it today through military and other actions of 
bloodshed. 
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• Enforcement & Supervision of Settlement: This is to supervise 
negotiation between Israel and the Palestinians by international 
organizations, and enforce implementation of the agreements. 

• Strict & Legal Settlement without Enforcement: This is to force both 
Israel and the Palestinians to observe their mutual agreement by legal 
means, by the UN, and by world public opinion. 

• Good Faith Settlement as in the Rabin era: This is to maintain or 
establish a peace treaty designed to avoid military confrontations 
through carrying it out in a friendly way only between Israel and the 
Palestinians. 

• Economic Assistance to the Palestinians: This is to help the 
Palestinians with economic development, education, and more 
generally planning a promising future. 

Strategic Criteria and Their Priorities 

Three strategic criteria along with subcriteria are developed to evaluate the 
priorities of the BOCR merits. They are: Middle East Peace, International 
Politics, and Human Weil-Being. 

• Middle East Peace. The Israeli-Palestinian conflict has largely affected 
the interests of several other countries including Arab, the U.S., and other 
countries. Resolution of the conflict is expected to eventually lead to peace in 
the Middle East. Acknowledgement of a Palestinian State can help permanent 
peace with social integration and graduate consensus on the issue. Also, security 
concern means that increasing one country's security can inevitably decrease the 
security of the other. 

• International Politics. The Israeli-Palestinian conflict has been related 
to the international political sphere by affecting the foreign policy and military 
outlook of other countries not directly involved in the conflict, such as Russia 
and Saudi Arabia for diplomatic outlook, and Iraq, Iran, and North Korea for 
military outlook. 

• Human Well-being. This is one of the aspirations to which resolving the 
conflict would contribute in no small measure. The conflict could lead to use of 
nuclear weapons by terrorists thus inviting retaliation against nations not directly 
responsible and eventually leading to a global conflagration. Human well-being 
is divided into capital investment, economic development, and religious 
concerns. Capital investment is driven by the economic effort to resolve the 
conflict and the hope that it would ultimately benefit all the people. Economic 
development also leads to rebuilding economies that have been stagnant due to 
the long lasting conflict. Religious concerns refer to tensions between East and 
West, and more significantly between Islam and Christianity that have taken 
place since the event of September 11, 2001. 
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Among the three strategic criteria to evaluate the BOCR merits, Middle 
East Peace has the highest priority (0.569) as opposed to International Politics of 
(0.129) and Human Well-Being of (0.301). 

Evaluating the BOCR Merits 

Middle East Peace: 0.569 
Acknowledgement of 
Palestinian State: 0.518 
Security Concerns: 0.165 
Social Integration: 0.318 

International Politics: 
0.129 
Diplomatic Relations: 0.677 
Military Relations: 0.323 

Human Well-Being: 0.301 
Capital Investment: 0.540 
Economic Development: 
0.301 
Religious Concems: 0.159 

Figure 3. Hierarchy for Rating BOCR Merits 

3. PRIORITIZATION 

Priorities of the Control Criteria 

The following table shows each of total 27 criteria prioritized by pairwise 
comparisons and its corresponding value in relation to other criterion through 
pairwise comparisons of the components. Among these 27 criteria, the criteria 
with the highlighted priorities are used to do the analysis because the sum of the 
priorities of these 14 criteria of them, which are Arms Control, Leadership, 
Social Integration, Agreement on Establishing Palestinian State, Security of 
Israel, Peace Settlement, Decrease in Defense Industry, Acknowledgement of 
Palestinian Rights, Foreign Relations, Availability of Jewish Capital, Public 
Support Costs, Split of Allies, Terrorism, and Split of Public Opinion accounts 
for 74.6% of the total. These criteria's priorities are above 0.030. We then 
renormalize 14 control criteria's priorities within their respective merits. Table 
1 also shows normalized priorities for the 14 control criteria under each of 
BOCR merits. 

In Table 2, among three benefits criteria, the economic benefits criterion has 
the highest priority of 0.444 as opposed to the social benefits criterion of 0.342 
and the political benefits criterion of 0.215. Among benefits subcriteria, the 
highest priority given by arms control (0.289) reflects the opinion of some 
experts who think the conflict resolution will lead to the retrenchment of the 
expense in arms race because it eventually leads to arms control. The high 
priority given by social integration (0.249) reflects the diverse public opinions 
and interests can be incorporated and thus national consensus toward the conflict 
resolution can be built. 

Among three opportunities criteria, the political opportunities criterion has 
the highest priority of 0.500 as opposed to the social opportunities criterion of 
0.302 and the economic opportunities criterion of 0.197. Among opportunities 
subcriteria, the high priority given by security of Israel (0.267) reflects an 
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opportunity to achieve the security of Israel through the attempt of the conflict 
resolution. The high priority given by peace settlement (0.189) also reflects the 
hope of peace settlement in the Middle East. 

Table 1. Control Criteria and Their Priorities 

Merits 
iBenefits 

lOpportunities 

Costs 

Risks 

Criteria Subcriteria 

0.444 

0.215 
Social 
0.342 

Economic 
0.197 

Political 
0.500 

Social 
0.302 

Economic 
0.170 

PoUtical 
0.512 

Social 
0.318 

Economic 
0.168 

Political 
0.506 
Social 
0.326 

Revitalization of Trade 

Support from Other Countries 
Improve Understanding between Islam and Christianity 
Social Integration 
Economic Development of Middle East 
Revitalization of Oil Industry 
Agreement on Establishing Palestinian State 
Protection of Allies 
Security of Israel 
Peace Settlement 
Possibility of Jewish Capital Investment 
Decrease in Defense Industry 
Resettlement Costs 
Acknowledgement of Palestinian Rights 
Foreign Relations 
Peace Treaty 
Availability of Jewish Capital 
Public Support Costs 
Environmental Concerns 
Opposition to flow of Jewish Capital 
Split of Allies 
Terrorism 
Religious Conflict 
Split of Public Opinion 

Local 
Priorities 

0.651 
0.137 
0.212 
0.716 
0.284 
0.273 
0.727 
0.649 
0.351 
0.368 
0.098 
0.534 
0.625 
0.375 
0.618 
0.382 
0.557 
0.294 
0.149 
0.319 
0.681 
0.314 
0.686 
0.371 
0.629 
0.306 
0.694 

Global 
Priorities 

0.289 
0.061 
0.094 
0.154 
0.061 
0.093 
0.249 
0.128 
0.069 
0.184 
0.049 
0.267 
0.189 
0.113 
0.105 
0.065 
0.285 
0.151 
0.076 
0.101 
0.217 
0.053 
0.115 
0.159 
0.347 
0.100 
0.226 

Normalized 
Priorities 

0.418 1 

-
1 

0.222 

1 
-

0.360 

-
1 0.288 

-
0.417 
0.295 

-
0.122 

1 
0.332 
0.175 

1 0.118 
0.252 1 

-
1 

0.256 
0.435 

-
0.309 

Among three costs criteria, the political costs criterion has the highest 
priority of 0.512 as opposed to the economic costs criterion of 0.170 and the 
social costs criterion of 0.318. Among costs subcriteria, the highest priority 
given by acknowledgement of Palestinian rights (0.285) reflects the importance 
of political effort to acknowledge Palestinian rights in territories that Israel now 
occupies. Also, the high priority given by public support costs (0.217) means 
that actors involved in the conflict will need to put great effort to accomplish the 
support from the public with respect to policies for the conflict resolution. 

Among three risks criteria, the political risks criterion has the highest 
priority of 0.506 as opposed to the economic risks criterion of 0.168 and the 
social risks criterion of 0.326. Among risks subcriteria, the highest priority 
given by terrorism (0.327) emphasizes the potentiality of terrorism as an 
expression of the complaint as to a specific policy to resolve the conflict. 
Similarly, the high priority given by split of public opinion (0.226) focuses on 
the difference of the preference of the public as to the implementation of a 
specific policy and thus the possibility of the split of public opinion. 
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Priorities of the BOCR Merits 

The four BOCR merits are rated according to five intensities Hsted below 
along with their priorities. The rating outcome and final weights for each of the 
four merits are summarized in Table 3. These values are used as default values 
in an additive formula in developing an ANP model. 

Table 3. Priority Ratings for the Merits: Benefits, Opportunities, Costs and Risks 

Benefits 
Opportunities 
Costs 
msks 

Middle East Peace 
(0.569) 

Acknowledgement of 
Palestinian State 

(0.518) 

Security 
Concerns 
r0.165) 

Social 
Integration 

(0.318) 
Very High Low High 

High Low Medium 
Very High High High 

High High Medium 

International PoWtics 
(0.129) 

Diplomatic 
Relations 
(0.677) 

Military 
Relations (0.323 

High Medium 
Low Very Low 

Very High Medium 
High Medium 

Human Well-Being 
(0.301) 

Capital 
Investment 

(0.540) 

Economic 
Development 

(0.301) 

Religious 
Concerns 
(0.159) 

High High Medium 
Medium Medium Low 

Very High High Medium 
High Medium Medium 

Priorities 

0.278 
0.169 
0.328 
0.226 

Very High 
0.42 

High 
0.26 

Medium 
0.16 

Very Low 
0.06 

Synthesis of Each of the BOCR Merits 

To obtain synthesized values under each of the BOCR merits for the 
alternatives, we multiply each of normalized priorities of 14 control criteria by 
the priority in ideal mode with respect to the alternatives and then add them up. 
We then divide each of the values by the sum to obtain synthesized priorities 
under each of the BOCR merits. Tables 4 through Table 7 show the overall 
synthesized priorities of each of the BOCR merits for the alternatives. 

Table 4. Benefits' Overall Resuhs 

Alternatives 

Interminable 
Confrontation 
Economic 
Assistance to 
Palestinian 
Enforcement & 
Supervision of 
Settlement 
Good Faith 
Settlement 
Strict & Legal 
Settlement 

Arms 
Control 
(0.418) 

0.235 

1 

0.717 

0.365 

0.498 

Leadership 
(0.222) 

0.251 

1 

0.752 

0.396 

0.527 

Social 
Integration 

(0.360) 

0.212 

1 

0.707 

0.315 

0.455 

Final 
Outcome 

0.2303 

1.0000 

0.7212 

0.3539 

0.4890 
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The alternative, Economic Assistance to the Palestinians, has high levels of 
benefits through effective arms control, building strong leadership, and 
achieving social integration, so that it becomes the best alternative when 
considering the three control criteria under benefits. 

Table 5. Opportunities' Overall Results 

Alternatives 

Interminable 
Confrontation 
1 Economic 
Assistance to the 
Palestinians 
1 Enforcement & 
Supervision of 
Settlement 
1 Good Faith 
Settlement 
Strict & Legal 
1 Settlement 

Agreement on 
Estabhshing 

Palestinian State 
(0.288) 

0.215 

1 

0.298 

0.388 

0.194 

Security of 
Israel 

(0.417) 

0.206 

1 

0.701 

0.324 

0.463 

Peace 
Settlement 

(0.295) 

0.187 

1 

0.67 

0.288 

0.433 

Final 
Outcome 

0.2030 

1.0000 

0.5758 

0.3318 

0.3767 

It is found that the opportunities of Economic Assistance to the Palestinians 
are so high through achieving agreement on establishing Palestinian State, 
security of Israel, and peace settlement in the Middle East that it becomes the 
best alternative as well when considering the three control criteria under 
opportunities. 

Table 6. Costs' Overall Results 

Alternatives 

Interminable 
Confrontation 
Economic 
Assistance to the 
Palestinians 
Enforcement & 
Supervision of 
Settlement 
Good Faith 
Settlement 
Strict & Legal 
Settlement 

Decrease in 
Defense 

Industry (0.122) 

1 

0.23 

0.343 

0.738 

0.521 

Acknowledge-ment of 
Palestinian Rights 

(0.332) 

1 

0.283 

0.384 

0.744 

0.55 

Foreign 
Relations 
(0.175) 

1 

0.241 

0.334 

0.703 

0.513 

Availability 
of Jewish 
Capital 
(0.118) 

1 

0.243 

0.363 

0.714 

0.529 

Public 
Support 
Costs 

(0.253) 

1 

0.251 

0.362 

0.751 

0.55 

Final 
Outcome 

1.0000 

0.2564 

0.3622 

0.7343 

0.5375 

We also found that economic assistance to the Palestinians has the 
lowest levels of costs through defense industry, acknowledgement of Palestinian 
rights, foreign relations, availability of Jewish capital, and achieving public 
support. Thus, it turns out to be the best alternative when the five control 
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criteria under costs are considered. It is closely followed by enforcement and 
supervision of settlement, and strict and legal settlement. 

Table 7. Risks' Overall Results 

Alternatives 

1 Interminable 
Confrontation 
1 Economic 
Assistance to the 
Palestinians 
1 Enforcement & 
Supervision of 
Settlement 
1 Good Faith 
Settlement 
Strict & Legal 
1 Settlement 

Split of 
Allies 

(0.256) 

1 

0.476 

0.549 

0.845 

0.643 

Terrorism 
(0.435) 

1 

0.466 

0.577 

0.851 

0.705 

Split of 
Public 

Opinion 
(0.309) 

1 

0.536 

0.63 

0.883 

0.73 

Final 
Outcome 

1.0000 

0.4902 

0.5862 

0.8594 

0.6969 

Similarly, economic assistance to the Palestinians appears to have the 
lowest level of risks through split of allies, possibility of terrorism, and split of 
public opinion, so that it becomes the best alternative when the three control 
criteria under risks are considered. It is also closely followed by enforcement 
and supervision of settlement, and strict and legal settlement. 

4. SYNTHESIS OF ALL THE B O C R MERITS 

The alternatives that have the highest priority under costs and risks are more 
costly or risky, and hence less preferred. To convert the priorities so that less 
preferred alternatives have lower values then more preferred ones, we invert the 
priority of each alternative and then normalize the inverted values. Table 8 gives 
the overall benefits, opportunities, costs, and risks results as well as the additive 
synthesis (bB+oO-cC-rR), which expresses the overall utility of the alternatives. 
We found that Economic Assistance to the Palestinians is the overall best 
alternative for all the actors to pursue. It has the highest benefits, the highest 
opportunities, the lowest costs as well as the lowest risks. 
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Table 8. Additive Synthesis 

Alternatives 

Interminable 
Confrontation 

Economic Assistance 

to the Palestinians 

Enforcement & 
Supervision of 
Settlement 
iGood Faith 
Settlement 
Strict & Legal 
ISettlement 

Benefits 
(0.278) 

0.2303 

LOOOO 

0.7212 

0.3539 

0.4890 

Opportunities 
(0.169) 

0.2030 

LOOOO 

0.5758 

0.3318 

0.3767 

Costs 
(0.328) 

1.0000 

0.2564 

0.3622 

0.7343 

0.5375 

Risks 
(0.226) 

1.0000 

04902 

0.5862 

0.8594 

0.6969 

Final 1 
Outcome | 

-0.4557 

0,2521 

0.0465 

-0.2806 

-0.1342 

5. SENSITIVITY ANALYSIS 

a. Benefits and Opportunities 

This study infers that the policy of the economic assistance to the 
Palestinians is the most beneficial to all actors. In order to make sure hov^ stable 
the outcome of the analysis, sensitivity analysis is conducted. First, we increase 
and decrease one of the four BOCR merits, keeping the others proportionally the 
same. In Appendix, if benefits increase from its original priority 0.278 to 0.5, 
and the sum of the other three merits composes the rest of 0.5, the economic 
assistance outcome is still preserved as the best policy among the five 
alternatives. Thus, as the priority of benefits increases, the best policy turns out 
to be the economic assistance policy. Enforcement & supervision of settlement 
outcome keeps becoming the second best policy as the benefits priority 
increases. Additionally, interminable confrontation still becomes the least 
desirable policy. 

Similarly, if opportunities increase from its original priority 0.169 to 0.5, 
the economic assistance policy is preserved as the best policy as well. Also, 
enforcement & supervision of settlement still turns out to be the second best 
policy and interminable confrontation is expected to be the least recommendable 
policy. Consequently, we find that no matter how much we increase or decrease 
the priorities of benefits and opportunities, the overall rank of the final outcome 
is preserved although these experiments change the magnitudes of the 
superiority of the best alternative. 

b. Costs and Risks 

Additionally, if costs priority increases from its original priority 0.328 to 
0.5, the economic assistance policy still turns out to be the best policy to deal 
with. It is found that the overall rank of the five alternatives is preserved 



204 ANALYTIC NETWORK PROCESS 

although the magnitudes of the priorities sHghtly change. Similarly, as the 
priority of risks increases from its original priority 0.226 to 0.5, the economic 
assistance policy is still preserved as the best policy although its superiority 
decreases gradually. However, we find that the overall rank of the five 
alternatives never change although the magnitudes of the priorities change to 
some extent. 

6. CONCLUSIONS 

The final outcome suggests that the best policy to mitigate the Middle East 
Conflict is to provide the Palestinians with economic assistance. As of now, this 
policy has never been considered to be essential in resolving the conflict by any 
of the actors. It turns out to be critical in our analysis of the negotiations but not 
how to implement it in practice. We believe that traditional negotiations have 
not moved to the conflict closer to resolution because of lack of a strong 
recognition of the need to give the Palestinians compensation for at least lots of 
their properties and perhaps make sure that matters have been evenly balanced 
as far as they feel their rights are concerned. Furthermore, this kind of resolution 
does not focus as much on land, territory, and military action as much as it does 
on humane values and long term future relations. 

The need for a peace settlement is as strong as ever. Admitting that the 
Palestinians are fighting for freedom and independence, economic assistance 
must be provided in a way that ultimately ensures Palestinian self-sufficiency 
and sustainability. This alternative has to be based on a great deal of 
collaboration among Israel, the Palestinians, the U.S., Arab and other countries. 
Assistance must be provided both for economic development and for education 
to help the Palestinians move into the future. 

Four years after this study, in the August 4, 2005 issue of the Economist 
Newspaper there appeared and article about 'The Compassionate Capitalist", 
that essentially indicates there is an effort to implement precisely the best 
alternative of this chapter: 

"Sir Ronald Cohen is now expected to devote his energy to two causes long 
close to his heart. One is the Middle East peace process. He was among the Jews 
thrown out of Egypt in the 1950s. He is chairman of the Portland Trust, which, 
among other things, is promoting (not without controversy) economic 
development in Palestine. Sir Ronald believes that economic growth for the 
Palestinians is crucial if there is to be lasting peace with Israel." 

It was reported in the December 28, 2005 issue of the Wall Street Journal 
that James Wolfensohn, former head of the World Bank, now special envoy to 
the Quartet whose members are the U.S., the European Union, Russia and the 
United Nations, in the Israeli-Palestinian region, is working towards resolving 
the conflict there through both political compromise and economic development. 
He has contacted world leaders and began discussions over what could 
eventually become $9 billion in financial aid and investment for the Palestinians. 
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CHAPTER 11 

THE CONFLICT BETWEEN CHINA AND TAIWAN 

Wen-Lin Kung, Min-Hung Lu and Hsiao-Chi Liu 
(Spring 2005) 

1. INTRODUCTION 

A long-festering problem now threatens the peace and stability of the Asia-
Pacific region. As Assistant Secretary of State for East Asian and Pacific 
Affairs Stanley Roth warned Congress on March 25, 1999, the Taiwan issue— 
or, as we prefer to say, the "Divided China" problem—has become "one of the 
United States most complex and important foreign policy challenges for many 
years to come." Most of countries are concerned that the crisis has arrived. 

The origins of today's divided China problem go back some sixty years ago 
to a very different time and place. At that time, two political parties, the 
Kuomintang (KMT) and the Communist Party of China (CPC), and their armies 
fought each other while both tried to win over the Chinese people to their ideals. 
As the Chinese civil war seemed to be ending in early 1950, one of those 
unusual historic turning points took place: The U.S. government intervened in 
the Chinese civil war by allying with the ROC (Republic of China) to counter 
the PRC (People's RepubUc of China). In so doing, the "divided China" 
situation turned out to be a source of instability in Asia. 

2. POSSIBLE ALTERNATIVES 

Since the two parties introduced different ideals. Democracy (Taiwan) and 
Communism (mainland China), into the government system, there were two 
Chinese regimes opposing each other across the Taiwan Strait. The possible 
options for them to end the long lasting Chinese civil war and resolve the 
divided China problem are: 

• Peaceful unification 
• Stay as in the present 
• Independence of Taiwan 
• China armed takeover of Taiwan 

The goal is to develop a Superdecisions ANP model to determine what 
Taiwan and China should do to resolve the separated China situation. The 
benefits, opportunities, costs, and risks (BOCR) networks are created and each 
has a subnet. The benefits network indicates the alternative that yields the most 
benefit and the opportunities network indicates the alternative that offers the 
most opportunities. The costs and risks networks indicate the alternative that is 
the most costly or poses the greatest risk to the Taiwan - China decision. 
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3. BOCR MODEL 

Stratesic Criteria 

In pursuit of this decision, we consider five strategic control criteria: 
''China Government", 'International Political Power", "Taiwan Economy 
Power", "Taiwan Government", and "Taiwanese". These five strategic control 
criteria influence the weight of the BOCR. They were used to implement a 
rating system in the ANP program in order to prioritize the BOCR (see Figure 
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Figure 1. BOCR Model and Strategic Criteria 

Control Criteria 

Under the benefits, opportunities, costs, and risks models, different clusters 
define the interactions with respect to the control criteria. Each subnet under the 
BOCR has the same control criteria. They are Political, Social, and Economic 
(see Figure 2). The same control criteria were considered for all BOCR 
networks. 
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Figure 2. Control Criteria 
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BENEFITS 

Subnet under Political 

1. Stability of international relations cluster - This cluster represents the serious 
concern of other countries about the four alternatives. Especially Japan and the 
United States, have closest relationship with divided China. It includes: ''US 
Pacific Defense System " and "Japan's concern about National Security ". 
2. Security cluster - This cluster defines how Taiwan would defend its territory 
in terms of four alternatives, involving two powers: "US Army's Support" and 
"National Defense, ROC'\ 
3. China cluster - This cluster shows that three influences from mainland China 
could interact with the four alternatives. It includes: "China Political 
Influence", "China Attacks", and "Vision of One China". 
4. Taiwan's Vision cluster - This cluster represents two main voices from inside 
Taiwan, "One Side, One Country" and "We are a Family". 
5. National System cluster - This cluster indicates the difference between two 
ideals in the struggle across the Taiwan Strait. It includes: "Democracy" and 
"Communism " (see Figure 3). 
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Figure 3. Subnet under Political Benefits 



212 ANALYTIC HIERARCHY PROCESS 

Subnet under Social 

1. Social System cluster - This cluster represents the different social structures 
started and developed by the opposing ideals, "Democracy" and 
"Communism ". 

2. Culture Difference cluster - This cluster represents the different "Standard of 
Living" and the different point of view of "Human Rights " as issues evaluated 
in terms of the four alternatives (see Figure 4). 
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Figure 4. Subnet under Social Benefits 

Subnet under Economic 

1. Business cluster - This cluster represents the factors of running businesses that 
could be influenced differently in terms of the four alternatives. It includes: 
"Transportation Cost", "Labor Cost", "Market Entry Barriers", "Labor 
Quality ", and "Management Expertise ". 

2. Individual cluster - This cluster identifies the new situation that an individual 
might need to face, in terms of the four alternatives. It includes: "Fierce Job 
Competition " and "Price Level" (see Figure 5). 
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Figure 5. Subnet under Economic Benefits 

OPPORTUNITIES 

Subnet under Political 

1. International Relations cluster - This cluster represents the opportunities 
afforded for international relations in terms of the four alternatives. It includes: 
''Increase Political Power", and "International Recognition" (see Figure 6). 
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Figure 6. Subnet under Political Opportunities 

Subnet under Social 

\. Social Issue cluster - This cluster represents the opportunities related to social 
issues in China and Taiwan in terms of the four alternatives. It includes: ''More 
Education Resources", ''Improve Quality of Life in China", "Improve Human 
Rights in China ", and "Higher Social Status " (see Figure 7). 
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Figure 7. Subnet under Social Opportunities 

Subnet under Economic 

1. Taiwan cluster - This cluster identifies the opportunities to Taiwan in terms 
of the four alternatives. It includes: "Greater Market Openness", "Access to 
Natural Resources ", "More Job Opportunities for Taiwanese", and "Increase 
Taiwan's Economic Power ". 
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2. China cluster - This cluster identifies the opportunities to China in terms of 
the four ahematives. It includes: "More Job Opportunities for the Chinese 
People ", and ''More Investment Opportunities in Taiwan " (see Figure 8) 
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Figure 8. Subnet under Economic Opportunities 

COSTS 

Subnet under Political 

1. Taiwan to International cluster - This cluster represent the costs that Taiwan 
needs to incur to get international support in terms of the four alternatives. It 
includes: "Lobby costs" and "Internationalsupport". 

2. Taiwan cluster- This cluster identifies the costs to Taiwan domestically in 
terms of the four alternatives. It includes: "Autonomy", "High National 
Defense Budget", and "Voter Support". 

3. China cluster - This cluster identifies the costs to China in terms of the four 
alternatives. It includes: "Tangible Costs to get Taiwan back" and "Intangible 
Costs to get Taiwan back" (see Figure 9). 
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Figure 9. Subnet under Political Costs 

Subnet under Social 

1. China cluster - This cluster identifies the cost to China in terms of the four 
alternatives. It includes: ''Tangible Costs to get Taiwan back" and "Intangible 
Costs to get Taiwan back". 

2. "Blue" Taiwanese cluster - This cluster identifies the cost to Taiwan in terms 
of the four alternatives. It includes: "Fears", "Uncertain Society", 
"Casualties " and "People Movement" (see Figure 10). 
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Figure 10. Subnet under Social Costs 

Subnet under Economic 

\.International cluster - This cluster identifies the costs that both China and 
Taiwan would have to incur in the international arena in terms of the four 
alternatives. It includes: "Hobbling Global Economy", "Capital Fleeing" dind 
"Losing Investors' confidence ". 
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2. Taiwan cluster - This cluster identifies the cost to Taiwan domestically in 
terms of the four alternatives. It includes: "Currency Depreciation", "Damage 
to Domestic Economy " and "Price Fluctuation ". 

3. China cluster - This cluster identifies the cost to China in terms of the four 
alternatives. It includes: "Tangible costs to get Taiwan back" and "Intangible 
Costs to get Taiwan back". 
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Figure 11. Subnet under Economic Costs 

RISKS 

Subnet under Political 

\.International cluster -This cluster represents the risks to global and 
international relations in terms of the four alternatives. It includes: ''Alliance 
between US & China'\ ''China's growing power", and "Stability of Asia-
Pacific.'' 

2. Taiwan cluster -This cluster identifies the risks to the Taiwanese and to the 
Taiwan Government in terms of the four alternatives. It includes: "Threat of 
China attack'', "The Government's decision", and "Budget crow-out effect." 

3. China cluster - This cluster represents what risks to China in terms of the four 
alternatives. China has been saying it will prohibit Taiwan from independence 
from China regardless of all risks. Again this cluster simply includes "Tangible 
Risks to China" and "Intangible Risks to China" (see Figure 12). 
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Figure 12. Subnet under Political Risks 

Subnet under Social 

\.Social Risks cluster - This cluster stands for the risks to both China's and 
Taiwan's societies with regard to the four alternatives. It includes: (1) Birth 
rate, (2) Crime rate, (3) Irreconcilable, (4) Refugees issues, and (5) Ideology 
(see Figure 13). 
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Figure 13. Subnet under Social Risks 
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Subnet under Economic 

1. International cluster - This cluster represents the economic risks the global 
market would take in terms of the four alternatives. The risks include ''Damage 
international logistic network'', ''Trade sanctions against China'\ and "Damage 
the global supply chain.'' 

2. Domestic cluster - This cluster identifies the risks to Taiwan's domestic 
economy and market. It includes the risks of "GDP slips", "Exhausted 
resources in Taiwan", and "Economic isolation" (see Figure 14). 
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Figure 14. Subnet under Economic Risks 

4. OVERALL SYNTHESIZED RESULTS 

Each of the subnets under the control criteria for the benefits, opportunities, 
costs and risks yields priorities for the alternatives. These priorities in ideal 
form are synthesized to obtain the overall priorities of the alternatives with 
respect to the benefits, opportunities, costs and risks (Table 1). 
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Table 1. Alternatives Priorities wrt the Control Criteria and Synthesis 

BENEFITS 
Alternatives 
1. Peaceful Unification 
2. Status Quo 
3. Independence of Taiwan 
14. China Armed Takeover of Taiwan 

Political 
0.6250 
1.0000 
0.7723 
0.5992 
0.6484 

Social 
0.1365 
0.7285 
1.0000 
0.5245 
0.5245 

Economic 
0.2385 
1.0000 
0.7436 
0.4864 
0.7039 

Synthesis | 
0.9629 
0.7965 
0.5621 
0.6447 

OPPORTUNITIES 
Alternatives 
1. Peaceful Unification 
2. Status Quo 
3. Independence of Taiwan 
4. China Armed Takeover of Taiwan 

Political 
0.6250 
0.9915 
1.0000 
0.7155 
0.6019 

Social 
0.1365 
0.8353 
1.0000 
0.9039 
0.7232 

Economic 
0.2385 
1.0000 
0.8333 
0.6401 
0.7767 

Synthesis | 
0.9722 
0.9602 
0.7232 
0.6601 

COSTS 
Alternatives 
1. Peaceful Unification 
2. Status Quo 
3. Independence of Taiwan 
4. China Armed Takeover of Taiwan 

Political 
0.6250 
0.4988 
0.6861 
0.9843 
1.0000 

Social 
0.1365 
0.4029 
0.4729 
0.8385 
1.0000 

Economic 
0.2385 
0.3921 
0.4117 
0.8140 
1.0000 

Synthesis | 
0.4603 
0.5915 
0.9238 
1.0000 

RISKS 
Alternatives 
1. Peaceful Unification 
2. Status Quo 
3. Independence of Taiwan 
4. China Armed Takeover of Taiwan 

Political 
0.6250 
0.4199 
0.4477 
0.8611 
1.0000 

Social 
0.1365 
0.6187 
0.5804 
0.9312 
1.0000 

Economic 
0.2385 
0.4411 
0.4213 
0.7284 
1.0000 

Synthesis 
0.4521 
0.4595 
0.8390 
1.0000 

To synthesize the resuhs, first the benefits, opportunities, costs and risks are 
rated according to the strategic criteria using the best ranked alternative as the 
norm under each of the merits. Table 2 gives the normalized priorities of the 
benefits, opportunities, costs and risks. 

Table 2. BOCR Ratings and Intensity Scale 

Benefits 
Opportunitie: 
Costs 
Risks 

China Government Inf 1 Political Power Taiwan Economy Power Taiwan Government Taiwanese 
0.292707 0.203558 0.098507 0.212643 0.192585 
Medium 
Medium 
Strong 
Weak 

Very Strong 
Weak 

Medium 
Strong 

Very Strong 
Very Strong 
Very Strong 
Very Strong 

Medium 
Medium 
Strong 

Very Strong 

Very Strong 
Very Strong 

Medium 
Very Strong 

Normalized 
Priorities 
0.2821 
0.2075 
0.2202 
0.2902 

Very Strong 
1.0000 

Strong 
0.5684 

Medium 
0.3026 

Weak 
0.1595 

The priorities of the alternatives are obtained by combining the results from 
the benefits, opportunities, costs and risks models using a multiplicative 
(BO/CR) and an additive negative (bB+oO-cC-rR) composition principle (see 
Table 3). 
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Table 3. Multiplicative and Additive Syntheses of BOCR Results 

Benefits Opportunities Costs Risi<s MULTIPLICATIVE ADDITIVE 
[AiternatTves 
1. Peaceful Unification 
2. Status Quo 
3. Independence of Taiwan 
4. China Armed Takeover of Taiwan 

0.2821 
0.9629 
0.7965 
0.5621 
0.6447 

0.2075 
0.9722 
0.9602 
0.7233 
0.6601 

0.!2202 
0.4603 
0.5915 
0.9238 
1.0000 

0.2902 
0.4521 
0.4595 
0.8390 
1.0000 

BO/CR 
4.4988 
2.8140 
0.5246 
0.4256 

bB+dO-cC-rR 
0.2408 
0.1604 
-0.1382 
-0.1915 

The results indicate that Peaceful Unification is the best scenario for the 
future relationship of China and Taiwan. 

5. SENSITIVITY ANALYSIS 

The following graphs show sensitivity analysis of the 4 alternatives for the 
relationship between China and Taiwan. 

BENEFITS 
Alternatives 
1. Peaceful Unification 
2. Status Quo 
3. Independence of Taiwan 
[4. China Armed Takeover of Taiwan 

0.421 
0.331 
0.122 
0.125 

Figure 15. Sensitivity analysis under benefits 
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OPPORTUNITIES 
[Alternatives 
1. Peaceful Unification 
2. Status Quo 
3. Independence of Taiwan 
4. China Armed Takeover of Taiwan 

0.5 

0.407 
0.376 
0.095 
0.009 

Figure 16. Sensitivity analysis under opportunities 

COSTS 
[Alternatives 
1. Peaceful Unification 
2. Status Quo 
3. Independence of Taiwan 
4. China Armed Takeover of Taiwan 

0.5 

-0.122 
-0.166 
-0.332 
-0.379 

Figure 17. Sensitivity analysis under costs 
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RISKS 
Alternatives 
1. Peaceful Unification 
2. Status Quo 
3. Independence of Taiwan 
4. China Armed Takeover of Taiwan 

0.5 

-0.12 
-0.138 
-0.334 
-0.408 

Figure 18. Sensitivity analysis under risks 

6. CONCLUSIONS 

\.No one wants to fight 

Based on the synthesized results, one clearly sees that Peaceful Unification 
is the ideal scenario among all the alternatives followed by the Status Quo 
alternative. The other two alternatives {Independence of Taiwan and China 
Armed Takeover of Taiwan) are far behind in the overall result. This provides 
the favorable conclusion that war is never a desired option for China and 
Taiwan. 

2. Status Quo will NOT be a permanent situation 

Before developing the model, it was thought that Status Quo would be the 
best option because it was basically more favorable to Taiwan and overall 
perhaps also to China. However, by doing this model, it was realized that Status 
Quo, in the long run, would keep Taiwan under great pressure from China's 
threats and thus would hurt Taiwan's society and economy. That is why Status 
Quo does not come out to be the ideal solution. 

3>. Go Independent = War-^ Loss 

Undoubtedly, by becoming independent Taiwan would be a shame for 
China. China has been announcing publicly that, once Taiwan goes 
independent, it would launch a war to take it over at any cost. According to the 
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sensitivity analysis under benefits, the China Armed Takeover of Taiwan would 
surpass the Independence of Taiwan alternative as more weight is assigned to 
benefits. This is understandable because, as Taiwan becomes independent, it 
would lose international support since not many countries support its 
independence. Moreover, Taiwan would lose economic advantage because 
China would block Taiwan's business and trade. The foregoing shows that the 
independence option would bring more costs than benefits, and more risks than 
opportunities. 

It is thought that this model is both realistic and reliable in portraying the 
current situation between China and Taiwan. The authors are very confident 
about the outcome and conclusions as they mirror many studies made about the 
subject. While the criteria and priorities may change with the passage of time 
the ideal solution is likely to remain for reasons given above. 



CHAPTER 12 

U. S. RESPONSE TO NORTH KOREAN NUCLEAR THREAT 

Jeff Freund, Hang-Jun Kang and Sang Soo Lee 
(Spring 2005) 

1. INTRODUCTION 

As more and more countries around the world begin to develop nuclear 
weapons, the threat of a nuclear attack against the United States increases. In 
addition to the threat directly posed by these countries, there is also the threat 
that nuclear weapons could be sold or given to other hostile countries or to 
terrorists. North Korea is one country whose development of nuclear weapons 
represents a threat to the United States, somewhat aggravated by the 
confrontational attitude of its leader, Kim Jung II. 

The purpose here is to determine what best action the United States can take 
in response to the potential nuclear threat from North Korea. 

The current United States policy is to only deal with North Korea through 
six-nation talks involving the United States, North Korea, China, Russia, Japan, 
and South Korea. Some economic sanctions are in place. The United States has 
not ruled out using incentives, but would not talk about them unless North Korea 
first agrees to abandon its nuclear program. 

2. ALTERNATIVE COURSES OF ACTION 

1. Attack on Facilities: This alternative involves an attack whose purpose 
would be to take out North Korea's nuclear facilities. 

Advantages: Using this alternative has the advantage of not having to deal 
with Kim Jung II. Since he has not been very responsive to talks up to this 
point, there may be no way to achieve a satisfactory solution by dealing 
with him. In addition, this alternative would involve using less troops and 
resources than a full scale attack. 

Disadvantages: Hostile response from North Korea and other countries, 
damage to U.S. reputation, and the chance that some facilities may be 
missed and the threat would remain with the certainty of escalating the 
conflict. 

2. Full Scale Attack: This alternative involves a full scale attack on the North 
Korean soil. 
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Advantages: A full scale attack could ensure that North Korea's weapon 
facilities are destroyed. Also, it would send a sobering message to other 
countries that are possibly developing nuclear weapons such as Iran. 

Disadvantages: Given the large presence of U.S. troops in other countries, 
such as Iraq, Afghanistan and the Balkans, it might be difficult to gather 
enough forces for a full scale assault without adequate preparation for a 
major war. Such a war would undoubtedly create major diplomatic 
problems with East Asian countries and could damage U.S. credibility in 
the region. It could also affect the political stability of the region. 

3. Economic Sanctions: This involves using economic sanctions to punish 
North Korea until it agrees to give up its nuclear program. 

Advantages: This strategy has not had any negative results so far. It is not 
as costly as some of the other alternatives. 

Disadvantages: Economic sanctions have failed to eliminate the threat of 
North Korea's nuclear weapons. Its leadership does not seem to care about 
the people's well-being. 

4. Remove Sanctions, No Other Action: This involves removing all 
sanctions and not pursuing any other course of action such as using 
incentives or attacking North Korea. 

Advantages: Removing sanctions could make the U.S. appear to be fair in 
the eyes of some hostile countries. There are minimal direct economic costs 
to this alternative. 

Disadvantages: The U.S. might seem weak in the eyes of some enemy 
countries, and upset allies that continue to use sanctions. In addition, if 
North Korea's borders were more open to trade, this could make it easier 
for nuclear weapons to leave the country and get into the hands of terrorists 
or enemy countries. 

5. Negotiate with Incentives: This involves negotiating by tempting North 
Korea with positive offers that can serve as incentives. 

Advantages: The use of incentives could make the U.S. appear fair to other 
countries. North Korea might be more responsive to this approach than to 
less friendly alternatives. 

Disadvantages: This could make the U.S. appear weak. Providing 
incentives would only encourage other countries to act as North Korea has 
acted. Incentives have a direct economic cost. 
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6. Combination: This involves negotiating with North Korea by using both 
sanctions and incentives as bargaining tools (the carrot and the stick 
approach). 

Advantages: In addition to making the U.S. appear fair while not looking as 
weak as with some of the alternatives, it would also provide North Korea 
with the most reasons to agree to U.S. demands. 

Disadvantages: Incentives have costs and may encourage other countries to 
act like North Korea. 

7. Take out Kim Jung II: This involves eliminating/deposing the leader of 
North Korea, Kim Jung II as with Saddam Hussein. 

Advantages: Removing Kim Jung II may result in a new leader who is 
more responsive to U.S. demands. This would show other enemy countries 
that the U.S. is serious in dealing with dictators. 

Disadvantages: There is a strong possibility that this would lead to an 
attack from North Korea and create further hostility from enemy countries 
and terrorists. It could also damage the U.S. image in the eyes of ally 
countries. 

3. BENEFITS, OPPORTUNITIES, COSTS AND RISKS 

The alternative courses of action model need to be evaluated according to 
their merits based on benefits, opportunities, costs and risks (BOCR). The 
merits in turn are evaluated in terms of the strategic criteria depicted in Figure 1. 
Before the BOCR model is evaluated with respect to the strategic criteria we 
need to identify the best alternative course of action in each of the merit 
categories. 

BeneHts Subnet: 

The benefits subnet consisted of three criteria (see Figure 2). Each of these 
criteria also had subcriteria. To determine which subcriteria were important 
enough to have their own subnets, subcriteria were selected when they 
accounted for at least 75% of the importance of the benefits subnet. These 
relative priorities were found by multiplying the priority of each criterion by the 
priority of each subcriterion within the corresponding subcriteria cluster. For 
example, among the criteria. National Security had a priority of 0.637, 
Economic had a priority of 0.105, and Political had a priority of 0.258. In the 
National Security Subcriterion cluster. Eliminate Potential Nuclear Threat had a 
priority of 0.8, and Anti-Terrorism had a priority of 0.2. 



228 ANALYTIC NETWORK PROCESS 

X 

n 

3 

o 
O 

n 

m 
13 
O 

^n 
§ 

^ 

O 

s 
u 
o 
PQ 

I 

u 
o 

"5b 

o 

2 
en 

VI 

I 
I 

•=] 



u s NORTH KOREA CONFRONTATION 229 

1 ^ 

Ig 1 
^ 1 

I , ^ 

4> 
; - t iDK 1 

•(-« 

U 
9 

'imi 1 

c 
1 ^ 

•w 1 

i ^ 
i S 

i:i:j 
1 « M 

o 
>, 
? 
s 0* 

S 
^ 

n 

l____ 
1 >« I 
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Therefore, the relative priority of Eliminate Potential Nuclear Threat was 
0.637x0.8 = 0.51. This method for determining which criteria and subcriteria 
require subnets was used for the costs and risks subnets as well. Table 1 shows 
all the criteria and subcriteria along with their relative priorities. The subcriteria 
that have subnets are highlighted. 

Table 1. Benefits Criteria and Subcriteria 

Criteria 

Economic 

National Security 

Political 

Subcriteria 

Defense Industry 
Stable Environment for Global Trading 

Anti-Terrorism 
Eliminate Potential Nuclear Threat 

Improve U.S. Influence in Asia 
Positioning For Future Negotiations 

Stable Global Political Environment 

Relative Priority 

0.0209 

0.0838 

0.1274 
0.5096 

0.1033 
0.0517 

0.1033 

Each of the most important subcriteria (in bold letters in Table 2) contains a 
subnet. Figure 3 is the subnet containing the alternatives and actors involved 
and the potential interactions. 

Opportunities Subnet: 

Unlike the benefits subnet, there were no subcriteria in the opportunities 
subnet (see Figure 4). Therefore, determining which criteria needed subnets 
required only looking at the priorities of each criterion. Table 2 shows the 
opportunities criteria and the priorities of the two criteria that have subnets 
(highlighted). 

Table 2. Opportunities Criteria 

Criteria 

Improve U.S. Trading Relationships 

Improve U.S. Image 
Step Towards World Peace 

Enhance Political Alliances 

Relative 
Priority 

0.1143 

0.2802 

0.4699 

0.1356 

Figures 5 and 6 contain the subnets under the opportunities criteria. 
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Costs and Risks Subnets: 

The relative priorities under the costs (Figure 7) and risks (Figure 12) 
control hierarchies were determined in the same manner as they were under the 
benefits and opportunities hierarchies. Tables 3 and 4 show the criteria, 
subcriteria, and priorities in these subnets. The subcriteria that have subnets are 
highlighted. 

Table 3. Costs Criteria and Subcriteria 

Criteria 

National Security 

Economic 

Political 

Subcriteria 

Diversion of Security Forces 
Loss of Life 
Immediate Cost 
Ongoing Cost 
Opportunity Cost 
Foreign Relations 
Public Concern 

Relative 
Priority 

0.1342 
0.1342 
0.1825 
0.3315 
0.1004 
0.0879 
0.0293 

Figures 8-11 show the subnets under the costs control hierarchy. 

Table 4. Risks Criteria and Subcriteria 

Criteria 

National Security 

Economic 

Political 

Social 

Subcriteria 

Increased Terrorism 
Nuclear War 
Destabilized Trading Environment 
Damage to Trade Relationships 
U.S. Reputation 
Damage to Existing Alliances 
Unrest Over War 
Anxiety Over Nuclear Threat 

Relative Priority 1 

0.0910 
0.4552 
0.0279 
0.0558 
0.0459 
0.0918 
0.0774 
0.1549 

Figures 13-16 show the subnets under the risks control hierarchy. 
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4. RATING BENEFITS, OPPORTUNITIES, COSTS AND RISKS 

Three strategic criteria were used in the model (See Figure 1) to rate the 
benefits, opportunities, costs and risks. Two of them were broken down into 
subcriteria. We have: 

Economic 
Political: With two subcriteria 

World Reaction 
Political Stability of Region 

Social: With two subcriteria 
Effect on U.S. Citizens 
Effect on Citizens of Other Nations 

Table 5 shows the ratings and priorities of benefits, opportunities, costs and 
risks. Under each criterion, there were five possible ratings: 

• Extremely Low 
• Low 
• Medium 
• High 
• Extremely High 

It should be noted that the priorities for costs and risks were much higher 
than the priorities for benefits and opportunities leading to negative outcomes. 
This makes sense given that the goal of dealing with the North Korean nuclear 
weapons threat is more about avoiding bad consequences than it is about 
achieving positive results. 

Tables. B OCR Priorities 

Benefits 
1 Opportunities 
1 Costs 
iRislcs 

Economic 

0.4000 

Medium 
Medium 
Extremely High 
High 

World 
Reaction 

0.3000 

High 
Medium 
High 

High 

Political Stability 
of Region 

0.1000 

High 
High 
High 

Extremely High 

Effect on US 
Citizens 

0.1500 

Low 
Low 
Medium 
High 

Effect on 
Citizens of 
Other 
Countries 

0.0500 

Medium 
Low 
Low 
Medium 

Normaiized 
Priorities 

0.1959 
0.1519 
0.3484 
0.3037 

Intensities: Extremely High 
1.0000 

High 
0.5574 

Medium 

0.2963 
Low 

0.1564 
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4. RESULTS 

Under both the benefits and opportunities subnets, Combination was the 
alternative that ranked highest. Under costs and risks, Full Scale Attack was the 
alternative that ranked the highest. Tables 6 show the results of each subnet. 

Table 6. BOCR Results 

1 Alternatives 
1 Attack on Facilities 
2 Full Scale Attack 
3 Economic Sanctions 
4 Remove Sanctions, No Other Action 
5 Negotiation with Incentives 
6 Combination 
[7 Take Out Kim Jung II 

Benefits 
0.5277 
0.3011 
0.7038 
0.3891 
0.7401 

1 
0.4446 

Opportunities 
0.3277 
0.1919 
0.5685 
0.4096 
0.9052 

1 
0.3774 

Costs 
0.5953 

1 
0.1188 
0.1231 
0.1810 
0.1527 
0.6278 

Risks 
0.6599 

1 
0.1774 
0.2346 
0.1700 
0.1685 
0.5889| 

The overall results were calculated using two different formulas. Table 7 
shows the results obtained using the multiplicative and additive negative 
formulas. Since the additive negative formula allows for negative results. Take 
Out Kim Jung II, Attack Facilities, and Full Scale Attack all had negative values. 

Table 7. Results Found Using Additive Negative Formula 

Alternatives 

1 Attack on Facilities 
2 Full Scale Attack 
3 iconomic Sanctions 
4 Remove Sanctions, No Other Action 
5 Negotiate with Incentives 
6 Combination 
7 Take Out Kim Jung II 

BO/CR 

0.4402 
0.0578 
18J827 
5.5171 

21.7717 
38.8732 
0.4539 

bB+oO-cC-rR| 

-0.2546 
-0.5640 
0.1290 
0.0243 
0.1678 
0.2435 
-0.2531 

Both approaches gave the same results showing the alternatives ranked from 
best to worst as follows: 

• Combination 
• Negotiate with Incentives 
• Economic Sanctions 
• Remove Sanctions, No Other Action 
• Take Out Kim Jung II 
• Attack on Facilities 
• Full Scale Attack 
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5. SENSITIVITY ANALYSIS 

Sensitivity analysis was performed to determine how sensitive the results 
were to changes in the priorities of benefits, opportunities, costs,, and risks. 
Looking at benefits, no matter what value they had, the results still indicated that 
the best course of action was Combination. When sensitivity analysis was done 
on opportunities. Combination was also found to be the best alternative 
regardless of the priority of opportunities. Looking at costs. Combination was 
found to be the best alternative as long as costs had a priority less than 76%. 
Looking at risks. Combination was the best alternative regardless of the priority 
of risks. Figures 17-20 show the sensitivity analysis graphs for benefits, 
opportunities, costs, and risks. 

1. Attack on facilities 
2. Full scale attack 
3. Economic Sanctions 
4. Remove sanctions. No other action 
5. Negotiate with incentives 
6. Combination 
7. Take out Kim Jung II 

Figure 17. Sensitivity Analysis for Benefits 
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1. Attack on facilities 
2. Full scale attack 
3. Economic Sanctions 
4. Remove sanctions. No other action 
5. Negotiate with incentives 
6. Combination 
7. Take out Kim Jung II 

Figure 18. Sensitivity Analysis for Opportunities 

1. Attack on facilities 
2. Full scale attack 
3. Economic Sanctions 
4. Remove sanctions. No other action 
5. Negotiate with incentives 
6. Combination 
7. Take out Kim Jung II 

Figure 19. Sensitivity Analysis of Costs 
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1. Attack on facilities 
2. Full scale attack 
3. Economic Sanctions 
4. Remove sanctions. No other action 
5. Negotiate with incentives 
6. Combination 
7. Take out Kim Jung II 

Figure 20. Sensitivity Analysis of Risks 

6. CONCLUSION 

Current United States policy towards North Korea has so far not been 
successful in eliminating the nuclear threat. To resolve the problem, the United 
States may need to take a more active role in dealing with North Korea. When 
weighting all of the factors, it appears that the best option for dealing with North 
Korea is to negotiate using both the threat of sanctions and the offering of 
incentives. 



CHAPTER 13 

CRITERIA FOR EVALUATING GROUP 

DECISION-MAKING METHODS 

Kirti Peniwati 
(Fall 2005) 

1. INTRODUCTION 

In this paper we are concerned with the development of criteria for 
evaluating different methods of group decision-making that range from the 
strictly technical, to the psychophysical and social, and finally, to the logical and 
scientific. Our purpose is to identify similarities and differences with the aim of 
showing from such wide consideration which method is more attractive, and is 
likely to gain greater attention both in academia and in practice. Its outcome 
would survive outside influences because it makes possible incorporating such 
influences in its structures, and assessing their relative impact on the outcome in 
a way that does not tax one's intelligence to accept its procedures, nor do these 
procedures alienate the user. Needless to say, all users are born, potentially 
expert, decision-makers. Eventually all MCDM methods need to be extended to 
allow for dependence of criteria on alternatives so that the user is not forced to 
cast her/his problems and think in ways that may seem artificial because of 
strong assumptions about independence that cannot be adhered to strictly. Urli 
and Nadeau [1999] have observed that the future of MCDM is "subject to 
questions and debate among its researchers: what is the evolution of the field? 
What is its structure? Is it integrating new topics?" thus giving us a slant on the 
possibility of an evolving set of criteria for evaluation as well. In this regard. 
Corner, Buchanan, and Henig (2001) have talked about dynamic interaction 
between criteria and alternatives that can lead to expanding the structure of a 
decision with increased understanding. Da Costa and Buede (2000) have written 
about dynamic decision-making and how to deal with optimizing decisions in 
the framework of dynamic decision networks, again taking a long time horizon 
in thinking about decision making. 

The main object of this work is not so much about identifying and 
exhaustively summarizing all MCDM methods as it is about developing a way 
of examining, with a broad set of criteria, what to look for in judging the merit 
of a decision making approach. Undoubtedly, what we have here needs to be 
altered and further expanded to take into consideration factors that deal with 
interaction between user and method, outcome and method, and user and 
outcome. A scientific undertaking of this kind may be helpful in improving and 
expanding MCDM research thrusts to deal with complex decisions. 
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One can delve into a diversity of ramifications involved in decision- making. 
Such ramifications may deal with intellectual, psychological, or environmental 
effects regarding the comfort of a decision maker when making a decision for 
example. They can also deal with improving intuitive understanding and practice as 
appropriately pointed out by Wierzbicki (1997). Here we have to confine our 
attention to general criteria concerning the technical merits of MCDM methods and 
how well they address their subject matter. 

"Should a decision analyst primarily support a client's decision process as it is 
or should he reshape it and teach the client how to make a decision in another way? 
Which is the proper balance between the two in different situations? Perhaps it 
does not matter if the input from a client to a multi-criteria decision model is 
compatible with that model or not?" writes Svenson (1998) adding further 
complexity to the idea of evaluation methods. A client may be pleased with a 
simple method because he is unaware of the complexity involved in the process of 
eliciting and synthesizing judgments and may even strongly advocate the best 
outcome unaware that a richer structure and better knowledge and interaction can 
produce a better decision. This further adds to the difficulty of choosing additional 
criteria to compare methods. 

There are numerous useful criteria proposed in the literature to judge group 
decision-making. We use them as a basis for establishing new criteria for judging 
group decision support methods. We identify and briefly describe several of the 
well-known methods in decision-making. We define various intensity measures on 
each of the new criteria. We then evaluate each of these methods by assigning it 
the intensity that describes it best on each criterion, explaining briefly why that 
intensity is appropriate for the method. In this manner, the methods are compared 
and contrasted with respect to each criterion, and for lack of a better and more 
general way to structure the problem, a table is developed that can be used to obtain 
an overall rating of the methods, although we have refrained from doing it here as 
we do not wish to offend the developers and the users of one or the other of these 
methods. 

2. CRITERIA FOR GROUP DECISION MAKING METHODS 

Rubin [Swap and associates, 1984] proposed six quality indicators for group 
decision making that address both achievement and maintenance goals 
[Brightman; 1980, 1988): efficiency, careful development and analysis of 
alternatives, fairness, member satisfaction and morale, leadership effectiveness, 
and growth over time. These indicators are developed from a group process 
point of view, and need to be translated into another set of indicators before they 
can be used as criteria for evaluating the methodologies that facilitate for a 
group to excel on those quality indicators. We exclude efficiency from our 
analysis because it is highly dependent on the way the group is organized and 
led. We perceive growth over time as learning. We assume that a method that 



GROUP DECISION MAKING 253 

addresses group maintenance (leadership effectiveness and learning) would also 
ensure member satisfaction and morale; hence we do not consider the latter as a 
criterion explicitly. 

First, a general method for group decision-making must provide a facilitator 
with the means to lead the group to achieve and maintain its goals. The method 
must also assist the facilitator in enhancing individual and group learning, both 
single loop or small "1" learning and double loop or big "L" learning [Argyris, 
1977, 1994; Pascale, 1991]. It addresses the first if it enables the group to solve 
problems of implementing organizational policies and achieving the goals of the 
organization through incrementally, based on past performance and knowledge. 
It addresses the second if it facilitates questioning the underlying assumptions of 
those policies and goals through breakthrough shift of knowledge. Systematic 
and comprehensive development of alternatives means that the group must not 
view a problem from a scope too narrow to ensure a meaningful solution or too 
broad to ensure controllable actions. It also means that the group must be able 
to identify a set of distinct alternatives from a level of abstraction that is 
adequate for the group. For example, a group of top executives would view a 
problem from a higher level of abstraction than would a group of operational 
managers because they have a much wider choice space from which to draw 
controllable alternative courses of actions. Careful analysis of alternatives 
requires the group to work with a model/structure [Reagan-Cirincione, 1994] 
with the appropriate breadth (for relevance) and depth (for precision). A 
successful analysis depends on faithfulness of judgment elicitation, 
psychophysical applicability, and the depth of the analysis. For example, in 
some methods one must first accept the premise that eliciting judgment by 
comparing two alternatives with respect to a certain property would produce the 
most faithful representation of one's tacit preference relations. Faithful 
judgment can be obtained if: (1) it is expressed directly by the decision maker, 
rather than derived from some other form of judgments, (2) it is not clear to the 
decision maker as to how that particular judgment would ultimately affect the 
outcome and hence would not play games with it to influence the outcome, thus 
preventing strategic judgment [Dummett, 1984], and (3) the decision maker has 
the choice to express preference relations numerically (as a minimum for 
representing objective measurement) or verbally (for representing perception or 
feeling), or even graphically. Interestingly, Larichev and Brown [2000] have 
examined the merit of making decision approaches to improvise ways to create a 
new alternative that is better than the existing ones. Depth of analysis means 
how well an analytical method provides the means to guide a decision-makers' 
thinking to ensure the validity of the outcome. It includes, for example, having 
a feedback mechanism for making changes and adjustments or directing the 
decision-maker to an expert or looking for specific information. 

Fairness is addressed both during group interaction, and when the variety of 
information or judgments from individuals must be mathematically aggregated 
into one judgment for the group. For this criterion, we are only concerned with 
the method of aggregation, since group discussion is likely to be controlled by 
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the facilitator. A strong condition for a successful decision theory with regard to 
resource allocation is that it often needs to make it possible to separate the 
alternatives with cardinal numbers than simply order them. The group members 
themselves may need to be weighted as to the reliability of their opinions. Other 
actors or stakeholders who may be affected by the implementation of the 
decision often need to be considered, and a successful method needs to have a 
way to include their judgments. 

Most significantly we add, a method must be generally applicable, valid 
(can be scientifically validated), and reflects the truth advocated by those who 
provide the judgments. From such considerations, one would be concerned with 
such issues as: (1) Is the method applicable to conflict resolution? (2) Does it 
apply to intangibles in the same way it does to tangibles? (3) Does it have 
mathematical validity and generality, and is it supported with axioms and 
theorems? (4) Can the method be applied to psychophysical measurement? and 
(5) Is the outcome valid, ensuring, for example, reliability in prediction? 

Applicability to conflict resolution means that the method must provide 
a way for each conflicting party to evaluate the costs and the benefits of giving 
up some of what it has, in return for getting what it wants from the other party. 
Applicability to intangibles involves inclusion, and measurement of, the 
multidimensionality of the factors involved. Mathematical validity and 
generality calls for formal mathematical representation of the logic and 
reasoning behind a theory and the economy of additional assumptions required 
for its generalization. Psychophysical applicability means that an analytical 
method must deal with the measurement of relationships between the physical 
attributes of stimuli and the resulting sensation reflecting diminishing response 
to increasing stimulus such, for example, as that described by the Weber-
Fechner law. Validity of the outcome involves the accuracy of the outcome in 
predicting situations. One needs to be careful, however, to define what 
constitutes a prediction situation. In an experimental study, Schoemaker and 
Waid [1982] showed that guesswork with direct estimation of the rank of multi-
criteria objects produces a very different ordinal ranking than the cardinal 
ranking produced by another method. 

The following 16 criteria are used to compare and contrast the various 
methods: 

Group maintenance: leadership effectiveness. 

We assume that all group methods enhance leadership effectiveness. We 
use a democratic leader's characteristics as criteria for leadership effectiveness, 
assuming that the group mostly works in moderate situational control in terms of 
leader-member relations, task clarification, and position power [Lewin, Lippit, 
and White, 1939; Fiedler, 1973]. A method is rated low if it is highly technical 
or does not involve much interaction and where leadership is of a little concern, 
medium if it provides no more than structure to facilitate group leadership, and 
high if it also provides other collaborative tools and the necessary control 
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mechanism to guide the facilitator's leadership actions in pursuing the group's 
achievement and maintenance goals. 

Group maintenance: learning 

It is assumed that objective knowledge that is widely accepted and agreed 
upon, is considered less important by the people involved in the group than what 
they know from their experience relevant to the issues and what they learn by 
problem solving within the group. A method is rated low if it advances 
technical learning that has little to do with the group member's subjective values, 
medium if it improves understanding with regard to cause-effect relations in a 
problem (but actions may not be clear, single loop or small '1' learning only, or, 
it does not provide clear evaluation of alternatives), high if it facilitates both 
single and double loop learning, or small "1" and big "L" learning (leading to 
action), and very high if it also enables one to produce the necessary material to 
facilitate learning beyond the membership of the group. 

Problem abstraction: scope 

The need for problem abstraction or definition is inherent in any decision­
making, therefore this indicator is assumed to be addressed by all methods. The 
question is whether a method explicitly addresses this issue or not. Voting is an 
exception for which alternatives are always given, hence problem abstraction is 
not applicable and this method is rated NA. A method is rated low if it does not 
propose a specific technique and does not involve problem analysis that 
enhances the scope of abstraction, medium if its technique creates boundaries 
that limit group thinking, or, if it does not propose a specific technique but 
involves problem analysis that serves as feedback to broaden problem 
abstraction, and high if double loop learning is explicitly addressed. 

Problem abstraction: development of alternatives. 

It is generally assumed that the alternatives are not given to the group; 
hence any method involving problem structuring must go through a process of 
identifying alternatives. It is assumed that multi-criteria methods require a 
process of generating alternatives that allows a certain degree of interaction 
among group members. It is also assumed that a method for enhancing problem 
abstraction leads to a set of alternatives. Again, voting is an exception because a 
set of alternatives is always given. A method is rated NA if the alternatives 
must be given, low if it does not provide a specific technique for identifying 
alternatives, medium if it ensures a free wheeling environment without group 
interaction, or, if it generates incremental alternatives (it is assumed that 
innovative change is more preferred to incremental change), high if it ensures a 
free wheeling environment as well as group interaction but no requirement that 
the alternatives selected satisfy certain properties or requirements (e.g., distinct 
or independent), very high if it is also based on challenged assumptions, if it 
systematically generates alternatives, or, if it requires the alternatives to satisfy 
certain properties to ensure the validity of the outcome. 
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Structure: breadth 

A structure is said to be broad if it has many distinct elements (criteria) that 
are assumed to be independent of each other. A problem that is modeled by 
more than one such structure is considered to be even broader. A method is 
ranked NA (not applicable) if it does not involve problem structuring, low if the 
method allows only one element (direct comparison), medium if the method 
creates a constraint with respect to the number of elements, and high if there is 
no such constraint. 

Structure: depth 

A structure is said to be deep if each element is broken down into sub-
elements, each sub-element into sub-sub-elements and so on down to the most 
detailed elements. A method is ranked NA if it does not involve structuring, low 
if it allows only one element, medium if it creates a constraint with respect to the 
number of elements, and high if there is no such constraint. 

Analysis: faithfulness of judgments 

A method is rated NA if it does not involve problem analysis, low if it does 
not include intensity of preferences, medium if it involves direct assignment of 
numbers to represent intensity on an scale that is assumed but not derived from 
more basic and common understanding, high if it is derived from some other 
judgments carefully elicited, very high if it is elicited in the most elementary 
way (pairwise comparison with respect to a property), expressed in a way that 
fits the decision maker best (numerically, verbally, or graphically), or, if it is by 
design an objective method, or, if it is continuously improved. 

Analysis: breadth and depth of analysis (what if) 

A method is rated NA if it does not involve problem analysis, low if it 
allows judgment, but not analysis, medium if the depth of analysis is constrained 
by the method's structure, high if it provides the means for careful thinking (but 
it is difficult to review previous analysis), and very high if it facilitates careful 
thinking and review. 

Fairness: cardinal separation of alternatives 

This indicator is applicable only to methods that involve aggregation of 
judgments of individual members. Alternatives can only be treated either fairly 
(high) or not fairly (low). A method is evaluated according to its consistency 
with the impossibility problem intrinsic in ordinal group aggregation. An 
aggregation method is rated low if it uses an ordinal scale of measurement and 
high if it uses an interval, a ratio, or an absolute scale. A method is rated NA if 
it does not involve judgment aggregation. 

Fairness: prioritizing ofsroup members 

This indicator is also applicable only to methods that involve aggregation of 
individual judgments. Voting theories usually operationalize fairness as equal 
treatment of the voters. With group decision-making, there may be 
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circumstances in which the group may want to apply the concept of fairness 
with unequal treatment of the individuals involved. For example, weights may 
need to be assigned to the members according to the relevance of their expertise 
or to their known previous contribution to the goal. A method is rated NA if it 
does not involve judgment aggregation, low if individual preferences are 
represented on an ordinal scale, medium if the preferences are represented on an 
interval or ratio scale, or an absolute (but the individuals must carry the same 
weight), high if it also provides a group with an option to treat group members 
unequally (but the weights are assigned arbitrarily), and very high if it provides 
a method to determine the weights as appropriately as the group wishes. 

Fairness: consideration of other actors and stakeholders 

This criterion is applicable only to methods that involve problem analysis. 
A method is rated NA if it does not involve problem analysis, low if addressing 
fairness to other actors that might be possible (but it is not yet made explicit in 
the method), medium if it addresses the issue explicitly but qualitatively, and 
high if it addresses the issue both explicitly and quantitatively. 

Scientific and mathematical generality 

A method is rated NA if it does not involve problem analysis, low if it does 
not involve any mathematics, medium if it involves mathematics that is not 
axiomatized, or, it involves multidimensional concepts that may be axiomatized 
differently by different researchers leading to a diversity of theorems, high if it 
is axiomatized with more or less unified conceptualization (but its generalization 
has considerable mathematical rigor), and very high if its theorems are 
axiomatized and generalizable in a natural and less taxing way by not requiring 
many new assumptions. 

Applicability to intangibles 

A method is rated NA if it does not involve problem analysis, low if it does 
not involve quantification of intangibles, or, simply assigns arbitrary ordinal 
numbers to intangibles, medium if it involves measuring intangibles on an 
interval or a ratio scale or an absolute (but must be represented by tangibles or 
intensities in absolute terms with no assigned priority, high if it involves 
measuring intangibles on an interval or a ratio scale or an absolute, but must be 
represented by tangibles or intensities in absolute terms with assigned priority), 
and very high if its measurement is applicable to intangibles and gives an 
assessment of their relative importance, both absolutely or relatively, as the user 
wishes. 

Psychophysical applicability 

A method is rated NA if it does not involve problem analysis, low if it does 
not address issues of stimulus-response so it appears relevant and not arbitrary, 
medium if it could but requires a complex model that may not be practical to 
develop or to apply, and high if it is psychophysically applicable. 
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Applicability to conflict resolution 

A method must have an approach and perhaps also normative standards for 
best solution of a group conflict that is understandable, acceptable, practical, 
flexible, and has been demonstrated to work well in practice. Such a method 
would be rated high. However, secrecy makes it hard to use such an approach in 
a clear step-by- step fashion, and hence people often resort to less structured and 
less explicit methods. For this reason, an analytical method for dealing with 
conflict resolution is rated medium. A method that enables the conflicting 
parties to structure a comprehensive model and quantify the payoffs accurately 
is rated high. 

Validity of the outcome (prediction) 

A method is rated NA if it does not involve problem analysis, low if it uses 
ordinal measurement with no structural representation of a problem, medium if 
it uses cardinal measurement, but its main concern is computation, or, if it uses 
ordinal measurement with some problem representation, or, if it provides a 
rigorous model without measurement, high if it uses cardinal measurement, but 
mathematical validity sets limits on the structural representation of a problem, 
and very high if it uses cardinal measurement and no theoretical limit with 
respect to the structural representation of the problem. 

3. GROUP DECISION MAKING METHODS 

Couger [1995] provides a summary of most of the methods. 

Structuring 

Analogy and attribute association are methods for gaining fresh perspective 
on a problem to create an alternative space from which meaningful and 
controllable distinct alternatives are likely to be identified. They involve the use 
of key words from the original formulation of a problem as the means to identify 
relations between the otherwise unrelated analogy/association and the original 
problem. 

Boundary examination is a conscious effort to openly challenge and 
restructure the underlying assumptions that prevent one from seeing a problem 
from a broad perspective. The progressive abstraction method increases 
problem abstraction implied in the goal step by step. This, along with the first, 
differs in technique but their purpose is so similar that we do not consider them 
as different methods. 

Brainstorming [Osborne, 1957] is based on the premise that deferred 
judgments enhance creativity and that oral communication diminishes it. Its 
modification includes, e.g., brainwriting (generating ideas in writing), bug list 
and negative brainstorming (generating complaints to identify weaknesses), the 
Crawford blue slip method (independently brainstorms in response to a number 
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of questions that are related to a problem), and discussion among group 
participants as long as it is not judgmental. 

Morphological connection is an attempt to broaden the space of alternatives 
not through problem abstraction, but from different combinations of problem 
attributes as in a hierarchy. Despite what the term may imply, this method is not 
designed for connecting or structuring different ideas related to a problem to 
make a decision. 

Why-What's Stopping is proposed for formulating ill-structured problems 
[Basadur, Ellspermann, and Evans; 1994]. It consists of a series of diverging 
and converging ideas by seeking responses to the questions: "How might we..." 
(to elicit ideas on alternative solutions) "What's stopping us ..." (to provide 
narrower sub-problems for each response to the "How might we..." query), and 
"Why would we need to ..." (to ensure that we work on the right problem as 
stated in the "How might we..." query). The outcome of this process is a big 
picture of a problem, indicating relationships among problems and sub-
problems; to help decision makers select the most meaningful problem area to 
work on. 

Ordering and Ranking 

Voting, as has been discussed at length in the previous chapters, elicits 
ordinal judgments and mathematically aggregates them into a group judgment. 
It is considered as a single criterion analysis since the individuals compare 
alternatives directly. For our purpose, interaction among members is considered 
irrelevant. 

The Nominal Group Technique (NGT) [Delbecq, Van de Ven, and 
Gustafson; 1975] takes advantage of the positive aspects of brainstorming and 
brainwriting and structured communication that improves alignment of group 
members' perception of the problem without working towards concensus. 

The Delphi method [Turoff, 1970; Tinstone and Turoff, 1975; Gustafson, 
Shukla, Delbecq, and Walster, 1973] is similar to NGT except that the group 
members do not meet face to face. A great deal of preparation is required due to 
the nature of written communication. 

Disjointed incrementalism is a method to select the best policy based on its 
incremental consequences. This method was proposed to deal with complex 
policy decisions, typically in the government, in which a holistic approach for 
policy decisions is either impossible or impractical. It has been argued that 
muddling through is a science. 

Matrix evaluations refer to methods for presenting information to facilitate 
the evaluation of alternatives. It may describe factors and sub-factors involved 
in a problem with their ranking scores, or by providing the relative overall 
positions of alternatives in a multidimensional space. For example, various 
company products may be evaluated with respect to their market share and 
growth (BCG matrix) or various organizational improvements with respect to 
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their importance and imminence [Camillas and Datta, 1991]. These methods, 
however, do not provide a methodological way to arrive at a decision. 

Goal programming is an approach to optimize a set of objective functions 
subject to constraints. However, it does not necessarily suggest decisions that 
optimize the objective functions [Ching and Ming; 1987]. It only yields 
decisions that "satisfice" [Simon, 1957]. The outcome is perceived as indicating 
trade offs that need to be made in terms of reducing a certain objective in return 
for an increase in some other objectives. 

Conjoint measurement is concerned with predicting the values of a 
dependent variable by combining a set of independent variables in some 
functional form. The coefficients of the function are usually estimated by 
regression techniques. A conjoint analysis measure has been suggested for use 
as a numerical basis for estimating the priorities of a goal-programming problem 
[O'Leary and O'Leary, 1985]. 

The concept of outranking was developed by Bernard Roy based on 
Multiattribute Utility Theory (MAUT) principles with the motivation to improve 
efficiency without affecting the outcome while considering less information. 
The idea is to see whether there are enough arguments to decide that an 
alternative At is at least as good as Aj, while there is no essential reason to refute 
that statement. Researchers in this area have worked toward the satisfactory 
axiomatization of the concept, in which criterion prioritization has been their 
major preoccupation [Roy and Bouyssau, 1985; Vincke, 1989]. In the 
meantime, ten different methods have been developed to apply the concept. 
They differ in how the reason is formalized that leads to refuting the statement 
that Ai is at least as good as A^ the type of decision problem (choice, scoring, or 
ranking) they address, the preference model they adopt (whether or not Weber-
Fechner's psychophysical law is to be embraced), whether or not the concept of 
probability is used, and the way criteria weights are determined. A concern has 
been voiced about how the method combines concordance and discordance that 
leaves one in doubt about the accuracy of its outcome. 

Structuring and Measuring 

Bayesian analysis is a popular statistical decision making process which 
provides a paradigm for updating information in the form of probabilities. It is 
based on the premise that decisions involving uncertainty can only be made with 
the aid of information about the uncertain environment in which the decision is 
made. Bayesian theory updates information by using Bayesian theorem, a 
statement in conditional probabilities relating causes (states of nature) to 
outcomes. Outcomes are results of experiments used to uncover the causes. 
Bayesian theory revises initial or prior probabilities of causes, known from a 
large sample of a population, into posterior probabilities by using the outcome 
of an experiment or test with a certain probability of success. Prior probabilities 
are obtained either subjectively or empirically by sampling the frequency of 
occurrence of a cause in a population. Posterior probabilities are those based on 
the prior probabilities and on both the outcome of the experiment and on the 
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observed reliability of that experiment. Bayesian analysis often makes heavy 
use of probability trees and that is why we have included them in this section. 

Multiattribute Utility (Value) Theory (MAUT/MAVT) [Luce and Suppes, 
1964] attempts to maximize a decision maker's utility (under uncertainty) or 
value (preference) which is represented by a function that maps an object 
measured on a ratio scale into the decision maker's utility or value relations. 
The function is constructed by, for example in the case of MAUT, asking lottery 
questions involving probability to articulate decision makers' value trade-offs 
among the conflicting attributes. Preferences are used in MAVT. The 
functional representation of a multicriteria problem is obtained by aggregating 
the different single attribute functions, each representing a different attribute, by 
taking into consideration the relative weights of the attributes. The use of 
objective measurement leads to a complex functional representation if the 
Weber-Fechner law is to be embraced. The law suggests that the relation 
between a stimulus and an individual's response is not as smooth as may be 
indicated by a continuous utility function. Maintaining that "it is now firmly 
established that expected utility (EU) theory and subjective expected utility 
(SEU) theory are descriptively invalid," Miyamoto [1992] proposes a generic 
utility theory, designed as a general framework for descriptive multiattribute 
utility modeling. A group utility or value function that takes the diversified 
evaluations of its individual members into consideration, can be obtained either 
by aggregating individual functions or by partial identification of the group 
function [Seo, 1985]. Recent versions of MAUT/MAVT have tended to look at 
the broad complexity of a problem within a structured framework and not 
simply as criteria and alternatives. 

The Analytic Hierarchy Process (AHP) and its generalization to dependence 
and feedback, the Analytic Network Process (ANP) (Saaty 1990, 2001) use both 
paired comparisons and ratings to prioritize or rate alternatives one by one on a 
set of criteria arranged in a hierarchic or in a network structure in the process of 
developing measurements for intangibles. Tangibles are dealt with directly by 
using their measurements or indirecdy through preference. Priorities are 
obtained as the principal right eigenvector of a paired comparison reciprocal 
matrix whose entries belong to a fundamental scale used to express the 
dominance of each member of a "homogeneous" pair over the other with respect 
to a common property or criterion. The priorities with respect to each criterion 
are weighted by the priority of their parent criterion and appropriately sunmied 
to obtain the overall priority of each alternative. In more recent extensions of 
the subject [Saaty 2001] has used benefits, opportunities, costs and risks to 
analyze decisions and then combine the outcome for the overall outcome for the 
alternatives. In the AHP/ANP rank preservation and reversal (subjects of 
considerable debate in the literature early in the history of the method) are 
allowed to take place depending on whether the alternatives are assumed to be 
independent both functionally and structurally or not. Paired comparisons 
always imply structural dependence among the alternatives according to quality 
and number present. By using the ratings mode or by creating an ideal and 
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preserving that ideal in making comparisons after the initial set of alternatives, 
the AHP/ANP always preserves rank when it is assumed that the criteria are 
independent from the alternatives and alternatives are independent among 
themselves. The ANP measures and combines the outcome of influence with 
respect to various criteria: economic, social, political and the like known as 
control criteria and combines the outcomes for the alternatives by prioritizing 
the importance of these criteria. Saaty (2003) has generalized AHP/ANP to 
capture dynamic judgments both mathematically and by using scenarios to 
project ahead. 

4. EVALUATION OF THE METHODS ON THE CRITERIA 

Comparison of the group decision-making methods is presented in Table 1. 

Group maintenance: leadership effectiveness 

Analogy/association, brainstorming, morphological connection, voting, goal 
programming, and conjoint analysis are rated low because the methods are 
highly technical. Boundary examination, why-what's stopping, NGT, Delphi, 
disjointed incrementalism, matrix evaluation, outranking, Bayesian analysis and 
MAUT/MAVT are rated medium because they provide nothing more than 
simple structures to assist a facilitator. AHP is rated high because it provides 
collaborative tools to enhance communication effectiveness, inconsistency and 
incompatibility measures that provide feedback to the group members to ensure 
validity of the outcome, structure to facilitate task division, and the means to 
balance consensus and voting to obtain group judgments. 

Group maintenance: learning 

Brainstorming, voting, goal programming, and conjoint analysis are rated 
low because they involve highly technical knowledge. Brainstorming excludes 
member interaction because of its requirement that there be no discussion or 
criticism of ideas proposed. Analogy/association, boundary examination, 
morphological connection, why-what's stopping, NGT, Delphi, and matrix 
evaluation are rated medium because they improve understanding of the 
problem, but actions to take from them may not be readily clear. Disjointed 
incrementalism, outranking, Bayesian analysis and MAUT/MAVT are rated 
high because it is assumed that their outcomes provide learning that leads to 
action. Research indicates, however, that despite group satisfaction, study 
participants rated the combination of NGT and MAUT as low in improving 
knowledge about the content of the issue [Thomas, McDaniel, and Dooris; 
1989]. AHP is rated very high because it provides a highly summarized 
description of the problem that facilitates learning beyond membership of the 
group. Participants in an experimental study ranked the AHP as the least 
difficult and the most trustworthy method among those studied [Schoemaker and 
Waid, 1982]. It is assumed that the easier to apply and the more trustworthy a 
method is, the more one learns from its application. 
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Problem Abstraction: Scope 

Voting is rated NA because a group does not generally generate alternatives, and 
thus broaden the scope, but is somehow given a set of alternatives. 
Brainstorming does not involve a specific technique to enhance problem 
abstraction and does not involve problem analysis, and so it is rated low. The 
use of key words from the original formulation of a problem in analogy and 
attribute association, which ensures some relations between the analogy or 
association problem with the original problem, at the same time sets perceptual 
boundaries. For example, an analogy to a difficulty is usually another difficulty 
(as opposed to an opportunity) and a spatial problem is likely to generate 
attributes that direct thinking to increasing the productivity of the space given 
the same demand, rather than reducing the demand itself. For this reason, these 
methods are ranked medium. Nominal Group Technique and Delphi are also 
rated medium because they include careful preparation of a questionnaire for the 
group to respond to which implies the development of problem abstraction. 
Disjointed incrementalism, matrix evaluation, goal programming, conjoint 
analysis, outranking, Bayesian analysis and MAUT/MAVT, and AHP/ANP do 
not involve a technique to broaden problem abstraction, but since analysis 
enhances problem abstraction, they are rated medium. Also outranking, 
Bayesian analysis, MAUT/MAVT, and AHP/ANP are rated medium because 
they are assumed to apply techniques such as NGT or Delphi that are rated 
medium. Morphological analysis is rated high because of its systematic search 
for combinations of attributes that produce candidates for alternatives. Why-
what's stopping is also rated high because its why's questions uncover the 
assumptions underlying the difficulties in implementing the suggested solutions 
identified by the what's (how's) questions. Structuring the responses to the 
repeated questions provides highly comprehensive relationships among 
problems, subproblems, and alternative courses of action. Boundary 
examination systematically challenges the underlying assumptions regarding the 
problem, hence it is also rated high. 
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Problem abstraction: development of alternatives 

Analogy and attribute association, boundary examination, matrix 
evaluation, goal programming, conjoint analysis and Bayesian analysis are rated 
low because identifying alternatives is not an explicit part of the method. 
Brainstorming/brainwriting is rated medium because it ensures a free-wheeling 
environment but does nothing to take advantage of the positive aspects of 
interaction among group members. This method assumes that an alternative 
ranked high by the group is the most relevant solution to the problem, which 
may not be generally true because the group does not get to bring out possible 
disadvantages to the suggested alternatives. This weakness is inherent in 
brainstorming as well as in its modifications, e.g., brainwriting (generating ideas 
in writing), bug list and negative brainstorming (generating complaints to 
identify weaknesses). Crawford's blue slip method (independently 
brainstorming in response to a number of questions that are related to a problem) 
does not tell one how to organize the information. Brainstorming addresses the 
negative aspect of communication by removing interaction from the decision 
process, at the cost of taking advantage of its positive aspects. This may be the 
reason why this popular method is observed as the least effective technique 
[Couger, 1995]. Disjointed incrementalism is also rated medium, but because it 
generates incremental alternatives rather than distinct ones. Nominal Group 
Technique (NGT) and Delphi are rated high because a certain degree of 
alignment of group member's perceptions takes place. Outranking and 
MAUT/MAVT are also rated high, the same as NGT and Delphi, because the 
complexity of the problem approached using these methods is assumed to 
require an application of either one of the two alternative generating methods. 
Morphological connection is mostly useful for new product or new system 
development, and is rated very high under development of alternatives. Why-
what's stopping is also rated very high because the outcome of this method is a 
highly comprehensive view of the problem and its subproblems, with alternative 
courses of action included. One potential problem may be that presenting such a 
broad and detailed analysis may be quite a challenge. AHP is rated very high 
because, although it may begin with brainstorming as to what alternatives should 
be located at the bottom of the hierarchy, the level of problem abstraction 
represented by its hierarchy of criteria provides the opportunity to question 
whether or not the alternatives that are known indicate appropriate breadth for 
that level of abstraction. 

Structure: breadth 

This indicator does not apply to analogy/association, boundary examination, 
brainstorming^rainwriting, and morphological connection, voting, conjoint 
analysis and Bayesian analysis. NGT and Delphi are rated low because they are 
direct comparison methods. Why-what's stopping, disjointed incrementalism, 
matrix evaluation, outranking, MAUT/MAVT, and AHP are rated high because 
they do not limit the number of criteria or factors considered in the analysis. 
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Structure: depth 

This indicator does not apply to analogy/association, boundary examination, 
brainstorming/brainwriting, morphological connection, voting, conjoint analysis 
and Bayesian analysis. NGT and Delphi are rated low because they are direct 
comparison methods. Lack of measurement and of theoretical foundation for 
disjointed incrementalism and matrix evaluation prevent them from constructing 
a deep structure, hence they are rated low. Goal programming, outranking, and 
older MAUT are rated low because they have no provision for subcriteria. 
Why-what's stopping and AHP are rated high because they do not limit the level 
of detail of the analysis with respect to breaking down criteria into subcriteria, 
sub-subcriteria and so on. 

Analysis: faithfulness of judgments 

This indicator, and all others here, do not apply to analogy/association, 
boundary examination, brainstorming/brainwriting, morphological connection, 
and why-what's stopping. NGT and Delphi include a voting process to 
determine which alternative is preferred by the majority of the group members. 
However, there is an opportunity to use them together with a ratio or an absolute 
scale evaluation method like the AHP. Voting is rated low because it uses an 
ordinal scale. Disjointed incrementalism, matrix evaluation, and outranking are 
rated medium because they involve assigning numbers which can be assumed to 
represent intensity of importance better than the ordinal rating of voting, for 
example. MAUT/MAVT is rated high because intensity of preference is derived 
from lottery judgments which are once removed from direct elicitation of 
preferences, and AHP is rated very high because it elicits elementary judgments. 

Breadth and depth of analysis (analysis) 

Voting is rated low because it involves judgment, but not analysis. 
Disjointed incrementalism, matrix evaluation, goal programming, conjoint 
analysis and Bayesian analysis are rated medium because they are structurally 
constrained. MAUT/MAVT is rated high because they provide more structural 
flexibility but it is difficult to go back and review previous analysis. The AHP is 
rated very high because its structural flexibility facilitates in-depth analysis of a 
problem. It also provides inconsistency and incompatibility measures to 
indicate if some improvement in judgments, and some effort to align perceptions 
among group members are required. Its supporting software provides the 
information as to where the sources of inconsistency and incompatibility are. 

Fairness: cardinal separation of alternatiyes 

This indicator is applicable only to voting, outranking, MAUT/MAVT, and 
AHP. Voting is rated low because it uses an ordinal scale, and the others are 
rated high because they use cardinal scales. ANP is rated very high because 
feedback improves accuracy of the outcome. Arrow's theorem indicates that 
any ordinal preference relation, be it expressed as a set of pairwise comparisons 
or point allocations, does not treat the alternatives fairly. 
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Fairness: prioritizing group members 

This indicator is also applicable only to voting, outranking, MAUT/MAVT, 
and AHP/ANP. Voting is rated low because fairness is operationalized using 
head counting with no regard to intensity of preference, which has been argued 
as unsatisfactory [Dummett, 1984]. Outranking and MAUT/MAVT treat 
individual members of the group equally. They may in fact, implicitly give 
them unequal weights, as for example, by giving the boss's opinion greater 
accord than that of other members of the group in constructing their measures, 
but the lack of method requires that the relative weights can only be assigned 
rather arbitrarily. Hence they are rated high. With the AHP/ANP, it is at the 
decision-maker's discretion to determine what concept of fairness is appropriate, 
and hence, they are rated very high. A hierarchy can be structured, with the 
different individuals at the bottom of the hierarchy. The criteria levels may 
include area of responsibilities or expertise that can be used to prioritize the 
individuals. 

Fairness: consideration of other actors and stakeholders 

This indicator is not applicable to analogy/association, boundary 
examination, brainstorming/brainwriting and morphological connection because 
they do not involve problem analysis. It is unlikely that this indicator would be 
applicable to Bayesian analysis because of its complex cause-effect relationship 
with the states of nature, hence it is rated low. Conjoint analysis is rated low 
because it may be possible for a creative user to represent other actor's concerns 
in its model. NGT and Delphi are rated low because they do not make explicit 
this concern, which might be made implicit by individual members of the group. 
Matrix evaluation is rated low because of its highly constrained structural 
representation and non-quantifiable analysis. Outranking is rated low because it 
obtains a decision with incomplete information, and its theoretical foundation is 
not yet settled even for the most fundamental issues, making it unlikely that this 
concern would be addressed and settled once and for all. MAUT/MAVT is 
rated low because, although it may incorporate this concern as one of its criteria, 
its limited structural representation makes it difficult to address the possible 
diversity of actors. Why-what's stopping and disjointed incrementalism may 
address the issue explicitly, but qualitatively, and are rated medium. It appears 
that the AHP is the only method that facilitates for a group to explicitly include 
other actor's concerns in detail as parts of the problem structure, and quantify 
them, hence it is rated high. 

Scientific and mathematical generality 

This indicator is not applied to analogy/association, boundary examination, 
brainstorming/brainwriting, morphological connection, why-what's stopping, 
NGT, Delphi, because they do not involve problem analysis. Disjointed 
incrementalism and matrix evaluation are rated low because they do not involve 
mathematics. Voting is rated medium because there are many procedures 
proposed for aggregating ordinal votes, with or without axiomatization. The 
ones that are axiomatized are usually mathematically complex to deal with the 
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impossibility inherent in ordinal group aggregation. Goal programming and 
conjoint analysis are rated medium because they do not involve axiomatization. 
Outranking is rated medium because it is not yet axiomatized. Bayesian 
Analysis, and MAUT/MAVT are rated high because they are axiomatically solid 
but their generalization's have considerable mathematical difficulties. The AHP 
is rated very high because its mathematical foundation is generalizable without 
additional assumptions. 

Applicability to intangibles 

This indicator is not applied to analogy/association, boundary examination, 
brainstorming/brainwriting, morphological connection, why-what's stopping, 
NGT, Delphi and voting because they do not involve problem analysis. 
Disjointed incrementalism and matrix evaluation are qualitative methods and are 
rated low. Goal programming and conjoint analysis may incorporate intangibles 
in their model, but they must be represented by tangibles with absolute 
measurement, hence they are rated medium. Outranking and MAUT/MAVT are 
rated medium because they must use absolute measurement. Medium is 
probably a generous judgment because MAUT is riddled with unresolved 
paradoxes and problems and "the standard theory is being challenged on several 
grounds from both within and outside economics [Machina, 1987]." Bayesian 
analysis deals with the probability of events, and is rated medium because it 
often contrives and guesses at its prior probabilities without adequate scientific 
justification. AHP is rated very high because its fundamental measurement 
ensures its applicability to intangibles naturally, that gives discretion to the user 
whether to use relative, ideal or absolute measurement [Saaty, 1990]. 

Psychophysical applicability 

Psychophysical applicability does not apply to voting, goal programming 
and conjoint analysis. Disjointed incrementalism, matrix evaluation and 
Bayesian analysis are rated low because psychophysical law is irrelevant. 
Outranking and MAUT/MAVT are rated medium because they generally do not 
incorporate the psychophysical phenomenon. If they do, it would complicate 
the mathematical representation of the theory considerably. AHP is rated high 
because in many examples, its priority scales approach has produced 
measurement of responses to physical stimuli that corresponded closely to the 
normalized values of physical measurement of those stimuli in the homogeneous 
ranges in which they were examined. 

Applicability to conflict resolution 

There are only two theories applicable to conflict resolution, game theory 
that is based on the utility theory, and the AHP/ANP. AHP/ANP is rated high 
because it allows a wide range of structure from a simple one to a set of 
benefits-opportunities-costs-risks models with feedback for improvements. 
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Validity of the outcome (what if) 

This indicator is not applied to analogy/association, boundary examination, 
brainstorming/brainwriting, morphological connection, why-what's stopping, 
NGT and Delphi because they do not involve problem analysis. Voting is rated 
low because it uses ordinal measurement with no problem representation. 
Disjointed incrementalism and matrix evaluation are rated medium because they 
are limited in terms of measurement and model representation. Goal 
programming, conjoint analysis, and Bayesian analysis are rated medium 
because their main concern is with computation, not with problem 
representation. Outranking and MAUT/MAVT are rated medium because they 
use cardinal measurement with a relatively simplified model representation. 
AHP is rated high because its reliance on absolute scales derived from paired 
comparisons, enabling one to model a problem by ordering its elements and 
levels in a fine, structured way to legitimize the meaningfulness of the 
comparisons, and also because different ratio scales can be multiplied and 
divided to obtain an outcome from hierarchies of benefits, costs, risks, and 
opportunities. 

Research indicates that sometimes a method does not perform as intended. 
For example, instead of directing decision makers to profitable investment, a 
series of experiments indicate that the use of the Boston Consulting Group 
(BCG) matrix increases the subject's likelihood of selecting less profitable 
investment [Armstrong and Brodie, 1994] due to misuse of the method 
[Wensley, 1994]. 

5. CONCLUSION 

This paper has brought many criteria and many methods under one 
umbrella. We believe that our schematization is a good start and may eventually 
be improved upon in subsequent revisions and extensions of the criteria used 
and in debating the importance of these criteria and the accuracy with which 
they are used to evaluate the methods of MCDM. 
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