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Abstract

In this thesis we define and study the expressive power ardhtaecomplexity of a certain number
controlled languages for ontology-based data accessnsy{teBDASS), in which data stored in
relational databases is queried through an ontology é.&pnceptual” or “intensional”) middle
layer and can be modeled by description logics.

Controlled languages and controlled language interfacee been proposed as a means of
enhancing the usability of human interfaces to informasigstems, and, in particular to OBDASS.
Controlled languages are subsets of natural languagéds ésuenglish) with a limited vocabulary
and syntax, designed to avoid the ambiguity inherent tdraryi natural language utterances, that
is very difficult to process.

These restrictions, however, do not address the impactdbbraic (a.k.a. asemantic expres-
sivenespand combinatorial/computational (a.k.a.smsnantic complexijyproperties the seman-
tics of controlled languages might have on OBDASS. In paldic on thescalability to dataof an
OBDAS, viz., the computational complexity of query evaloatin the size of the dataa.k.a. the
data complexityof query evaluation for OBDASSs. Different combinations ohtrolled language
function words (expressing different logical operationgy give rise to different computational
properties.

We study this problem by proposing declarative and intextiog controlled languages that
translate exactly and compositionally into @dpres} different query and ontology languages, to
single out combinations that a(@ maximal w.r.t. tractable data complexifTime or less) or
(i) minimal w.r.t. intractable data complexitfNPTime-hard or more), if not undecidable. We
propose the following controlled languages. Lite-Engliiat expresses the description logic
DL-Lite. DL-English, that expresses the description logi€CZ. EL-English, that expresses
the description logi€LZ. The IS-As, which lie between Lite-English and DL-English. GCQ-
English, that expresses tree-shaped queries. ATCQ-Entjtiat expresses aggregate tree-shaped
conjunctive queries.

We, moreove(i) propose a certain answers semantics (a generalizatioe oftttain answers
semantics for non-aggregate SQL queries over incompldaabases) for aggregate tree-shaped
queries over OBDASSs, ar(d) show that this semantics is a restrictionlbb semantics to aggre-
gate tree-shaped queries. We also analyze, by means aifittesailecision procedures, the data
complexity and expressiveness |. Pratt and A. Third’s fragis of English.

It follows that, contrary to plain databases, where all ¢hesmbinations taken together scale
to data, any “Boolean closed” combination of controlledglaage constructors (function words)
gives rise to intractable data complexity w.r.t. OBDAS quewaluation, while adding further
restricted anaphoric pronouns may result in undecidgl@ind does when we consider arbitrary
anaphoric pronouns).
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Chapter 1

Introduction

1.1 Controlled Languages and their Scalability to Data

1.1.1 Natural Language Interfaces and the Usability Gap

Data is ubiquitous. Whether stored in relational databasesknowledge bases the task of struc-
turing, modelling, declaring, updating and querying data difficult one. In database manage-
ment systems (DBMSs) the user executes these tasks usinglfquery languages, based often
on formal logic, that combine both declarative and impgeateatures: for example the so-called
Structured Query Language (SQL) PraATALOG (see [AHV95, EN04] for a general discussion
on relational databases).

However, using these query and conceptual modelling layggiaequires previous training
and can prove counterintuitive to the casual end-user. Haagadministration and data mining
skills, together with domain expertise might be requirddl)ssand expertise beyond those of ca-
sual end-users. Analogous problems have to be faced whéngie&h knowledge bases [Sow99]
or when “hybrid” systems are devised — that is, data managesystems over which a reason-
ing layer, based on knowledge bases and ontologies, hasadeed. These drawbacks might be
termed theusability gapin the management of databases and knowledge bases [KBO7].

A proposal to bridge this usability gap anatural language interfacesn which the casual
end-user is allowed to type natural language questiondam¢ions and commands [ART95].
Such interfaces build a formal query making use of one ofra¢l@nguage technologies. Studies
have shown that in the context of data access, users indefat patural language interaction, to,
say, visual or formal query languages [KB0O7]. On the othand; as J. Sowa in [Sow99] accu-
rately says, natural language is the ultimate knowledgeesgmtation language: we humans can
depict naturally to our fellow human beings the world thateunds us up to Cantor’'s paradise,
to use a metaphor, and be understood.

Crucially, a natural language front end should map, by me&asnapping calledranslation
function natural language questions, declarations and ordersdp,,the formal queries, formal
constraints and commands supported by the back-end, wigiteving the semantics of those
natural language expressions. To avoid tedious configuraind portability issues, it is custom-
ary to map natural language utterances first to an interrreelliaguage, i.e., something like the
interlingua or pivot of machine translation and only later, through drivers aridges turn this
into input for the DBMSs or information system [ART95]. Sughproach implies several layers
of processing, from the surface forms (the strings) to tmasy(the grammar) and the underlying
semantics of the utterances (see Figure 1.1). Dependingwrdbep the translation method is,
natural language interfaces can be classified into threp typés:

— Pattern-matching systems.Queries are built via shallow parsing, using, e.g., regeiqres-
sions.
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pivot language

Figure 1.1: Machine translation.

— Syntax-based systemsQueries are built via (eventually probabilistic) parsinging syntactic
grammars such as unification grammars.

— Semantic-based systemueries are built via deep parsing using semantic (or degraaydl
grammars and in general grammars that generate semantseepations.

Many different natural language interfaces, mostly to DBMRBave been proposed over the
years. In general, the tendency has been to use deep timmslabmbined with interlingua(s)
based on formal logic. Among these we can mention the workIiffofd in [Cli88] in which a
(symbolic) syntax and semantic-based system coupled vgtieh order logic Ho) as pivot (or
interlingua) and (temporal) SQL as target language is mepowherddo is the logic obtained
by enriching first order logicH0) with the types and constructors of the simply-typed lambda
calculus [Car97]. STEP by Minock et al. [MONO8, Min05] makese of semantic grammars
(domain-dependent but otherwise easy to define) and hiesfisised incremental deep semantic
parsing coupled, again witHo as interlingua and SQL as target language. The ORAKEL system
by Cimiano et al. [CHH 08] is geared instead towards semantic web knowledge baibes than
towards plain databases, and makes use of a (statisticaBxsipased system coupled witho,
frame logic and an ontology layer. The system PRECISE by §npet al. [PEKO03] proposes a
pattern-matching system in which graph-theoretical dlgaors are used to map a natural language
guestion (seen as a sequence of words) to an SQL query. BymitgfDMBO03] Dittenbach et al.
propose a pattern-based natural language interface bassttistical machine translation. Fi-
nally, Giordani et al. propose in [Gio08, GM09] a syntaxdmhgranslation technique that predicts
(via machine learning kernels that guess a SQL query plaangi parse tree) the most likely SQL
translation of a natural language question.

1.1.2 Ontology-Based Data Access Systems

In this thesis we are interested in one kind of informatiostam, viz. in semantic wetntology-
based data access syste(@BDASSs). Anontologyis, in general, a conceptualization of a do-
main of interest, providing the basic vocabulary and cests holding over such a domain (see
[Gua98] and [SS04], Chapter 1). They represent the intaakiknowledge of the domain with
a logical theory (i.e., a set of axioms) and can be of diffefénds, e.g., foundational, domain,
application ontologies, etc. Ontologies have been writtevarious formalisms, some of which
are pictorial, like ER diagrams [Che76], UML class diagramonceptual graphs or semantic

http:/iwww.uml.org/
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networks (see [BCNO03], Chapter 4). and others are based on notational, maphimessable
variants ofF'o [CLN99, BCDO05].

In the semantic web and OBDAS settings attention is resttitd OWL and description logic
(description logic) ontologies. The World Wide Web Congort standard for semantic web on-
tologies, the Web Ontology Langugg@WL ) is formally underpinned by description logic ontol-
ogy languages. An OBDAS is an information system in which mtology is used as an interface
or conceptual viewio (possibly many) relational datasources accessed inatieénd of the sys-
tem [CdLT05b]. Formally, it can be modelled as a trigl®, M, D), where O is an OWL or
description logic ontology (the conceptual layeP)a database (the logical layer and its physical
implementation(s)) andA a set of mappings linking the concepts and relations of thelagy to
D’s relational schema, in a way similar to the Global-as-Vjmvspective for database integration
systems [Len02]:

Conceptual layer (ontology Q)

Logical layer
Data layer (databasé®D)

mappingsM {

OBDASSs have been proposed as a specialization of semantiomielogies and knowledge
bases to data-intensive scenarios (e.g., accessing agplatihg data from very large databases)
[CALT05b], where by a knowledge base we understand now a(BaiD ), whereD, is a
virtual databasei.e., a set of relations populated modulo a set of mappimgstypically, SQL
views). Such scenario can be regarded agmaomplete informatiorsetting, since databases in
OBDASSs specify only partially the knowledge of the domairisithe ontology and its constraints
or axioms that “completes” the knowledge of the domain b Bpieg the conditions any database
that increases the factual information about the domairt oaraply with (see [SS04], Chapter 1).
An OBDAS characterizes or represenidassof state of affairs, unlike databases that characterize
asinglestate of affairs (i.e., they characterize completely theagio of interest). Queries, on the
other hand, are SQL queries formulated over the vocabulahedtop-level) ontology.

These intuitive notions can be given a formal meaning'm All OBDASs and knowledge
bases can be seen, ultimately @ axiomatics and (core) SQL queries as syntactic sugal'or
formulas (see [AHV95], Chapter 8). Thus, the semantics oD@Bs can be captured bylgo
entailmentwherein we check whether queries are logically entailechbyQBDAS (or knowledge
base). To be more precise, we are interested in retrievimgutiswers that hold iall the logical
modelsof the system, a.k.a. a®rtain answergsee [CdLF05b, Len02] and [AHV95], Chapter
19).

1.1.3 Controlled Languages and the Ambiguity Problem

Since in OBDASs it is important to retrieve the exact set afvegrs of an information request,
semantic- or syntax-based natural language interfacengaldge of a deep and symbolic transla-
tion would be desirable. Building such an interface muskliachowever, the problem of natural
languageambiguity the same utterance may be parsed differently, or it can drébad different
semantic representations. A proposal to overcome thegmobF ambiguity in natural language
interfaces for OBDASSs areontrolled languagesind controlled language interfacedKGKO05,
KF06, SLH03, SKC 08, KB0O7]. A controlled language is a fragment of naturablaamge (say, of
English), with a limited lexicon and a small set of grammdesHSG04, MC99, Sow99]. Most
importantly, controlled languages are engineered to #tgm clean of ambiguity, so that their ut-
terances “compile” into a unique ontology axiom and/or guly restricting their syntax and their

2http://www.w3.0rg/TR/owl-ref/



4 1. Introduction

lexicon. They constitute a trade-off between the rigor ofrfal query and ontology languages and
the intuitive appeal of natural language.

The lexicon of a controlled language is constituted by the set of its nahtlanguage words
which, as in natural language, are partitioned into weategories(a.k.a.parts-of-speech such
as: common nounsNs, such as “car”), proper nounPfs, such as “John”), adjectiveddjs,
such as “big"), intransitive, transitive and ditransitiverbs {Vs, TVs andDTVs such as, resp.
“runs”, “eats” or “gives”), coordinators@rds, such as “and”, “or”) pronoungfros, such as
“it” or “that”), determiners Dets, such as “every”) and prepositionBreps, such as “to”), to
name some. Words posseassrphological featuresuch as number, gender, tense, mood or voice,
and combine recursively by means of a grammar (or set of syates) into (potentially infinitely
many)constituentandsentencesr utterances Such constituents can be classed into noun phrases
(NPs), verb phrasesMPs), nominal compoundsNoms, Ns), relative clausesSgs), preposi-
tional phrasesRPs), etc.

The meaning of controlled language utterancesimpositiongli.e., a function of the mean-
ing of their syntactic constituents. Such compositiogadiain be logically modelled by formal
and computational semanticempositional translations (-) that recursively map natural (and
controlled) language utterances Fo and/orHo formulas known asneaning representations
[Car97, Mon70, Moo97, HK98, Gam91, PWt93, BB05a], and wiiah be used as controlled
language interface interlinguas.

Modulo 7(-), we can(i) specify (or declare) the ontology (the domain constrainit) con-
trolled language universally quantified declarative secessS, (i) specify and (or declare) infor-
mation (or data) through controlled language fa€tand (iii) formulate information requests (or
queries) through controlled language questigndo retake the diagram we exhibited earlier, this
amounts to adding a “natural language” layer to OBDASSs:

controlled language layer (controlled language interface)
Conceptual layer (ontology O)

Logical layer
Data layer (databaséD)

translationr (-) {
mappingsM {

The syntax of OWL, which is based on that of XML [SS04], is natant for humans. Nor
are description logics easy to manipulate for a user withonmél logic training. As an example
consider the following English statement that affirms tleatdvery human person, a parent exists

Every person has a father. (1.2)

In OWL, this mandatory participation of persons in the lielathasParent holding among in-
stances oPersonandMale, would be written as:

<owl2xml:SubClassOf>
<owl2xml:Class owl2xml:URI="&;Person"/>
<owl2xml:ObjectSomeValuesFrom>
<owl2xml:ObjectProperty owl2xml:URI="&;hasParent"/>
<owl2xml:Class owl2xml:URI="&;Male"/>
</owl2xml:ObjectSomeValuesFrom>
</owl2xml:SubClassOf>

and in description logic syntax #&ersonC dJhasParentMale. Using a controlled language that
translates unequivocally into description logic or OWLeatisns overcomes the issue of human
readability and understandability by non-logicians, premg, at the same time, the properties of
the (formal) ontology languages [KFO06].
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Figure 1.2: The architecture of RACE, the ACE Reasoning Engine, the A@&ed front end to knowledge
bases [Sch05].




1. Introduction

Controlled language ||Compositional|| Maps to Parser Goal
ACE [FKSO05] yes FO APE Knowledge base authoring + querying
ACE-OWL [FKO06] yes OWL-DL APE Ontology authoring + querying
PENG [SLHO03] yes OWL-DL ECOLE Ontology authoring + querying
SOS [SKCM08] N.A. OWL-DL N.A. Ontology authoring + querying
CLCE [Sow04] yes FOL compiler Knowledge representation
AECMA[UnwO05] no no no User specifications
English Query [Blu99] N.A. SQL N.A. Database guerying/management
OWL-CL language [STO06 yes OWL-DL ||DCG parse Ontology authoring
Easy English [Ber98] no no no User specifications
A-SQL [MHWBO06] yes SQL compiler Database querying
NRQL [Sch08] yes FO querieg DCG parse Ontology querying
Rabbit [BBSS09] no OwWL GATE Ontology authoring
ACE-PQL [BKGKO05] yes PQL DCG parse Ontology authoring + querying
CLONE [TBC'07] no OwWL GATE Ontology authoring
QE-III [CIi88] yes SQL compiler Database querying

Table 1.1: An overview of some controlled languages.
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Most of the controlled language approaches to data managemthe broad sense that ex-
ist are based on English. Of these, maybe the most integeistiAttempto Controlled English
(ACE), a controlled language developed by Fuchs et al. attiveersity of Zirich [FS95, FKSO05,
FSH"05]. ACE is specifically devoted to knowledge representetizsks, i.e., declaring, updating,
querying and reasoning over knowledge bases. In A3k meaning representations are obtained
modulo an interlingua adiscourse representation structuresnotational variant df o that copes
with discourse anaphora [BB05b, KRv05]. What this mean®faology implementations is de-
picted by the architecture of the ACE Reasoning Engine (sgaré 1.2): ACE declarations (the
“text” in the diagram) and questions (the “query” in the d&g) are parsed and translated into
Fo, then aF'o theorem prover (Satchmo) or model builder (Otter), thatkbavhether they are
consistent and/or entailed by a knowledge base, is invokddtee answers together with the proof
(the “justification”) are returned to the user.

Authoring the ontology of an ODBAS may also be seen as a dategement task. As a
result many controlled languages are geared towards OWHL RiDF) ontology authoring and,
more in general, user specifications and constraint amtposiich as Schwitter's PENG (Process-
able English), Sowa’s CLCE (Common Logic Controlled ErtglisRabbit or CLONE, [BBSS09,
TBCT07, BKGKO05, ST06, SLH03, SKt08]. ACE itself has a fragment, ACE-OWL, that can
used to author OWL ontologies [Kal07, FK06, FKS05]. Coretllanguages have been a topic
of interest in industry as well as a means of writing down écél documents endowed with
a common and unequivocal semantics: AECMA Simplified EhglisnwO05], for instance, has
been proposed for standardizing official document traioslavithin the European aerospace in-
dustry. Controlled language interfaces have also beeropeapas DBMS front-ends: an example
of an industrially developed controlled language for dasas is Microsoft's English Query, which
adds natural language support to Microsoft SQL servers9@lor \-SQL by Winter et al. See
Table 1.1 for a summary.

1.1.4 Semantic Complexity and the Scalability Problem

If controlled languages and controlled language intedgm®vide an answer to the problem of
ambiguity (thereby bridging the usability gap) and, furthere, provide an answer that is tractable
w.r.t. to natural language processing (compositionalsiegions(-) can be computed in time
polynomial in the size of the input controlled language natbees), we must also consider their
semantic complexityBy the semantic complexity of a controlled language, orrerin general,
any fragment of a natural language such as English, we uaderSollowing Pratt in [PH08a] the
computational complexity of the logic reasoning decisiosbfems that apply to their meaning
representationsOne such problem is the satisfiabilityA§ problem of a set of natural language
utterances, wherein we check whether their meaning rami@mns contain no inconsistencies.

Semantic complexity may affect the performace of an ontplagthoring tool insofar as
these tools are constantly checking for the satisfiabitiyngistency) of the ontologies authored
[SKCT08]. This observation holds also for controlled languaderfaces to OBDASs. Crucially,
guery and ontology language constructs affectdiia complexityof data management tasks, i.e.,
the computational complexity of OBDAS reasoning and queniuation measured w.r.t. theze
of the data[Var82]. Data complexity provides a measure of fitalability to dataof an OBDAS
or a relational database: tractable data complexity im@@lability, while intractable data com-
plexity, i.e., exponential in the data, precludes (goodatility (see [CdL 06, Var82, OCEQS,
GHLSO07], together with [AHV95], Chapter 16, and [SS04], Otea 1).

Now, semantics (and formal semantics) allows us to group#tegories of controlled lan-
guage lexicons into two main classes:

— Content words. Content words are words that denote individuals, sets aatiams, viz.,
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resp.,Pns (individuals),Ns, Adjs, IVs (sets), TVs andDTVs (binary and ternary rela-
tions). It is said to be an open class since nothing preventdwal language or a controlled
language from having arbitrarily many (see [JM09], Chapder

— Function words. Function words are words that denote functions among thutieiduals,
sets and relations. They basically belong tolihet, Pro, Crd, Relp andPrep categories
and constitute a closed class (see [JM09], Chapter 5).

In particular, function words map modulq(-) into Fo constructors Dets and indeterminate
Pros map into quantifiersCrds map into logical conjunction and disjunction, and so fpritis
means that the coverage, and especially the function wordsy abuse, constructs) present in the
controlled language will affect moduta(-) the performance of OBDASs. Using a pair of declar-
ative and interrogative controlled languages coveringraliination oftractable constructors will
give rise to scalable systems, whereasniractablecombination will have the opposite effect.
Results regarding controlled languages and natural layggiragments w.r.t. 8 (using com-
putational semantics techniques) can be found alreadyeititdrature. Slavkovic in [Sla07] and
Pratt et al. in [PHO1, PHTO06, PHO4, PHMO09, PHO08a] providehdotver and upper complexity
bounds for &T. In the case of [Sla07], upper bounds (by means of answerrggtgmming)
are given for fragments and controlled languages that maghe two variable fragment df 0.
In the case of Pratt et al. a family & gments of Englishpowerful enough to capture common-
sense syllogistic reasoning, is proposed and tight contplbrunds (by means of resolution au-
tomated theorem proving procedures) are shown. Full ACEB@vk to be undecidable fora$
[FKO6, FKS05], whereas ACE-OWL is decidable faxi$ which follows from the decidability of
the description logic it expresseSROZQ [HKSO6].

1.2 Aims and Methodology of this Thesis

1.2.1 Aims and Goals

In this thesis we pursue two goals. On the one hand, we wartitty sheexpressive poweof
controlled languages. On the other hand, tiseimantic complexifywith particular emphasis on
data complexity. We believe that expressive power and datgplexity provide good tools for
understanding the scalability to data of controlled langsafor OBDASS.

As we have seen, controlled language interfaces to OBDASa#s as source language a
controlled language, which is to be translated by a rulethasymbolic and compositional syntax-
directed translation algorithm (in a way similar to prograimg languages’ compilation [AUS86])
into a formal query and/or ontology language. In partiguilis translation algorithm computes
a so-called formal semantics compositional translation and is sound and complete w.r.t. such
translationr(-), thus ensuring complete accuracy. Moreover, such computet polynomial in
the input strings and independent from the data for the mapof data access. This is important
since query evaluation algorithms for the back-end OBDA&ukhbe sound and complete and
therefore not subject to precision and/or recall infororatheoretic metrics.

However, under these requirements and assumptions, afiffeomputational properties for
query evaluation may arise with different choices of ndtlalaguage constructors, and this may
penalize the scalability of the controlled language irtegf To understand how and why this may
happen, we focus on two of the main OBDAS management taskselpdi) query evaluation,
which we model through the knowledge bageery answeringlecision problem (IKKQA), and(ii)
knowledge and data specification, which we model througlktiogvledge baseonsistencyleci-
sion problem (K8SAT). A fine-grained analysis of the computational propertiethese decision
(or reasoning) problems involves analyzing the interactib data and constraints, by possibly
fixing (or “parameterizing”) some of their inputs:
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— data complexity: we want to know their computational complexity when we cdasthe data
as their only input, while the ontology and the query are wared fixed.

— combined complexity: we want to know their computational complexity when we cdasi
all their inputs (database, ontology and query).

The data complexity analysis is the most relevant measuteisetting we consider: in relational
database and/or OBDAS settings the size of the data (mehsuiterms of the tuples and/or
individuals in the database) will outsize, by and large, dlze of the queries and/or that of the
ontology.

1.2.2 Methodology and Scope

The methodology we propose is ¢éxpressK BSAT and KBQA in controlled language. By this
we mean three things(i) define a declarative controlled languadi), define an interrogative
controlled language aniii) define compositional translations mapping the former torené
ontology language and the latter to a formal query languddes done, consider the resulting
formal query and ontology languages and study both thdat{ve and absolute) expressive power
and their computational properties. This is to be done, ma@e “piece-meal” or “incrementally”,
i.e., construct-wise, so that we can study the propertighetontrolled language constructs in
isolation by answering in particular the following quesso

— which combinations of controlled language constructseidarative sentences and questions
give way tomaximal(w.r.t. expressive power) tractable (i.B.Time or less) data complexity
for either KBSAT or KBQA, and

— which combinations of controlled language constructsedatative sentences and questions
give way tominimal (w.r.t. expressive power) intractable (i.e., at |ddB{Time or coNPTime-
hard) data complexity for either 8SAT or KBQA?

— which is the expressiveness (i.e., the model theoretipgsties) of the controlled languages
defined in this manner?

In so doing we rely on and extend results coming from bothah@él semantics and ontology
literature. Compositional translations are defined exipigiall the possibilities set b 0 typing
(see [Mo097, Car97, Mon70, PW1t93, HK98, Gam91]) and by theth of generalized quantifiers
(see [Mon73, BC80]) to express complex ontology languagescmiery languages containing,
possibly, SQL aggregation functions (which require a deddag-set semantics).

Regarding in particular questions, we extend the work ofttkiaen [Kar77] and Clifford
[CIli88] by considering more expressive classes of quest{aggregate questions), queries (SQL
aggregate queries) allo meaning representations. Regarding semantic complexgtygener-
alize the work on the (syllogistic) Fragments of English bgtP& Third [PHTO6] by studying
the computational properties (the data complexity) of i@ characterizations of the semantics
of OBDASSs as stated by Calvanese et al. [€0B], thus restricting our attention to description
logic-based ontologies.

1.3 Structure of this Thesis

Chapters 2and3 provide the basic notions and notation of this the€lkapter 2 recalls formal
semantic theory, compositional translations and sendlhtienriched grammars (the formalism
we mainly use for defining controlled languages) and the iagswoiotion of semantic complex-
ity. Pratt and Third’s fragments of English are also rechll€hapter 3 introduces description
logic-based ontology languages, knowledge bases, caijargueries (the formal counterpart of
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SELECT-PROJECT-JOIN SQL queries), tree-shaped conjunctive queries and, spabjfithe
family of DL-Lite description logics, whose computational properties we al#line. We pro-
pose to derive computational propertieséxpressingn controlled language formal ontology and
query languages and their decision problems.

Chapter 4 is devoted to the definition of the declarative controlledgiaage Lite-English,
expressingdL-Lite, and of the interrogative controlled language GCQ-Engléstpressing tree-
shaped conjunctive queries, to their expressiveness andrgie complexity. In particular, we
compare the expressiveness of Lite-English to that of BrattThirds fragments of English.

In Chapter 5we express aggregate tree shaped queries in controlleddgadpy means of the
controlled language ATQ-English. Such queries are syictaayar for SQL aggregate queries. We
propose a certain answers semantics for answering aggregatshaped queries over ontologies,
OBDASSs and knowledge bases. We show Hai meaning representations capture such queries
exactly and thaHo is powerful enough to capture their certain answers segmrnifie then pro-
ceed to extend the coverage to full negation, universalicéehs and comparisons/comparatives
(not covered by tree shaped queries) and look at data coityplé#/e show that aggregations
do not significantly increase data complexity, but that cargons, full negation and universal
restrictions turn data complexity hard fooNPTime

In Chapter 6 we study a family of controlled languages that express g#&mm logics that lie
betweerDL-Lite and the description logigd LCZ (the least description logic closed under boolean
operations containin@L-Lite): the IS-As, EL-English and description logic-English and study
their data complexity for query answering. This with thepmsge of defining controlled languages
that are maximal w.r.t. tractable data complexity and malimr.t. intractable data complexity.

In Chapter 7 we study the data and combined complexity of query evaloatial consistency
checking for Pratt’'s fragments of English. We also streaegtPratt’s undecidability results to
those fragments and questions covering (restricted) amipbronouns.

Chapter 8 summarizes the results of the thesis and outlines the pestifiections in which
this research can be extended.



Chapter 2

Compositionality and Semantic Complexity

In this chapter we give an overview of formal and computatisemantics for English, of some
standard methods (viz., semantically enriched grammaes) to generate such formal semantics
and of the crucial issue of theemantic complexitgf English (introduced by I. Pratt and Allan
Third in [PHTO06]) that ensues. Intuitively, to achieve anf@al semantics for English, we need to
use formal logic(s), namely first order logiF'@) and higher order logicHo) as “glue”, which,
modulo a compositional translation, recursively put inrespondence natural language surface
forms to set-theoretical denotations. Such translati@mshe easily defined using semantically
enriched grammars.

The logic expressions associated to natural languagexnttes by compositional translations
are known in the literature ameaning representationsMany natural language complete utter-
ances possesB0 meaning representations. Semantic complexity descriesamputational
properties of the decision reasoning problems to whigh and Ho natural language meaning
representations give rise.

Such semantic model makes in particular clear that Englisbtion words Dets, Relps, etc.)
denote logical operators and content worls,(TV's, etc.),n-ary relations and individuals (of
some domain of interest). We also introduce a certain numibf@rmal semantic notions and no-
tation that will be used throughout the remainder of thisiheWe finish by briefly recalling Pratt
and Third’s important family of fragments of English, to whithe notion of semantic complexity
was first applied.

The sections on the typed-lambda calculH€) and compositionality are based on Chapters
2 and 3 of [Car97]. The standaldo meaning representations for natural language constguent
are also derived mainly from Chapter 3 of [Car97]. Regardiagnantically enriched grammars,
we adapt [JM09], Chapter 18. Finally, the section on sernamaimplexity is an elaboration of
[PHTO6] and (to a lesser extent) [PHO8a].

2.1 Formal And Computational Semantics

2.1.1 First Order Logic and Higher Order Logic

As is customary in the literature, we introduBBD as the restriction of a more powerful system,
the simply-typed lambda calculus. Thereaffén can be defined as a proper fragmenttbd.
Proceeding in this manner has its advantages: althoughHlbotland its fragmen¥ o are unde-
cidable, forFo sound and complete deductive calculi exist, i.e., we canigeocombinatorial
characterizations of what it means to derive truths frorthsu

Let C := {¢; | i € N} be a a countably infinite set @bnstantsandV := {z; | i € N}
a countably infinite set ofariables The setExp of expression®r termswu of the simply typed

11
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lambda calculuss defined by the grammar
u— ¢ | x| u() | Az

Given a termu, the setFV(u) of its free variables is defined by induction anas follows:
(i) FV(c) := 0, (i) FV(x) = {z}, (i) FV (u(u)) := FV(u) U FV(u') and(iv) FV(Az.u) :=
FV(u) \ {z}.

Let B := {t; | i € N} be a countably infinite set dfasic types The setSTof simple types"
is defined by the grammar

A typingis a functiony: Exp — ST. Whenevery(u) = T we write v.7", and call it a
declaration A contextis a finite sett) := {z1:11,...,x,:T,} of variable declarations. We say
that an expression is typablewith typeT" w.r.t. contextt’ and writeE + w.T whenever: T € T,
for everyz € FV(u). A typing ruleis any of the following:

S o ey
app ErFuwT E-u: T =T abs E,xThFwT
E,E"F o' (u) T ErxalwT =T

A type judgemeris a finite tree rooted on an expressiotypable with typel” w.r.t. a context
I" and recursively generated using the typing rules. An esmas: is said to bewell-typedof
type T iff there exists a type judgment rooted éh- «:T with E = () [Lal97].

A substitutionis a partial mappingr: V. — Exp, consistent with typing in the sense that
o(x) := wiff x andu are typed identically. Substitutions can be inductivelieeded to a mapping
over arbitrary terms in the usual way. We denoteubythe result of applyingr to termu. As is
common in the literature, we denote substitutions by §ets— u, ..., z, — t,} of associations
mapping the variable; to the expression;, fori € [1, n].

We say that a term reduces in a single stejp a termwv, denoted>1, iff v = \z.v/(v”) and
v = u"{z — u'}. The relation denoted-, calledbeta reductionis the reflexive and transitive
closure of reduction in one step.

Atermu is said to be aedexif it is of the formu = Az.u/(u”). Otherwise it is called seduct
A term w is said to be(strongly) normalizableff there exits a reduct and a finite sequence of
reductions s.tu > uj > ... > u, > v, in which casev is called thenormal formof u. Simply-
typed lambda calculus well-typed expressions are stramgignalizable. Furthermore, the normal
form is unique and normalization order-independent.

Definition 2.1.1(Higher Order Logic) The system oHo0 is obtained by restricting the sBias of
basic types of the simply typed lambda calculu$dg }, wheree stands for the type of individuals
andt for that of Booleans (truth values).

A Ho formulais an expressiop of typet and asentence formula s.t.FV(¢) = (). Notice
that we use Greek letterg, 1, etc. to denote formulas and sentences. Formulas and segatare,
in particular, built using thdlo constants\:t—t, —:t—t, some(T'—t) — t and~ T —(T—t),
and by setting, fop ands of the convenient typez” p := some-(\z” ), Vol := —=3zT =,
PV Y i=a(mpAY), p=1p=—pViandy & ¢ = (¢ = P) A (Y = p).

The semantics of the simply typed lambda calculus and aoforthat of HO is given by
mapping type-theoretical expressions to denotationatdsa We adopt the convention of writing
typeTy — (...(T,, = T)...)asTy x --- xT,, = T.
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Let {Dy, },cn be a family ofbasic domains(i.e., one for every basic typg). Denotational
framesDom are defined by structural recursion on types as follows:

Domti = Dti,
Domy_,7/ = Dom?,omT,
Dom := |J Domy.
TeST
An interpretation functioris a mapping”: C — Dom s.t. ¢ € Domr iff cis a constant
of type T.. An interpretationis a tupleZ := (Dz,-Z) where(i) Dz € Dom and (i) -Z is an
interpretation function. Amssignments a functiony: V. — Dom such thaty(z) € Domr iff
x is a variable of typd".

Definition 2.1.2 (Denotation) The denotationuf of an expressiom w.r.t. v andZ is defined by
recursion on expressions as follows:

u v)f = uI(vg) and
— Az.uj = the functionf s.t. f(c) = ul}, _,

wherey[x := | is the assignment identical to

Definition 2.1.3 (Satisfaction) We say that an interpretatidh satisfiesa Ho formula ¢ w.r.t.
assignmenty whenever the following conditions hold:

- Iy piff o =1,

- I,y E~eiff I,y = o,

-~ IyEeAyiff I,y = g andZ, v = ¢, and

— I,v = 32T piff there exists some/[z := d] s.t.Z, [z := d] = .

We say thatZ is amodelof formula ¢, written Z = ¢, whenever for ally, Z,~v = ¢. For
every set of formulag’, we writeZ = T if, forall ¢ € T, Z = ¢. We denoteMod(y) (resp.
Mod(T")) the (class of) models g (resp.T’). We say that) (resp.T’) entailsp, writteny = ¢
(resp.I" = ¢), wheneveMod(y)) C Mod(y) (resp.Mod(T") € Mod(¢)). When the converse also
holds, we say thap andvy areequivalentand writeyp = 1.

Definition 2.1.4 (First Order Logic) The system off0 can be seen as a subsetlb6, where
formulas are built from the following basic syntactic caosts: (i) individual variablest of type
e, (ii) individual constants of typee, (iii) function constantg of arityn and typee x - - - x e — ¢
and(iv) predicate constant® of arity n and typee x - -- x e — t.

The set ofFFo termst is built in the usual way by recursively combining individeanstants,
individual variables and function constants together {€2¢97], Chapter 3). A0 signatureis
atripleSig := (C,F,R), whereC is a set of individual constant¥; a set of function constants
(a.k.a. function symbols) anR a set of predicate/relation constants (a.k.a. predicdddion
symbols).

Remark 2.1.5. Since predicate symbols IR0 denotecharacteristic functiongnd can be seen
as denotingset-valued relationsthe domain is accordingly restrictedom := D.. Similarly,
interpretationsZ map: (i) individual constants: to pointsc? € Dz, (i) function constantg of
arity n to functions, % : D — Dz and(ii) predicate constants of arity n to subsetss” C DZ.
Assignments map variables to element@om := D.. Notice, finally, that nowZ,v = S(t)
whenevery(t) € SZ.



14 2. Compositionality and Semantic Complexity

Figure 2.1: The homomorphism principle and the syntax-semanticsfaterbetween natural language
syntax (NL) and formal semantics (FS).

2.1.2 Compositional Translations and Grammars

Following the work laid out by logicians such as R. MontagM®ih70, Mon73], there is a broad
consensus thdf) the notion of meaning relies on the notion of denotation amtht(i.e., truth
conditions)(ii) meaning exhibits a predicate-argument (or functional)cstrre (iii) meaning is
compositionali.e., satisfies theompositionality(Com) principle:

The meaning of a sentence is a function of the meaning of iistitaents. Com)

The so-calledsyntax-semantics interfa@@ms at studying the relationships that exist between
natural language syntax and natural language semanticataigice [Mon70, Mon73] and Lam-
bek [Lam58], and later Moortgat in [Mo097], showed that thietax-semantics interface can be
realized and condition@) — (iii) satisfied by adopting the strategy depicted in Figure 2.1.

Such a strategy consists in defining a homomorphic mappingknown in the literature as a
compositional translationbetween a fragment (or controlled fragment) of a naturajlage like
English and formal logic, in particular higher order loglt@). Modulo this mapping-(-) one can
assignHo denotations to language constituents by composingwith -Z. Actually, Montague
used a system that extenHeo with modalities, intensional logic, which can be used totaen
compositionally, e.g., English moods and tense [Mon70, R8nGiven that we do not consider
modalities or tense in the controlled languages studietiigithesis, we will not consider such
extension either.

Compositional Translations. Let X denote aralphabetor set of basic symbols, ang8* its
Kleenestar, the set of all finite strings (sequences of symbols) i.e,dlosure of¥ under the
string - concatenation operator. lAnguageis any subset oE*. By X+ we denote the positive
star of¥, i.e., X* \ {e}, wheree denotes the empty string (see [UHMO1], Chapter 1).

Definition 2.1.6 (Compositional Translation)Let L be asourcelanguage over an alphabit
(i.e., L C ¥*), and L’ atargetlanguage over an alphab® (i.e., L’ C ¥’*). A compositional
translationfrom L to L' is a functionr(-) from X* to 3’* such that the following conditions hold:

— forallw ---wp € L, 7(wy -+ - wy) = T(wry) - - - T(wr(y)), Wherer (-) is a permutation over
{1,...,n},and
—forallw e ¥, we L iff 7(w)el.

For every setV C L, we definer(W) := {r(w) | w € W}. Note that permutations are
needed since word order in the source language may not aetessflect word order in the
target language.
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Semantically Enriched Grammars. Given a fragment (controlled or otherwise) of natural lan-
guage, we can build grammars which define both the langudagentes and the compositional
translationr (). Many classes of grammars can be used to this purpose. Akn@in class is
the class of categorial grammars, also called logical ce-tfygoretical grammars [Car97, Mo097,
Lam58]. Another, more simple, class, based on the contegtdgrammar model, is the class of
grammars with semantic actions (see [JM09], Chapter 18um@rars with semantic actions are
context-free grammars that have been put in correspondehioh a set of semantic actions that
definer(-).

Definition 2.1.7. A semantically enriched grammas a context-free grammar of the for@ :=
(3, Cat,Lex,Rul, S, 7(-)) where

— ¥ is an alphabet, a.k.a. setwbrds

— Cat is a set of symbols callechtegories

— Lex C Cat x X is alexicon

— Rul C Cat x (X U Cat)™ is a set ofphrase structure rulgs

— S € Cat is a distinguished category called ttegminal category, and
— 7(-) is aHo compositional translation.

Any sequencev € (X x Cat)* is called aconstituent If (C,w) € Lex or (C,w) € Rul
we write C — w. Moreover, as customary in the literature, we partitidat into two sets,
viz., a set ofbasic categories and a set abn-basiccategories. Basic categories are those that
occur in the lexicon, and correspond to the parts of spedehcammon nounlY), the adjective
(Adj), the relative pronounRelp), the determinerIDet), etc. Categories can be, furthermore,
subcategorized i.e., multiplied so as to model (morphological) agreemianperson number,
gender, tense, polarity, mood, voice, etc. (d@}, would stand for a masculine plural (common)
nounNN).

By exploiting the phrase structure rules and lexicon of argrarG, 7(-) can be defined by
means okemantic actions

— for eachC' — w € Lex, we specifyr(C'), and
— foreachC — C; --- €, € Rul, we write7(C) := 7(Cr1))(- .. T(Crn)) - - - )-

This means that(-) will be recursively defined on syntactic constituents,, iie.w is a
word from the alphabet, then(w) is a Ho expression and ifv = wy - - - w,, thent(w) =
T(Wa(1))(- - - T(Wa(my) - -~ ) (Or, to be more, precise, its-reduct). Notice that semantically en-
riched context-free grammars are, essentially, the cofite& grammars with semantic actions of
compiler theory (see, e.g., [AUS86], Chapter 4).

We say thatG: derives in one step constituenty from a categoryC, written C = w
wheneverC' — w € Lex and7(C) is a well-typedHo formula. Thederivesrelation—=, is
then defined as the reflexive and transitive closure=ef,. If C' =, w, we say that there is a
derivation ofw rootedin categoryC'. Thegenerated languagef G is then defined ad(G) =
{w € ¥* | S = w}. The indexG can be omitted whenever the grammar is clear by context.

The logic fragmenexpressedy G and/orL(G) is theHo fragmentL, ) := {7(w) | w €
L} = 7(L(G)). Every meaning representatiofw) € Ly, is said to beexpressedby G and/or
L(G).

As it is typical of context-free grammars, derivations candaptured by parse trees. Once
a parse tree is computed, the compositional translatiencan be trivially computed bottom-up
from leaves to root by applying siblings to each other, ndizimey and checking well-typedness.
The computation can be done on the fly. Parsing and semaaligza¢ion take time polynomial in
the lengthjw| of an input stringw.
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7(S) = WomariMary):¢

T

7(NP) = AP¢~t. P(Mary):(e—t)—t 7(VP) = \z¢.Womarfz):e—t

7(Pn) = APt . P(Mary):(e—t)—¢
isar(N) = Az Womariz):e—t

Mary woman.

Figure 2.2: Parse tree for the COP sentence “Mary is a woman.”.

Meaning Representations, Content and Function Lexicons. The Ho-valued compositional
translationr(-) defined by a semantically enriched grammar associates toofdéice constituents
of the language it generatd0 expressions calletheaning representationsA Ho fragmentL
and aHo formula ¢ are said to bexpressibleby a controlled or non controlled fragmehtof
natural language whenever a semantically enriched graréhtlat generateg and expressek
andyp exists.

Complete sentences are associatedl@ formulas, which in most cases a0 formulas,
but not always: the semantics of significant fragments aflages like English requires flo
[BC80]. Syntactic constituents below the sentence levehaapped to arbitrarfd 0 expressions.
In addition, the definition of(-) over grammar lexicons gives rise to their partition into:

— An arbitrarily largecontent lexicorwhose (content) words, nounN§ like “beer”), proper
nouns Pns like “Max”), transitive verbsT'Vs like “drinks”), etc., stand fomdividualsand
relations e.q.:

Pn— Max  7(Pn):= AP*'.P(Max)
N — beer 7(N) := Az°.Beel(x)
TV — drinks 7(TV) := A\ge7)=t \ze g(Aye.drinks(z, )

— A finite function lexicorwhose (function) words stand fdogical operationsover individu-
als and relations. RelativeRglps like “who”) and conjunctions@rds like “and”) express
Boolean intersection (or conjunction), determindpgts like “some”) express quantification,
negation (“not”) Boolean complementation (or negationy, :e

Det — some 7(Det) := APt A\Q“ 7t 32¢(P(x) A Q(x))
Relp — that 7(Relp) := AP ' AQ“ . \x®.(P(x) A Q(x))
Neg — not 7(Neg) := APt \a¢—P(x)

Crd —and  7(Crd) := APt AQ 7t \xe.(P(z) A Q(x))

Example 2.1.8. To illustrate the notions of this section we use as an exafpét and Third's
fragment of English COP defined by the following semantjcafiriched context free grammar:

(Phrase Structure Rules) (Semantic actions)
S—NPVP 7(S) .= 7(NP)(7(VP))
VP — isalN 7(VP) :=7(N)
VP — isNegalN 7(VP) := 7(Neg)(7(N))
NP — Pn 7(NP) := 7(Pn)
NP — Det N 7(NP) := 7(Det)(7(N))
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(Content Lexicon

N — woman 7(N) := Az¢.Womariz)

N — man 7(N) := Az°.Man(x)

N — person  7(N) := Az¢.Persorix)

N — human 7(N) := Az¢.Humar(x)
Pn — Mary  7(Pn):= \P¢~!. P(Mary)

(Function Lexicon

Det — every 7(Det) := AP' AQ* " .Yz (P(x) = Q(z))
Det — some 7(Det) := AP'AQ* " . 32¢(P(z) A Q(z))
Det — no 7(Det) := APt AQ 7 V2 (P(x) = —Q(x))
Neg — not  7(Det) := AP* 7t \a®.~P(z)

As the reader can see, the lexicon of COP is divided into affoitction lexicon containing
entries for “not”, “some”, “no” and “every”, and an arbitilgrlarge content lexicon of common
and proper nouns. To each lexical entry and each grammaitireywrule a semantic action is
associated. The words in the function lexicon expiéesuniversal and existential quantification,
in addition to a (very restricted) form of negation. The @mttlexicon specifies B0 signature
composed of unary predicates and individual constants.

Suppose now we want to check whether the sentence

Mary is a woman. (2.1)

is a COP sentence and whether it compositionally transiate$\VomariMary).

Grammar derivations, as is typical with ordinary contarefgrammars, are captured by parse
trees. Figure 2.2 shows the parse tree of sentence (2.1achAtieternal node, child nodes are ap-
plied to each other, in accordance with the semantic actenms normalized. Such application(s)
and normalization(s) must comply with the typing rules. Example, at the root nodg, the fol-
lowing typing judgement occurs, which, modulo normaliaatiyieldsWomariMary) as theFo
meaning representation of the complete utterance (notevéhanake the typing expliciy:

APt P(Mary):(e—t)—t F Ax¢.Womarix):e—t
F APt P(Mary)(Az¢.Womarfx)):t

APt P(Mary)(\z¢. Womargz)) > WomariMary)

The computation of(-) can be done on the fly, i.e., side-by-side with the computaticthe
parse tree. In a similar manner, we can say “Mary is not a mead'translate it intesMan(Mary).
In fact, we can express all theb® sentences:

WomariMary) Mary is a woman.
—Man(Mary) Mary is not a man.
Jz(Persor{z) A Womarz)) Some person is a woman
x(Persorz) A “Womarizx)) Some person is not a woman.
Vz(Man(z) = Persoriz)) Every man is a person.
Vz(Persoriz) = Human(x)) Every person is a human.
Vz(Womarz) = —Man(x)) No woman is a man.

LIn this example types are a little redundant, but we will seetolled languages later in this thesis that do exploit
typing.
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More in general, by suitably modifying the content lexiceme can expresany Fo sen-
tence of these forms. This defines a proper fragmerf @f which we may denote b¥.cop.
The signature oLcop will be “defined” by COP’s content lexicon. In the exampRigcop =
({Mary, ...}, 0, {PersonMan,Human Woman. .. }). Notice that if the content lexicon is finite
() only a finite number of sentences will be generated @hdoth Lcop and its signature will
be finite. COP’s grammar defines no recursive constituehis:ntmber of utterances that can
be generated (and the number of expressaeformulas) is bounded by the size of the content
lexicon [PHTO6].

Notice that this greatly limits the expressiveness of CQiPnitlas are built out of unary
predicates, contain at most two predicate symbols, makefisenost one variable and quantifier
prefix, etc. Thus, COP gives rise only to a (restricted) fofrm@gation and conjunction. In
particular,Lcopis neither closed under negation nor under conjunction anddis not “Boolean
closed”. &

2.2 Semantic Complexity

Modulo formal semantics, the coverage of a fragment of ahtanguage (whether controlled
or not), gives rise to a certain number of computational ertgs, viz., to a certain number of
reasoning problems associated to their meaning repréeestavhose computational complexity
can be studied. Such computational properties depend ynainthe different combinations of
function words of the fragments, which stand for logical rapers.

Reasoning Problems. A decision problenP is usually described in terms of itgput(s) and

of a questionor property we want to verify. Aeasoning problenis, in particular, any decision
problem related to a logif. (Fo, Ho or any of their fragments). Decision problems can be
modelled adanguagesP C {0, 1}*, whereas algorithms can be modelled as Turing machines. A
Turing machine)M is said todecidea problemP whenever, for alkw € {0,1}*, M halts in an
accepting state ifv € P, and halts in a non-accepting state otherwise. Such a datiggumakes
use oftimeandspaceresources, which can be measured as a function of thewsjze the Turing
machine’s inputw.

Such space and time resources give rise tatmputational propertiesf decision problems,
viz., the so-calledlecision classemto which they can be classified. In this thesis we only deal
with the basic decision classes, as studied in, e.g., [Rap8#[GJ79]. LSpaceis the class of
problems decidable by a deterministic Turing machine ukiggrithmic spaceNLSpaceis the
class decidable by a non-deterministic Turing machineguigarithmic spacePTime is the
class of problems decidable by a deterministic Turing nraeim polynomial timeNPTime? is
the class decidable by a non-deterministic Turing machm®iynomial time, etc. [Pap94, GJ79].

The following inclusions among decision classes hdl&pace C NLSpace C PTime C
NPTime C PSpaceC ExpTime C NExpTime C ExpSpace Furthermore, in addition to this,
coNLSpace = NLSpace coLSpace= LSpace coPTime = PTime, and, in general, all de-
terministic time decision classes and non-determinigiare decision classes abdVETime are
closed under complement. It is commonly believed #&ime C NPTime and thatcoNPTime
andNPTime only overlap, with none containing the other, but no proofhafse conjectures has
been found so far.

Given a clas<C, a problem P is said to b&-hard whenever for each problent B C there
exists a Turing machin@/, called alog-space reductiorfor simply reduction, s.t., for allw €
{0,1}*, w € P iff M(w) € P, and that runs in space logarithmic|in|. A C-hard problem is as

2\We use a notation different from the traditional one to awmidfusion with noun phrase constitueMéPs.
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hard as any problem i€, possibly harder, i.e., reductions maBea complexity lower bound for
P. If, in addition,C is a complexity upper bound for P, i.e., if P can be shown tonb&€,i P is
said to beC-complete. Since log-space reductions are closed undepasition, to show that a
problem isC-hard it suffices to reduce to P a problertifat is already known to b&-hard.

Semantic Complexity. The different combinations of function and content wordseczed by
natural language fragments and their impact on the experssss of their associatel ¢ and
Fo0) meaning representations give rise to the notion of semantnplexity. Such semantic com-
plexity depends mainly on the combinations of function veoctvered by such fragments. In
particular, fragments expressing full Boolean negatiod eonjunction, viz., “Boolean closed”
fragments can be shown to be harddoNPTimeor NPTime for most of the reasoning problems
studied in this thesis.

Definition 2.2.1 (Semantic complexity) The semantic complexitgf a fragmentZ of English is
the class of all the computational properties of the logasoming problems# related to theirFo
or Ho) meaning representationg ).

Pratt and Third when introducing in [PHTO6] the notion of saric complexity for a fragment
of English considered only the computational complexitythaf satisfiability problem (&8r) of
their meaning representations. We thus generalize théioméo cover all possible reasoning
problems, which makes sense insofar as in many cases sualbmeodo not reduce to each other.

2.3 Pratt and Third’s Fragments of English

In the remainder of this thesis, we will be using as a benckrfarthe semantic complexity and
expressive power of controlled languages, |. Pratt and AdEhfragments of EnglishThe frag-
ments of English aim at capTuring in English common-senaeaming, such as, e.g., syllogistic
reasoning [PHT06, PHO1, PHO4, Thi06], that comprises dags of the form

Every person is human. Vz(Persor{z) = Humarn(x))
Some woman is a person. 3z(Womariz) A Persoriz))
.. Some woman is human. .-, 3z(Womariz) A Humar(z))

The fragments of English are built “incrementally” usingremtically enriched context-free
grammars. A base fragment, COP, devoid of recursive coestié and coveringNs, Pns, VP
negation, and th®ets “some”, “every” and “no” is first defined (recall Example Bl Each
successive fragments of English extends COP’s coveragidelaEnglish construc{/ s, Relps,
anaphora, etc.). Table 2.2 summarizes their coverage disBnd\otice that negation expresses
full Boolean negation. Relative clauses introduce bothjwmstion and recursion. Thus, each
fragment above COP+Rel is “Boolean closed”. Finally, eaalyhent gives rise to a fragment of
Fo, as outlined in Table 2.1. For a detailed definition we seed#ader to [PHTO6].

Consider now thaatisfiabilityreasoning problem (&) defined by

— Input: aformulay from L.
— Question: does a model fop exists?

The SAT problem for the COP fragment can be shown to b&lirBpace This is because
of its limited expressiveness. By contrast, “Boolean agegments of English (COP+Rel can
express the propositional calculus) are alredilBTime-hard and even hardeExpTime-hard)
when, in addition,T'Vs are considered. Unrestricted anaphoric pronouns makeiSdecidable
(by a reduction from the undecidable unbounded tiling prob[PHTO06]). Table 2.2 summarizes
the semantic complexity for/8 of the fragments of English.
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cop Yi(z) — P(z) Ve (Y (z) = +i,.(x)) | No student failed.
Ur(z) — Y (x) Jz((z) A (x)) | Astudent failed.
COP+ Yi(z) — P(z) V(i (z) = +¢,.(z)) | No student failed.
TV () = () | Vy(P(x) = £ (x,y)) Jz((x) A p(z)) | Some student follows
| 3y(P(z) A ¥(z,y)) every course.
COP+ Yi(z) — P(z) V(i (x) = +¢,.(x)) | Every student
TV+ V() — Ehi(z) | Vy(P(z) = £¥(z,y)) gives no credit
DTV | Jy(P(z) Np(z,y)) to some student.
Yan(z,y) — Vz(A(x) = £E(z,y, 2)) Jz((x) A () | Astudent
| 32(P(z) A E(z,y,2)) borrowed a book
Yr(x) = () | Vy(P(x) = £an(, y)) from some library.
| Sy(P(z v>§<§ Y)
COP+ Yi(r) — P(x) | Ti(x) A £y () V(£ (z) = +¢,.(z)) | Every student who is not
Rel Yr(r) = () Jx (Y (x) A £.(x)) | dumb is smart.
COP+ Ui(xz) = P(x) | £Yr(x) A £ () Vz(yy(z) = +¢,.(x)) | No student failed.
TV+ Yr(z) = +Y(z) | Vy(P(z) = +¥(z,y)) | Jz(h(z) A ¥.(z)) | Some student studies
Rel | Jy(P(z) A¥(z,y)) every course.
COP+ Yi(x) — A(z) [ £br A £y Vz(yy(z) = +¢,.(x)) | Every helpful student
TV+ Y(r) — () | Vy(A(z) = £¥(z,y)) gives some aid
DTV+ _mS (z) NV (2,y)) to some student.
Rel || Yav(z,y) — Vz(A(z) = £E(7,y,2)) Jz(y(z) A ¥e(z)) | Some diligent student
| 32(A(z) NE(2,y,2)) borrowed every book
() = () | Vy(A(z) = £an(e,y)) from every library.
| Fy(A(z) A van(z,y))

Table 2.1: The meaning representations generated by the fragmentegtifE. Note thatl (z, y) (resp.=

(z,y, z)) stands for some binary (resp. ternary) atom, while

means that a formula may or may not be negated. Completanttes comply with the patteldet N VP, whereDet maps, modula(-), into eitherV or 3, N into
¥ (z), the subject, an¥ P into v,- (), the predicate [PHT06]. Relatives introduce recursion@gunction.
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COP Copula, common and proper nouns, negation, universal and
existential quantifiers
COP+Rel || COP plus relative pronouns
COP+TV || COP plus transitive verbs
COP+TV+ || COP+TV plus ditransitive
DTV verbs
COP+TV+ || COP+TV+DTYV plus anaphoric pronouns
DTV+RA | (e.g., he, him, it, herself)

COP in NLSpace
COP+TV NLSpacecomplete
COP+DTV in PTime
COP+TV+DTV in PTime

COP+Rel NPTime-complete
COP+TV+Rel ExpTime-complete
COP+TV+Rel+RA ExpTime-complete
COP+DTV+Rel NExpTime-complete
COP+TV+DTV+Rel NExpTime-complete
COP+TV+Rel+GA undecidable
COP+TV+DTV+Rel+RA| undecidable
COP+TV+DTV+Rel+GA| undecidable

Table 2.2: Above: Coverage of the main fragments of English (the other fragmare obtained by com-
bining them togetherBelow: Their semantic complexity w.r.t.A8 [PHT06, PH09, PHMOQ9].

2.4 Summary

In this chapter we have briefly recalled the theory of fornmal aomputational semantics for nat-
ural languages and their fragments, and the ensuing natiossmantically enriched grammars,
meaning representations and semantic complexity. Sincgatdanguage meaning representa-
tions are based ol o and Fo, we defined the syntax and the semantics of both logics. The
notation introduced there will be used throughout the red of this thesis. We also showed
how formal semantics enforces clustering natural langwawés into content words, expressing
relations and individuals, and function words, expressipgrations over such individuals and re-
lations. In particular, the different coverage of functiwards by fragments (controlled or not) of
natural languages like English has a crucial impact on #einantic complexity. This is because,
modulo compositional translations, those fragments esspoe map to logical fragments (#f0
andHo0), and their function words map to logical operators or cartsors.






Chapter 3

Ontology Languages and Conjunctive Queries

In this chapter we give an overview of description logic éoges and knowledge bases, which
formally underpin OWL ontologies and OBDASs. We also prevesbme background on formal
query languages and on data complexity. Last, but least,xpiaia how ontology and formal
query languages can be used to understand the scalabildgndfolled language interfaces by
expressing them in controlled English. This means: defisi@gantically enriched grammars
(and hence controlled fragments of English), equipped witompositional translation(-), that
express those ontology and formal query languages. Wihiéishnique we can exploit the com-
putational properties of the ontology and query languagestudy the semantic complexity of
controlled languages and their scalability to data. Thiagptér is derived mainly from [BCNO3],
Chapters 2 and 3, [AHV95], Chapters 4 and 17, and [CGT].

3.1 Description Logic Ontologies

In an OBDAS, an ontology provides a conceptual view on tha d&tred in a database, which
can be accessed by formulating formal queries over theagyolOntologies are formally under-
pinned by description logics, which are a family of knowledgpresentation formalisms based on
decidable fragments dfo [BCN'03]. In description logics, the domain of interest is stouet

in terms of instances (standing for the individuals in thexdm), concepts (standing for classes of
individuals/instances) and roles (standing for binargtiehs among individuals/instances). The
instances, concepts and roles provide the basic vocabofiding domain. Concepts and roles are
then combined together into sets of constraints that holdngndomain instances (i.e., a logical
theory) which give rise to concept and role hierarchies.cpson logics are also known as on-
tology languages. Formal queries are, typicHlg (or Ho) formulas that specify an information
request. The semantics of query evaluation in OBDASSs ischasd"0 entailment: the system
checks if the query is logically entailed by the ontology dmel database.

3.1.1 Ontology Languages an®dL-Lite

The OWL-DL fragment of OWL is underpinned by the descriptiogic SROZ Q. We are inter-
ested in description logics of different expressiveneamsging from theDL-Lite family [CGLT07]
to ALCHQTI. TheDL-Lite family [CdLT06, CdV"06, CdL"05a] is a family of ontology lan-
guages optimized for data access in OBDASs. They can be daiméragments oALCHOZ,
by suitably restricting its syntax.

23
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| Syntax | Semantics \
c & e Dz
A AT C Dy
I, R:C (FAskR:C)E = {c| #({d st.(¢,d) € RT andd € CT}) > k}
-C (~C)F := Dz \ CT
cnc’ cncht.=ctnc?*
r T'I - DI X DI
- () = {(d,d) | (@, d) € T}

ccc | zEcocCcoiff ctcc?t
RCR | IERCRiff RECR?

A(e) T = Ace) iff ¢F € AT

r(c,d) T l=r(ce,d) iff (£, T ert
O IEOiffforall a € 0,7 =«
D IZEDiffforall a € D, 7T =«

0, D) | TE(OD)Iff TEOandI =D

Table 3.1: Semantics ofALCH QT (and its fragments).

The description logic ACCHQZ. Inthe ALCHQT description logicconcept” androles R
are formed according to the following syntax:

C — A|3qRC|-C|CnC
R — r|r”

where A stands for an atomic concept concept naméa unary predicate); for arole name(a
binary predicate) and™ for its inverse. We can enrich the set4CH Q7 concepts, modulo the
following (explicit) definitions:

1 = —-AnA cuc = =(=Cn-c)
HZkR:C = —|(E|§]H_1R:—|C) dR := dR:T
dR:C = 321R:C VR.C := _\(HR:_'C)
o = HSkRZC M HZKRZC T = =l

whereA is some atomic concept.
Ina ALCHQOT ontology O, intensional knowledge is specified by means of a saseértions
a, Viz.,

— concept inclusionsf the formC C (', stating I1S-A (set inclusion) between the instances of
the conceptg’ andC’, and
— role inclusionsof the form R C R/, stating IS-A (set inclusion) among role instances.

Thesize#(O) of an ontology® where#(S) denotes the cardinality of sét is given by the
number of assertions it contains.

A database expressing extensional knowledge, is a finiteBaif unary and binary ground
atoms of the formA(c), (¢, ¢’), wherec, ¢ are individual constants. Theetive domain adoiiD)
of a databas® is the set of all the pairwise distinct constants that ocouwrzg the ground atoms
of D. Thesizeof a databas® is given by+#(adom(D)).

A knowledge basks a pair(O, D), whereQ is an ontology and a database.

We consider frameBom constituted of countably many individuabject namesr individual
constants, i.,eDom C C, whereC is countably infinite. This semantic assumption for ontglog
languages is known the literature as th@endard domain assumptig8DA).
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Given Dom, the semantics of concepts, assertions, ontologies andiédge bases is spec-
ified by consideringFo interpretationsZ whereDD; C Dom and the interpretation functiost
maps(i) concept named and rolesr into, resp., subsets of the domain and of its cross product,
and(ii) object names to elements of the domain. It can be extended to complex gtmceand
roles R by structural recursion as shown in the first part of Table 3.1

An interpretationZ is said to be anodelof a concept inclusio’ C C’, role inclusionZ
R C R’ or membershipA(c), (¢, ') assertion when, resp, = C £ C',Z = R C R/, or
T &= A(ec) andZ = r(c, ). Itis said to be anodelof an ontologyO© or a databas® when, resp.
ZE= OorZ = D. ltis said, finally, to be anodelof a knowledge basg?, D) whenZ | (O, D),
i.e., when itis a model af andD. See the second and third parts of Table 3.1.

Two concepts” andC’ are said to bequivalentiff, for all Z, CZ = C"%. An assertion is
to imply o/, in symbolsa = o/, iff, for all interpretationsZ, Z = « impliesZ = «'. When the
converse also holds, we say that they eggivalent in symbolsa = o’. These notions can be
generalized to ontologies in the obvious way.

The semantics ol LCH Q7 allows us to introducglobal functionalityassertions of the form
(funct R) stating that any instance or object falling und#&s domain is connected tat most one
R-successor, since

(funCtR) = TLC 3§1R:—|—

is a trivial consequence AALCH Q7 semantics.

The Fragments ALCZ and ELZ. The description logicALCZ is the fragment ofALCH QT
with syntax
C — A|3IRC|CnC|-C
R — r|r”
A(e),r(e,d)
ccc

Notice that ALCZ is closed under negation. In other words, ALCZ we disallow concepts
of the form3<;, R:C (calledqualified number restrictior)sbut introduce explicitly3R:C' (called
qualified existentigl Moreover, we disallow role inclusions in the ontology.

By disallowing further concept negation we can define therig#on logic£LZ, with syntax

C —» A|3JRC|CnC
R — r|r-
A(e),r(e,d)
ccc

which we can extend withniversal restrictiongo the right ofC since

ACVrA = Ir:AC A

The DL-Litefamily. In the DL-Lite family of description logics we restrict the syntax and con-
structors of the concepts,. to theright andC; to theleft of the subsumptiorsymbolC. In addi-
tion, ontology assertions are also restricted. Differestrictions give way to different description
logics. It is precisely these restrictions which give risdlie good computational properties for
data access that they exhibit, as we shall see later in thjsteh.

Table 3.2 shows the four basic members of BieLite family, viz., DL-Litecye (the core
fragment),DL-Liteg, DL-Liter andDL-Liten. The essential features BiL-Litecre are: (i) only
unqualified existential rolesR are admitted(ii) negation is restricted toght concepts, without
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DL'Litecore

\ DL-Liteg

Cl—>A’3R
C,—-A|-3R|C|C.NC.
R—r|r”

Cl—)A‘HR
C.,—-A|-3R|C | C.NC.
R—r|r-

Ae),r(e,d) Ale),r(e,d)
Cl C Cr Cl C Cr
RC R
DL-Litep \ DL-Liter
Cl—>A’3R Cl—)A‘HR‘CH_lCl/

C,—-A|-3R|C;|C.NC!
R—r|r

C,——-A|-3R|C;|C,NC!
R—r|r-

Ae),r(e,d) Ale),r(e,d)
Cl C Cr Cl C Cr
(functR)

Table 3.2: TheDL-Lite family.

closing them (it can only be applied to atomic or unqualifiggstential roles)(iii) conjunction is
restricted to right conceptsiv) no number restrictions are allowed, afw) no role inclusions or
role functionality assertions are allowed.

The other three description logics exteDd-Lite.qre by, resp., adding role assertions, func-
tionality assertions and by closing left concepts undejwuaiion. The remaining members of the
family, DL-Liter -, DL-Liter r andDL-Liter are built by pairwise merging the basic fragments.

Figure 3.1 below shows the resulting lattice of inclusioWde have highlighted (in black)
the sublattice that we will study in the following chapterds the figure shows, they are all
subsumed byALCHQZ, but are, in general, incomparable wifiLZ and/or ALCZ (although
both DL-Litecqre andDL-Liten can be subsumed by LCT).

We can extend the syntax BiL-Litecore With: (i) conjunctionC,. 1 C/. among right concepts,
(i) disjunctionC; LI C] among left concepts, since

Cl C Cr I_IC; = {Cl C Cracl C C;};
CUC|C G ={C,CC,C TG,

and thefalsum (iii) L among right concepts, since
Cl EJ—ECIECTI_I_'CTW

whereC, is a “fresh” concept. Moreover, we can extend the syntaRloditer with right quali-
fied existential rolessince

C,CIRC,={C;C3IR,RC R, AR~ C C,},

whereR’ is a “fresh” role.

Note that for theDL-Lite family, two additional semantic assumptions can hold. Giae
databaseD, every interpretatior¥ must map any pair of distinct constants’ € adom(D) to
distinct elements of its domaifz. This assumption is known as tlhmique name assumption
(UNA). In addition, we may also enforce that for allc adomD), ¢ := c. This stronger
assumption is known as tlstandard names assumpti¢®NA).
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ALCHOT

DL-Liter, DL-Literz DL-Litey

DL-Lite DL-Lite, DL-Litep

DL-Litecore

Figure 3.1: The relative expressive power of tbé.-Lite family.

3.1.2 Basic Properties

The description logics presented in this chapter are coediin the2-variable fragment oFo
with counting quantifiersC2. This can be made explicit by means of the and.‘v= translations.
We define the translation&v and-fv= from ALCH QT to C? by mutual recursion on concepts
and roles as follows:

Rtew { r(z,y), If R = Rtve r(y,x), If R =7
Rtv=, otherwise Rt=v, otherwise
A=y = A(z) Alve = A(y)
(=C)taw := =Clow (=C) v := =Clv=
(CnCNtew .= Claw A C'ta (CnoHYwe .= Clve A C'te

(HSICRZC)%’” = HSKy(Rtx’y A Cty’x) (HZkR:C)ty’x = HZkSC(RtW” A Ct”c’y)
We can extend'= (resp.-f=) to ontology assertions with:

(C E C/)tzyy = Vx(ctz,y = C/tz’y)
(R C R,)tx,y = vay(Rtxﬂ/ = R/tzyy)

Finally, we extend!=v (resp.-tv-v) to ontologies as followsOt=v := {at=v | a € O}. Since
databases are sdf® atomic sentences, there is nothing to do in that case.

Notice that all suchC? formulas are guarded and belong thus tozheariable guarded frag-
ment of Fo with counting quantifiersGc? [BCNT03]. For description logics such a$£CZ,
ELT and theDL-Lite description logics without functionality assertions, thenslation rules in-
volving qualified number restrictions can be replaced byfdfiewing ones involving only quali-
fied existentials

AR:C)tew := Jy(Rt=v ACtv=)  (AR:C)tvs 1= Jg(Rtv= A Clow)

which do not require counting quantifiers. As a result, theggcs are contained in the two-
variable guarded fragment #fo, GF2.

Proposition 3.1.1([BCN*03]). An ALCH QT conceptC is satisfiable iffCt=v (resp. Ctv=) is
satisfiable.
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Proof. It can be easily shown by induction dri that, for some interpretatioi, ¢ € Dz and
assignmenty:
ce CLiff T,y[x:= = Clw,

and, resp., for=v. This closes the proof. O

Thenegation normal formNNF transformation of atd£CZ conceptC' is defined by structural
recursion orC' with
ANNF . 4 (RA)NNF = 4
(3R:C)NNF .= 3R:CNNF (~(3R:C))NNF .= R (~C)NNF
(C'1 CY)NNF . ONNF [ ONNE (0 1 (/) )NNF . (o )NNF | (—,r)NNF

and
(_\(_\C))NNF .— (CNNF
An ALCHQT conceptC is saidto be in negation normal forrNNF) whenevelCN\NF = C.
It immediately follows:

Proposition 3.1.2([BCN*03]). For every concep in ALCZ, there exists an equivalest LCT
conceptC’ in NNF, and ifC is in NNF, then negation is restricted to atomic concepts.

3.2 Conjunctive and Tree-Shaped Queries

We use queries to retrieve information from OBDASSs. As quenguages, we consideonjunc-
tive queries(CQs) andree shaped conjunctive queri€ECQs) which are those CQs built using
only unary and binary relations and that are tree-isomorpHBy default, and unless explicitly
stated otherwise, formal queries are built over the sigediig := (0,{4; | i € N}, {r; | j €
N}) of ontology language concept names and role names.

Definition 3.2.1 (Conjunctive queries and their uniong) conjunctive querys an existentially
quantified conjunction of positivE'0 relational atoms

@(7) := Iyp(z,y) (CQ)

over variablest andy, where the free variablesare known also as the CQdistinguished vari-
ables Thelength|z| of the sequence of distinguished variables is known asitity of the CQ.
A union of conjunctive querids a disjunction

(7)== I1e1(T,91) V-V IGep1 (T, i) (UCQ)

of CQs, all of the same arity. CQs and UCQs are said tbdmeanwhen they contain no free
variables. The integép| denotes theizeof UCQ ¢, i.e., its number of symbols.

Intuitively, non-distinguished variables combined wittetrelational conjunctions stand for
relational database table joins and selections, and gisshed variables for the information
we want to project in the result: UCQs thus constitute a datilee specification of a SQL
SELECT-PROJECT-JOIN-UNION query result table (see [AHV95], Chapter 7). We will write
¢ instead ofp(z) whenever the free variables are clear from context.

Given a databas®, Z(D) denotes thénterpretation associated witl, viz., the (Herbrand)
interpretation obtained by interpreting each relation lsgh®' of arity k£ occurring inD (hence,
in particular, concept names and role names) by S := {(cy,...,¢;) € adomD)" |
S(ci,...,cr) € D}

Let o be a UCQ and a database. Answers to databases are based diattassignments
v: FV(p) — Dz(p) which are satisfying oveZ (D). An assignment is said tosatisfy, w.r.t. D
whenevefZ (D), = ¢. We denote bysatp (¢) the set ofatisfying assignmenfer ¢ overZ (D).
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Definition 3.2.2 (Database answersThe set olanswergo a UCQy of distinguished variables
over a databasP is defined as

angp, D) := {y(7) € ]D‘IE(ID) | there existsy € Satp(¢)}. (Ans)

Let o be a UCQ, andO, D) a knowledge base. Answers to knowledge bases are based on the
Fo groundingss: FV(¢) — Dom that guarantee’s being logically entailed byO, D), i.e., s.t.
(0,D) = po. We say in that case that such groundingscamtain We denote bysat3(y) the
set of certain groundings fagr over (O, D).

Definition 3.2.3(Certain answers)The set ofcertain answerso a UCQq of distinguished vari-
ablesz over a knowledge bas®, D) is defined as

cert(p, 0, D) := {o(z) € adom(D)?! | there existsr € Safd()}. (Cert)

Remark that this implies that, when we adkamlean(U)CQ ¢ to a databas® or a knowledge
base(O, D) we will get as answer or, resp., as certain ansygs, viz., theempty tuplevhenever
Z(D) = ¢ or, resp.,(0,D) = . Otherwise, we will get an empty set of answers or certain
answers.

Example 3.2.4. Answering a UCQ over an OBDAS, i.e., returning a certain arswexploits
logical reasoning to “complete” the missing and/or incoat@lfactual information it may contain.
Consider the following ER diagram for the student domain:

o,
Student @n 4\%\ o Course

(1,m) (1,n) (0,n)

hasCredits:Integer

(0,n)

Country

It states, basically, 1S-A among two relation typeskesExanandattends which hold among the
entity typesStudentandCourse and to which cardinality constraints have been asctibed
TheDL-Lite family of description logics can capture, notwithstanditsgsimplicity, the main
features of conceptual modelling languages, such as ERaaiesg(and which constitute an alter-
native standard notation for ontologies). It is capturedhi®/DL-Liter - ontology O,. Entities
correspond to concepts, relations to roles, and IS-A ardirelity constraints to assertions:

Student_ Jattends takesCourdse attends
JattendsC Course dattends C Student

Let nowD, be the database

takesCoursglay, TOC) StudentJoe

The pair of integergn, m) to the left (resp., right) of a relation type state that thedirelity of its domain (resp.,
range) ranges betweenandm.
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Suppose we want now to ask to the knowledge base/OBIASD,) whether Joe studies
something and whether Jay is a student, viz.,

ps := JyattendgJoey) and ¢ := Jy Studentiay)

Clearly, a lot of explicit information is missing frorf?,. However, in both cases, the certain
answers semantics returns a positive answer. IndégdD;) = »s and(Os, Ds) = ¢,. Hence,
cert(Oq, Dy, ¢s) = cert(O, D, ) = {()}.

Observe that, in contrast to DBMSs, queries are formulateat the roles and concepts of
boththe ontology and the database. Moreover, databases in OBpa&Side only an incomplete
specification of the explicit information known about thewiin, which is to be completed via the
implicit knowledge contained in the ontology through lagiceasoning.

In the example, thattendsrole is empty inD,. However, since any subsequent “state” (or
model)D’ O Dy must comply withO; (i.e.,Z(D’) = O;), and in particular with the role inclusion
assertiontakesCourseC attends the tuples in rolegakesCoursecan be “propagated” (vi&o
entailment and certain answers) to the raftends thus allowing theg O, D) system to answer
the queryyp;. &

A well-known property of the certain answers of an U@Q@ver a knowledge bag®, D), is
that it can be characterized in terms of the answegdl tihe database® compatiblewith (O, D),
i.e., the databasé®’ extendingD which “comply with” O, i.e., such that its derived interpretation
Z(D') is a model ofO.

Proposition 3.2.5([CdV+06]). For each UCQy of distinguished variables, every knowledge
base(O, D) and every sequence of constafts

(O.D)Ep{z—c) iff ce () angp,D).
DCD’
(D=0

By definition UCQs are contained in the positive existerfiayment ofFo, Fod. Adding
negation to UCQs gives rise to the classki queries. Hence, core SQL (SQL without aggre-
gations) is syntactic sugar f&#o andFo queries and itSELECT-PROJECT-JOIN-UNION
fragment forFo; Tree-shaped queries are defined as a proper fragment of d@hus in-
herit their properties.

Definition 3.2.6 (Tree-shaped queries and their union&)tree-shaped query(z) is a CQ with
one distinguished variable, calledroot, defined inductively by

p(x) = Alx) | 3yR(x,y) | yR(x.y) A o(y) | p(x) A /()
R(z,y) = r(z,y) | r(y,x) (TCQ)

A union of tree-shaped queriésa union
o(x) == p1(x) V- Vpp(x) (UTCQ)
of TCQs. TCQs and UTCQs are said toltmmoleanwhen they contain no free variables.

Every TCQy(x) rooted inxz can be (bijectively) mapped to a directed adorned Tigeeach
atomr(z, ') gives rise to two nodes andz’ and an edgéz, ') with tagr and each atora(z)
to tag A over nodez [GHLSO07, HT02].
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3.3 Reasoning Problems

An OBDASSs has to fulfil two key taskgi) it has to access the information its database stores, viz.,
compute the certain answers of a conjunctive query,(énd has to be able to check whether any
update violates an ontology constraint. Inspired by VardMar82] we are interested in knowing
how difficult these tasks are w.r.t. tisize of the dataa.k.a.data complexity This is motivated

by practical reasons. Relational databases may be vemy. |digey may store terabytes of data.
Queries and ontologies, on the other hand, tend to be cotiyedyasmall, often of negligible size
compared to the sheer number of records in the tables to hedpfiltered and projected away
to the answers, or updated. Thus, the main requirement o€ thgstems is that thescale to

the data It is also of interest to consider the performance of theesgaw.r.t. all its inputs. To
measure their scalability it is customary to consider thramatational complexity of the decision
problems associated to tagksand(ii), namely, knowledge base query answering and knowledge
base satisfiability:

Definition 3.3.1 (Knowledge base query answeringhhe query answering KBQA) decision
problem for UCQs and knowledge bases isBw entailment problem stated as follows:

— Input(s): a knowledge bas&?, D), a UCQ of distinguished variables and a sequence
of |z| constants.
— Question: does there exist a substitutiofn-) s.t. (i) o(z) = ¢ and(ii) (O,D) = po?

Definition 3.3.2 (Knowledge base satisfiability)The knowledge bassatisfiability (KBSAT) de-
cision problem for knowledge bases is e satisfiability problem stated as follows:

— Input(s): a knowledge basg), D).
— Question: Is (O, D) satisfiable?

Formally, thedata complexityof KBQA and KBSAT arises when we considé? as the only
input of the problem(s) [Var82]. When all the inputs of thesasoning problems are considered,
we speak about thegombined complexity

Optimal data complexity is reached wherB®A and KBSAT are inLSpace which is the
complexity of relational database query evaluation. ldgdsach optimum is achieved when a log-
space (in the data) reduction, known @exfect rewritingfrom KBQA and KBSAT to relational
database query evaluation exists [GdI6, CdV+06, CdL05al].

Definition 3.3.3 (Database query answeringyhe query answerindQA) decision problem for
UCQs and databases is th® model checking problem stated as follows:

— Input(s): a databas®, a UCQy of distinguished variableg and sequenceof |z| constants.
— Question: does there exist an assignmetit) s.t. (i) v(z) = ¢ and(ii) Z(D),~ = ¢?

Theorem 3.3.4.The problem ofQA is:

1. inLSpacew.r.t. data complexity for UCQs and
2. NPTime-complete w.r.t. combined complexity for (U)CQs.

Proof. Vardi shows in [Var82], that answering arbitraBo queries over databases isliBpace

in data complexity (by reduction to t#80 model checking problem). On the other hand, it can be
shown that @ for UCQs is polynomially equivalent to trguery equivalenceroblem in which
we check whether, for any two querigsand ¢ and every database, angp, D) = ang¢’, D).
The query equivalence problem for UCQs is known tdNB&Time-complete (see [CM77]). O
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Given the semantics of OBDAS, both data and combined coritplaxe influenced by the
constructors allowed or dissallowed in the ontology andylanguages supported by the system.
In particular, full boolean conjunction and negation in eimtology and/or the query language give
rise, in general, taoNPTime-hard data complexity for KQA. The logics of theDL-Lite family,
not being closed by neither construct, exhibit optimal dataplexity, while€ LT is still scalable
(recall that it lacks negation), i.e., PiTime. The description logicALCZ (and ALCH QT), since
closed under negation and conjunction, is on the other ladd? Time-hard in data complexity.
These results are formalized in the theorems below.

Theorem 3.3.5([CdV+06, OCE08, LK0O7, Ros07])The problem oK BQA is:

1. inLSpacew.r.t. data complexity for UCQs and DL-Lite, DL-LieDL-Liter and DL-Liter

ontologies;

PTime-complete w.r.t. data complexity for U(T)CQs afidZ ontologies;

3. coNPTimecomplete w.r.t. data complexity for (T)CQs add CZ and/or ALCH QT ontolo-

gies;

NPTime-hard w.r.t. combined complexity for CQs afidZ ontologies; and

5. 2-ExpTime-complete w.r.t. combined complexity for (U)CQs aAdCZ and ALCHQOT
ontologies.

n

Ea

Theorem 3.3.6([CdV ™06, BCN"03]). The problem ofK BSAT is:

1. inLSpacew.r.t. data complexity for knowledge bases from DL-Lite;Ier, DL-Liter and
DL-Liter n; and
2. ExpTime-complete w.r.t. combined complexity fdC7Z and ALCH QT knowledge bases.

3.4 Related Formalisms

Ontology and query languages are thus closely related toe(pr@cisely, contained in) a certain
number of fragments oF 0, which possess interesting properties. In particular,nibiions of
knowledge base and queries can be generaliz&btoontologies can be seen B® axiomatics,
whereas queries are speciHo formulas.

A restrictedk-variable fragment ofFo, denotedFo¥, is any fragment constituted of all the
Fo formulas built using only: variables. In particular, the-variable fragment oF'o [GKV97],
Fo?, is the fragment constructed using only two variables. THeeextensionC of Fo with
counting quantifierss defined as the smallest set of formulas contaiitay and such that the
formula

J<kz (),
wherep(z) is in C, is in C. Let S(z) denote an arbitrar§'o relational atomic formula of arity
|z|. The formulas ofGF, theguardedfragment ofF 0 [Gra99] are defined inductively by

o= S(Z) | eNe' |~ | FT(S(T) A @),

if z C FV(p). The formulas oiFoj, the positive existentiafragment ofFo are defined induc-
tively by

p—=S@) | ene eV |3z
Combining together these fragments gives rise to otherdstig fragments. In particulafi)
GrF? the 2-variable guarded fragment &fo, defined by

GF? .= Fo’ N GrF,
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(i) C?, the2-variable fragment oF 0 with counting quantifiers, defined by
C?:=Fo’nC,

and(ii) G¢?, the2-variable guarded fragment &fo with counting quantifiers, defined by
Gc? := C*NGF.

TheFo?, Gr andGF? fragments defined above are known to be decidable Aor[SKV97,
Grag9]. Animportant property cﬁ‘ogr (and hence of UCQs) is that its formulas are closed under
homomorphisms among interpretations.

Definition 3.4.1 (Homomorphism) An homomorphisnf, among two interpretation andZ’,
denotedZ —;, 7', is a functionh: Dz — Dz s.t. for all relation symbolsz of arity » and all
(C1y..vycn) €DBIf (c1,...,¢a) € ST, then(h(cy), ..., h(c,)) € ST.

If the converse also holds, then we say that two interpaatafl andZ’ arehomomorphically
equivalent and writeZ ~j, 7Z’. A Fo formula ¢ is said to beclosed under homomorphisms
whenever, for all interpretatiorisandZ’ if Z = ¢ andZ <, 7', thenZ’ |= .

Theorem 3.4.2([CK90], Exercise 2.1.3)F0§ formulas, and a fortiori UCQs, are closed under
homomorphisms.

The databaseAns) and certain answer€eért) semantics for UCQs that we introduced, since
based orF0 semantics, generalizes o queries and arbitrar¥'o knowledge bases. Clearly,
Proposition 3.2.5 also generalizesK® queries and arbitrar¥'o knowledge bases. This gives
rise to a certain number of formal results that we will apggeatedly in this thesis.

Theorem 3.4.3([PH08b]). The data complexity okBQA is coNPTime-complete forGc? and
FoZ queries.

Theorem 3.4.4([PHO8b], Theorem 1) The data complexity oK BSAT is NPTime-complete for
Cc2

Since UTCQs ar€? formulas, this implies:
Corollary 3.4.5. The data complexity ok BQa is coNPTime-complete forC? and (U)TCQs.

These computational properties are inherited by the fragsrteey subsume.

3.5 Expressing Ontologies and Queries with Controlled Enggh

In Chapter 3 we said that controlled languages (and in geremg fragment of a natural lan-
guage) express, modulo compositionality, compositioreidlationsr(-) and semantically en-
riched grammars, logic fragments, namely, the set of th&ir endHo0) meaning representations.
Thereafter, their semantic complexity can be studied.

In this thesis we intend to engage in a fine-grained analysiealata complexity of controlled
English for data access. We would like, moreover, to makeofiiee wealth of proof techniques
and results related to formal ontology and query languagdalifill this aim. To this end, we
propose to express in controlled English ontology and glarguages:

Definition 3.5.1(Expressing Query Languages}iven a query languag@, to express in con-
trolled language define a semantically enriched gramni&s of compositional translationg(-)
defining an interrogative controlled languafig5o) s.t. 7o (L(Gg)) = Q.
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Definition 3.5.2 (Expressing Ontology Languages}iven an ontology languagg, to express_
in controlled languagedefine a semantically enriched gramnigt of compositional translation
To(+) defining a declarative controlled languabéG.) s.t. 7o (L(Gr)) = L.

Clearly, if a controlled language or a pair of controlleddaages, one declarativé,:, one
interrogative Lo, express an ontology languageand a query languag€ then, the semantic
complexity of L and Lo will coincidewith the (set of) computational properties bfand Q.

In particular, this analysis can be dooenstruct by constructi.e., by examining the different
combinations of function and content words covered by th@rotled languages, insofar as their
semantics will be captured exactly, modul@), by the ontology and query language constructors
into which they translate (as we saw in Chapter 3).

3.6 Summary

In this chapter we have overviewed the syntax, the semaamidshe main (known) computational
properties of the ontology and query languages that we titlysin this thesis. On the one hand
the following fragments ofALCH OQZ: the DL-Lite family, ALCZ and£LZ. On the other hand,
as formal queries, (U)TCQs and (U)CQs. We have also rectikedecision problems we want to
focus on: KBSAT (knowledge base satisfiability) andBIQA (knowledge base query answering),
emphasizing why, in the context of OBDASs, we must focus @ir tthata complexity. Our pur-
pose is to express these ontology and query languagesHattas ithesis with several controlled
languages. We argue that, modulo compositionality, this\alto provide a fine-grained analysis
of their scalability to data based on the different comboret of function and content words they
cover.



Chapter 4

ExpressingDL-Lite and Tree-Shaped Queries

In this chapter we show two main resul{§ We express in controlled language the members of
the DL-Lite family of description logics discussed and highlighted ma@ter 4. To express these
description logics we define a declarative controlled laggy Lite-English, expressigl-Liteq,
which we later extend to express functionality and role rigses, i.e., to expres®L-Liter

and DL-Liteg 1. SinceDL-Liten extendsDL-Litecore, DL-Liter extends bottDL-Liter and
DL-Liten, and DL-Liter o extends bottDL-Liter and DL-Liten (recall Figure 3.1 from Chap-
ter 4), Lite-English expresses these description logioseB. (i) We express in controlled lan-
guage TCQs. To express TCQs we define the interrogativedieattanguage GCQ-English, that
expressegraph-shaped conjunctive queri€sCQs), a slight extension of TCQs which allows a
restricted kind of loop in the tree-structure of TCQs.

Two reasons guide the choice of GCQs. On the one hand, we waxptess in controlled
language an optimal case oBIQA: answering CQs (a query language strictly more expressive
than either TCQs or GCQs) over knowledge bases expressethg3l-Lite description logic is
in LSpace(recall Theorem 3.3.5 from Chapter 4). On the other hand, amt\the declarations
and questions of our fragments to remain close to gramnfigtimarrect English declarations and
questions.

In particular, expressing the restricted loops allows #&icted coverage of English anaphoric
pronouns by GCQ-English. Such coverage represents a ¢fadetween expressiveness and
simplicity. CQs use arbitrary many variables, which, innfiat semantic theory, correspond to
anaphoric pronouns. However, we do not want to burden theataser with arbitrarily long
co-reference chains (which are in general difficult for &gesto keep in mind).

We also characterize thelative and absolute expressive poweéLite-English, by comparing
the expressive power of tHeL-Lite family and Pratt and Third’s fragments of English [PHTO6].
In particular, since 8T is tractable in combined complexity for tid_-Lite logics (SAT reduces to
database query evaluation, see [C®IZ]), we consider the tractable fragments of English, viz.,
COP, COP+TV and COP+TV+DTV. We exhibit a numberabdsure propertieof the DL-Lite
family (simulations, closure under unions of chains) &gic embedding@mong theDL-Lite
family and the fragments of English to establish, respebtivabsolute and relative expressive
power. This strategy allows us to pinpoint thereafter thetrmiled language constructs we gain
with Lite-English, i.e., the English function words ocdag in a controlled or heavily restricted
form in Lite-English (negation, relatives) that give rigeiitractability when used without restric-
tions in Pratt and Third’s fragments.

The results on expressive power were first published in [BGTJ.0The results on GCQs and
GCQ-English were first published in [Tho08].

The work on Lite-English stems from joint work with R. Berdaand D. Calvanese in [BCTO7b].

35
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4.1 Lite-English

In this section we present the syntax and vocabulary of Eitglish. Lite-English aims at ex-
pressing firstly the description logioL-Lite and, secondly, by means of suitable extensions,
DL-Liteg 1 andDL-Liter, and thus all the other description logics of interest froiaDL-Lite
family of description logicsDL-Litecqre, DL-Liteg andDL-Liter which the former three subsume.
As Lite-English meaning representations we will consitiedo counterparts?f“‘y andC>
of DL-Lite left and right concept§’; andC,. rather than the concepts themselves, and call them
left andright formulasand/or concepts. Similarly, we will use the binary at& to denote the
role R. This makes sense since as we saw in the previous chapteulortbe translations'=v
and-'v= the logics of theDL-Lite family can be seen as fragmentsIéb. Accordingly, we will
consider

— instead of concept inclusion assertia@rsC C,., sentences/x(Clt” = C}f”),
— instead of role inclusion assertioRsC R/, VaVy(R'=v = R'*=v), and
— instead of functionality assertionct R), Va(Ti=v = J<j Rl=v A Tlvr),

Please notice that since types and typed lambda expressiemst strictly necessary for ex-
pressingDL-Liter, we will omit any explicit mention of the them in the definitiof Lite-English
and of the compositional translatior-). To simplify the proofs that show that a controlled lan-
guage expresses an ontology language and/or a query languagntroduce the notion atruc-
tural equivalence

Definition 4.1.1 (Structural equivalence)A Ho formula := Az - - - Az,.x is said to bestruc-
turally equivalentto aF o formulay with n free variables, in symbols =, ¢, whenevery = ¢,
i.e., whenever andy areFo equivalent (i.e., whenevéiod(x) = Mod(y)).

4.1.1 ExpressingDL-Lite

Lite-English is defined by a semantically enriched confea¢- grammar whose phrase structure
rules are shown in Figure 4.1 and whose content and funotixindn are shown in Figure 4.2.
We consider as function words: pronouns (e.g., “somebodigjerminers (e.g. “every”), con-
junctions (e.g. “and”), etc., which express, ultimatéd},-Lite logical operators i'o format.
As content words we consider: common nouns (e.g. “man”)pg@raouns (e.g. “Julian”), at-
tributive and qualificative (a.k.a. intersective) adjees (e.g., “brave”), intransitive and transitive
verbs (e.g., “leaves” or “loves”). We do not consider disitime verbs (i.e., we exclude verbs like
“gives” from our lexicon).

Proper nouns stand for individuals, common nouns DbrLiteq atomic concepts, adjec-
tives for attributes, and recursive set-typed constiwiéverb phrases and nominals), for arbitrary
DL-Lite concepts.

We subcategorizesyntactic categories inteft andright categories (by means of the indexes
[ andr, respectively), to capture the distinction madein-Lite, among left and right concepts.
Thus, our grammar contains two separate sets of phrasdusgutiles, one defining left con-
stituents, which express left concepts and another that defines right constituents, which express
right concepts’;.

Inverted roles can be expressed by considering their pafsins. For simplicity, however, we
will disregard all morphosyntactic issues, which are, aayyveasy to deal with. We will consider
declarative sentences inflected in the third person, of aiagcgender and singular number, and
in present tense and active voice.

Lemma 4.1.2. For every sentenc® of Lite-English, there exists an assertiorof DL-Liten s.t.
7(D) =5 a.
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Lite-English

(Semantic actions)

(Phrase structure rules)

7(So) :=7(NP))(r(VP,))

So — NP, VP,
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Figure 4.1: Lite-English
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Pro; — anybody

Det; — every

Det; — no

Pro; — somebody

Pro, — somebody
Crd — and

Relp — who

Relp — that

N — man
N — woman

TV — attacks
TV — loves
TV — likes

IV —runs

Pn — Julian
Pn — Persia

(Function lexicon)

7(Pro;) := APAQ.Vz(P(x) = Q(z))
7(Det;) := APAQ.Vz(P(z) = Q(z))
7(Det;) := APAQ.Vz(P(z) = —Q(x))
7(Pro;) := AP.3zP(x)

7(Pro,) :=AP.3xP(x)

7(Crd) := APAQ.\z.(P(z) A Q(x))
7(Relp) := AP.\z.P(x)

T(Relp) := APAQ.\z.(P(z) A Q(x))

(Content lexicon)

7(N) := Az.Man(x)
7(N) := Az.Womarjz)

7(TV) : AB.\x.B(\y.attackgx, v))
7(TV):=\B.\z.8(\y.loveqz, y))
7(TV):= 8. \x.B(\y.likes(z, y))

+(IV) = Az.Run(z)

7(Pn) : AP.P(Julian)
7(Pn) := \P.P(Persig

Figure 4.2: Lite-English
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Proof. To prove this result we need to prove that

for eachVP or N constituent, forf € {/,r}, there exists

aconcepCy(x) s.t.7(VPy) =, Cy(x) or 7(Ny) =5 Cf(x) ()

by mutual induction on the length of derivations rooted i'VP ;s andN ss.

— (n = 1) There are five possibilities. Eithé&¥; = N, VP; = IV, VP; = isaN or
VP; = is Adj, for f € {I,r}. In all four cases (-) maps them to\z.A(x), whereA(z) is
a concept name or atomic formula.
— (n = k+ 1) We look at a couple of cases only. The argument is similaaficthe remaining
cases.
e VP, =**!1 VP/Crd VP]. ThenVP]} =* v’ and VP =" w", for some se-
quencesy’, w” of terminals and non-terminals. By IH there ext§t(x) andC}'(z) s.t.
7(VP)) =5 C/(z) and7(VP}) =, C/'(z). Whence:

7(VP) =g 7(Crd)(7(VP)))(7(VP}))
=ih APAQAz.P(z) A Q(x)(A2.C{(2)) Aw.C] (w))
> Az.(Cl(x) N CY(2)),

which is structurally equivalent to the left conc&pt(z) = C|(z) A C]' ().

e N, =F1 N, RelC, =—* N Relp S;- Now Sy = VP, andVP, e
for some sequence” of terminals and non-terminals. By IH on derivations of léng
< k rooted inVP,, VP, =, C,(x), for some right concept’, (). On the other hand
N, =1 o with 7(N,.) =, C’(z), again by IH. Therefore,

7(N;) =qr 7(Relp)(7(N;))(7(S3))
o APAQ AP () A Q) (\=-CL(2) (v CY ()
> Az.Cl(z) A Cl(z),

and7(N,) = Cl(x) A C](x), aright concept or formula.

We are now ready to associate a complete meaning représartaiach Lite-English sentence
D. We have two cases to consider

i. So =—=* NP, VP, —* Det; N; VP,, and

i. So =" NP; VP, —* Pro; RelC; VP,.
In both cases, modulg)is is easy to see tha{Sp) =5 Vz(Ci(x) = C,(z)). O

Lemma 4.1.3. Every DL-Lite, assertionu is the image by (-) of a sentencé of Lite-English up
to structural equivalence.

Proof. To prove this result we need to prove that

for eachDL-Liteq C'(x) concept, there exists a Lite-Engli3fP )
orN;st.7(VPy) =, Crort(Ny) =, Cy, for f € {l,r}

by (a tedious, albeit simple) structural induction on cqus€’s(x). We do it only for left con-
cepts. The proof for right concepts proceeds similarly.

— (Basis) There are two possibilities. Eithér;(z) := A(x), for which we considelN; —*
N —=* A (resp. VP, =* isaN —* isaA) or Cj(z) := JyR(z,y) and we consider:
VP, —=* TV NP, =—=* TV Pro; —* Rs somebody.
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— (Inductive step) Cy(z) := C/(z) A C/'(z). By IH there exists &/P; and aVP”, (resp. a
N’; and aN")) s.t. VP; =* w' andVP"; =* " with, resp.,7(VP}) =, C/(z) and
7(VP")) =, C/'(z). The desiredVP; (or N;) is given byVP; —* VP Crd VP"; —*
w’" andw” of meaning representatiafi (z) A C/'(z).

We now need to show that when put together into assertioag,dhn be captured by some Lite-
English sentence. Let := Vz(C)(z) = +C,(z)) be aDL-Liten assertion. There are two
possibilities:

i. eitherSp =—* NP; VP, —* Det; N; VP, —* no/everyw w’, or

ii. So =* NP; VP, =—* Pro; Relp, Sé, VP, —* Pro;Relp, VP, VP, =~

anybody whoVP; VP, —* anybody whow w'.

Modulo (}), this means that “no/eve®; VP,” and “anybody whoVP; VP,” are the desired
Lite-English sentences (or sentence patterns). O

From Lemmas 4.1.2 and 4.1.3 we immediately derive:
Theorem 4.1.4(Lite-English) Lite-English expresses DL-Ljte
In general, Lite-English sentences respect the patterns
So — Det; N;VP, and Sp — Det; RelC; VP,

whereDet; N; (resp. Det; RelC;) corresponds to theubjectof the sentence an¥P,. to
the predicate of the sentence. Subjects map talgft) concepts and predicates to righit(z)
concepts. Such sentence patterns are ultimately mappetljlong-) and structural equivalence,
to Fo sentence¥/z(Cj(z) = C,(z)), which are the image by translatiofsv and-v= of a
DL-Liten assertion”; C C,.

For example, existential quantification, conveyed by®Bhe, andPro; “somebody” (and of
meaning representatiok”.3zP(z), i.e., a generalized quantifier [BC80]), can occur both & th
subjectN; or RelC, constituents or in the predicalP,. constituent (and within their arbitrarily
nested subordinated clauses). This is bec@lis¢ite; unqualified existential roles (iF'o: for-
mulas like3y r(x, y) with one free variable) can occur both to the left and to tgbtrof = (or of
C in description logic notation), as seen in Chapter 4, Talle 3

Example 4.1.5.Figure 4.3 shows that
Every man loves somebody. (4.2)

is in Lite-English and expresses the assertiafiMan(xz) = Jylovegz, y)), which corresponds
to theDL-Liten ontology assertiotMan C dJlove. At each node, the meaning representation built
is the reduct (by>) of its immediate successors, down to the yield. Similigfigure 4.4 shows
that

Julian attacks Persia. 4.2)

is also recognized. As hinted above, the final logical aisseit attained through lambda calculus
S-reduction. On the other hand, English sentences like

*Some man loves anybody. 4.3)

do not belong to Lite-English. Why? Becau@g“some” cannot occur in subject positiofii)
"anybody” cannot occur in predicate position. &
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7(So) = Vz(Man(z) = Jy(loveqz,y))

/ \

7(NP;) = AQ.Vz(Man(z) = Q(z)) 7(VP,) = Az.Jy.loveqz, y)

N TN

7(Det;) = APAQ.Vz(P(z) = Q(z)) 7(N;) = Ax.Man(z) 7(TV) = A3.\y.B(Az.loveqz,y)) 7(NP,) = AP.3yP(y)

7(N) = Az.Man(z) 7(Pro,) = AP.3yP(y)

Every man loves somebody.

Figure 4.3: Parse tree for “Every man loves somebody”.

7(Sp) = attackgJulian Persig

T

T7(NPp) = AP.P(Julian 7(VPp) = \z.attackgz, Persig

N

7(Pn) = AP.P(Julian) 7(TV) = A8.\z.B(\y.attackgz,y)) 7(NP) = AQ.Q(Persia

7(Pn) = AQ.Q(Persia

Julian attacks Persia.

Figure 4.4: Parse tree for “Julian attacks Persia.”

4.1.2 ExpressingOL-Litep- and DL-Liter

To express the description logid3L-Liter- and DL-Liter n we enrich the grammar of Lite-
English with two separate (i.e., disjoint) sets of ad hocapkrstructure rules designed to parse
solely role inclusions and functionality assertions, obiey Lite-English; and Lite-English .

As DL-Liter - containsDL-Liter, DL-Liter n containsDL-Liter, and all, includingDL-Liten,
containDL-Litegre, We express all thBL-Lite logics that interest us. Figure 4.6 shows a sample
Lite-Englishg parse tree, while Figure 4.5 shows a Lite-Engligiarse tree.

The extension of the grammar for Lite-Englisis as follows:

(Phrase structure rules) (Semantic actions)
Sy — NPL VP 7(Sr) := 7(NPL)(1(VPF))
NP, — Detl, N 7(NP%L) := 7(Deth)(7(NF))
NP’} — Det}, Np T(NP%) := 7(Det})(1(Np))
VPr — TV NP},  7(VPg):=7(TV)(r(NP%}))
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(Function lexicon)

Det’. — every T(Deth) := APAQVz(P(z) = Q(x))
Detl, — atmostone  7(Deth) := APAQI<12(P(z) A Q(x))

(Content lexicon)

Nz — thing T(Np) == Az.T(z)

Theorem 4.1.6. For each Lite-English sentenceDr there exists a DL-Lite assertionar S.t.
7(Dr) =5 ap. Conversely, each DL-Lite, assertionar is the image by (-) of a sentencé
of Lite-Englishz.

Proof. In neither case is there any induction to be made, since #rerao recursive constituents.
We just need to reason by cases considering all the posdible) combinations of phrase-
structure grammar rules as we did when closing the proof ofrhas 4.1.2 and 4.1.3. O

The extension of the grammar for Lite-Englisis as follows:

(Phrase structure rules) (Semantic actions)
Sk — NP, VP[, 7(Sg) :=7(NPL ;) (1(VPL))
NP! ; — Pro} RelC; ; 7(NP! ;) := r(Pro})(r(RelCj ))
Rel(ljﬁ’j — Relp} 8!, g 7(RelC} ) := 7(Relp;)(7(S!, }j))
ngﬁ,j — NPy, VP ; 7(8g,,5) == T(NPg,)(r(VP];))
VP/, — TV NP¥ T(VPJ) := 7(TV)(r(NPF))
NP;* — Prof 7(NP) := 7(Prof)
(Function lexicon)
Pro! — anybody 7(Prol) := APAQ.Vz(P(z) = Q(x))
Pro; — somebody  7(Pro}) := AP.3zP(z)
NP, —t; 7(NP. ) := AP.P(x)
Relp, — who 7(Relp!) :== AP.\z.P(z)
Prol* — him 7(Prof) := AP.P(x)

Theorem 4.1.7.For each Lite-Englisl sentenceDp there exists a DL-Litg  assertionap S.t.
7(DRr) =s ag. Conversely, each DL-Lijg- assertionap, is the image by (-) of a sentencédr
of Lite-Englishy.

Proof. Again, no inductions are needed, since there are no reeucsistituents. We just need
to reason by cases considering all the possible (finite) guatibns of phrase-structure grammar
rules as we did when closing the proof of Lemmas 4.1.2 an@4.1. O

Remark 4.1.8. Notice that in figure 4.6z (+) assigns to the subjeNPéd- constituent the meaning
representatiol P.VzVy(lovesz,y) = P(z)) rather tham\ P.Vz(3ylovesz,y) = P(z)). How-
ever, sincey does not occur free i’ (x), both expressions are logically equivalent. This proviso
allows us to correctly generate a role inclusion from an injiterance.
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Lite-English
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7(Sgr) = VzVy(loveqz, y) = likes(z, y))

T(NP! ;) = AP.Vavy(lovez) = P(x

) =
) = Q(z)) lHWmHON ) = Az.Jyloveqz, y)

N

7(Relp!) = AP.A\z.P(z ,SLV = \z.Jyloveqz, y)

e/

7(TV) = A\8.\y.B(Ax.loveqz,

7(Prol) = AP.AQ .Vz(P(z

anybody who; t; loves

l/\wmw.v = Az likes(z, y)

N

T(TV) = AB\y.B(\xlikes(z,y))  7(NPH) = AP.P(y)

= Az.loveqz, y)

y))  T(NP}) = AQ.FyQ(y)

7(Pro}) = AQ.3yQ(y)

somebody

Figure 4.6: Expressing role inclusion.

T(Proll) = AP.P(y)

likes him;
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4.1.3 Expressive Power of Lite-English

The (semantic) expressive power of a logic (in the restlisense of a fragment &0 or Ho)
consists in its model-theoretic properties. But there #errative ways of defining expressive
power. One can speak abditabsoluteand(ii) relative expressive power.

Absolute expressive power is conveyed by so-catlearacterizationtheorems that stateo-
sure propertieghat hold for their models, and provide a criterion for deéding the logic’s class
of models.

Relative expressive power can be explored, on the other, ligrglmulatinga logic, viz., by
defining a model-preserving logic embedding.

Modulo simulations, embedding logics inherit the prom=rtdf the embedded logic [Str05].
In this section we consider only fragmentskié. Let Sigbe aF o signature and Ieforg;, denote
the set of allF'o formulas that can be constructed o%g. A logic or logic fragments then every
LC FOFSig.

Definition 4.1.9 (Semantic expressivenes#) semantic propertys a class of interpretations. It
said to beexpressibldoy a logicL iff there exists a formula € L such that its class of models
Mod(y) coincides with this property. Thexpressive powesf L is the union of all such express-
ible properties.

Definition 4.1.10(Logic simulation) Let L, L’ be two logics over signaturesig andSig’. L’
is said to beat least as expressive ds or, equivalently,L is contained inL/, iff there exists a
translation-* from Forg;g to Forg;s such that, for every € L, and every interpretatioi over
Sig,

Ik iff Tk, (Sim)

The translation? is called in such case model-preservingranslation, asimulationor by
others, dogic (homomorphic) embeddir[&tr05]. It can be extended to sets of formulas in the
usual way. The contains relation is trivially a pre-ordeg.(ireflexive and transitive). Its symmetric
closure, theequally expressive aglation, is therefore an equivalence relation.

Proposition 4.1.11.LetL, L’ be two logics s.tL is contained irl.’. Then every semantic property
expressible il is expressible id.’.

However, this does not preclude their expressive power foearlapping: logicL is said to
overlapin expressive power with!/ iff there exists a semantic property expressible by dotnd
L'

Expressive Power ofF0. In this section we introduce some model-theoretic progemif F'o
on which we leverage later. Among these, a closure propdriy @ v*3*-sentences: closure
under unions of chaind We follow in this section Cori and Lascar (see [CL03], Vo].Chapter
8, Section 5.5).

Definition 4.1.12 (Sub-interpretation) Given two interpretationg andZ’ over aFo signature
Sig without function symbolsZ is said to be asubinterpretationof Z’, in symbolsZ & 7/,
whenever:

- Dz C D7,

— ST = 5% N Dy, for everyn-ary relation symbok, and

— & = &', for every constant.

2In general, closure under union of chains can be generatizéarmulasby considering the stronger notion of
elementary subinterpretatipbut the current notion suffices for our proofs.
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Figure 4.7: Relattive expressive power of tid_-Lite family, COP and COP+TV.

Definition 4.1.13(Closure under unions of chains)et ¢ be aFo sentence. We say thatis
closed under unions of chaiiif§ for any modelZ, and any family{Z; },> of extensions of s.t.

i < jimpliesZ; @ T, the structureZ,,, calledunion interpretationand defined below, is also a
model of:

- Dz, = UiZO Dz,
— ST = ;50 5%, and
— Lo .= i fori > 0.

We say thatp is aF 0 v*3*-sentencdff o is of the formy = Va1 - - - Va, 3y - - - Ty, that s,
a quantifier-free matrixy prefixed byn universal quantifiers followed by existential quantifiers
(with n, m > 0). Suchv*3*-sentences are closed under unions of chains:

Theorem 4.1.14([CL03]). A Fo sentencep is closed under unions of chains iff there exists an
V*3*-sentencey’ logically equivalent tap.

Comparing the DL-Lite Family to the Fragments of English. In this section we prove that
COP is strictly subsumed HyL-Litecore and hence bYL-Liten, DL-Liter, DL-Liteg, DL-Liter
andDL-Litern. The other fragments overlap only in expressive power \BithLitecoe. The
general picture is summarized by Figure 4.7.

Theorem 4.1.15.COP is contained in DL-Litgr, and hence in every the logic of the DL-Lite
family.

Proof. LetI" U A be a set of COP meaning representations, With set of quantified meaning
representations anfl a set of non-quantified meaning representations (a sBioatomic sen-
tences). We sketch a simulation mapping A to aDL-Litecore knowledge baséOr,Da) as
follows.

We map (universal) sentences(P(z) = +Q(x)) to DL-Litecore inclusion assertionglp C
+Agq. By Skolemizing and dropping UNA over the new Skolem coristane can map the mean-
ing representationsz (P (z)A+£Q(z)) € I to the (database) assertions/fadts(c’) and+Ag (),
wherec is a (fresh) Skolem constant that does not occur in either A. Next, for each existing
or newly introduced negative atomA p(c), we(i) introduce a fresh unary predicaté,, (i) a dis-
jointness assertioA’, C —Ap and(iii) map fact-Ap(c) to fact A, (c) and assertioml’, C —Ap.
We get as a result thBL-Litecoe knowledge bas€Or, Da).
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Clearly, for all interpretationg,
TETUA iff I} (Op,Da). Q)

Furthermore, this simulation proceeds in ti@¢#(I") + #(A4)), usingO(log #(A)) space,
where#(I") denotes the number of setenced’imnd #(A) the number of constants occuring
among the atomic sentencesAn O

Theorem 4.1.16.DL-Litecre, and hence every logic of the DL-Lite family, is not contdirire
COP.

Proof. To show that this theorem holds, we exhibit a semantic ptppbat is expressible in
DL-Liteggre but not in COP. Consider tHBO sentence

¢ = Vr(A(z) = Jyr(z,y)),

which corresponds tBL-Liteqre assertions of the forrdl = 3r. The models of sentengeare the
interpretations where every pointimZ C D7 is connected by? C D7 x D7 to some (arbitrary)
point in Dz, viz., the models wherd? C {c € D7 | exists¢’ € Dz s.t.(c,¢) € r1}. But this
semantic property cannot be expressed in COP because tauseESig-op 0f Lcop cOntains no
relation symbols. O

Theorem 4.1.17.COP+TV is not contained in either DL-Litg; or DL-Liter, and hence in no
logic of the DL-Lite family.

Proof. To prove this theorem, we show that -Liter  andDL-Liter - are closed under unions
of chains, but not COP+TV. Assertions in tBbéd.-Lite family yield Fo v*3*-sentences. Hence,
all these logics are closed under unions of chains.

Suppose by constradiction that COP+TV is contained in ineelDL-Liter - or DL-Liter .
Then (modulo some translation/simulatié)) the same closure property should hold for COP+TV.
In particular, the closure under unions of chains propertutd hold for the meaning representa-
tion

Jz(P(z) AVY(Qy) = S(z,y)))

which, after prenexing, gives rise to the (equivalefity*-sentence

p = FaVy(P(z) A(Qy) = S(z,9)))-
But this is impossible. To see this consider the followingdeld of :

— Dz :=N,
- Pt .= Q* =Dz, and
— 87 :=<y . (i.e. the usual loose order over positive integers).

Notice that(N, <y) is well-founded and hag as least elemenf; is isomorphic to this structure.
Define now a sequendé; };> of interpretations as follows:

— Iy is the model where
e Dz, :=DzU{co},
e Pl .= Q% =Dy, and
o ST := ST U {(co,0)}.
— 7,11 is the model where
e Dz, := Dz, U{cita},
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r— . 2

0 n Cn 0 n

Figure 4.8: The interpretationg, andZ..

o Plit1 .= Qli+1:=Dg , and
o SZit1 .— §Zi {(Ci—l—hci)}'

Clearly, for alli > 0, Z; € Z;1;. Hence{Z;};>¢ is a chain ordered bg. Finally, consider the
union structureZ,, for this chain. One can easily see tigt is not a model ofy, since the relation
R%= in T, has no more a least elemeft is now isomorphic tdZ, <z)). O

Theorem 4.1.18.DL-Litecre, and hence every logic of the DL-Lite family, is not contdirire
COP+TV.

Proof. In the DL-Lite family we can writerole-typing assertions of the formr C A, or equiva-
lently in Fo, sentence
v :=Va(Jyr(z,y) = A(z)).

The models ofp belong to the class of interpretatioisin which the domain of relation” is a
subset ofAZ. On the other hand, COP+TV can only express finitely many sémaroperties
(i.e., classes of interpretations), since we can generdsefinitely many Fo sentences from its
meaning representations (see [PHT06] and Table 2.1). Beai®n one can see that none of such
expressible properties coincides with the “role typingderty. Hence, role typing assertions are
not expressible by COP+TV. O

Comparing the Controlled Language Constructs. Lite-English (with its two extensions Lite-
Englishr and Lite-Englisl) expresses the ontology languad®s-Litecore, DL-Liten, DL-Litef,
DL-Liter, DL-Litern andDL-Liter , thus inheriting their nice computational properties. Sthe
properties propagate to its function words:

— (Quantification) In Lite-English, universal quantification can occur onlyceand be followed
by (possibly)n > 0 existential quantifiers. In COP+TV(+DTV) quantifiers mayocin any
order. Furthermore it is restricted to subj®Ps

— (Negation) The Lite-English disallows negated facts. Negation is noblBan: it can only
occur on predicatd Ps and is expressed by the negative (left) determiner “no”.

— (Relatives) Lite-English covers a restricted case of relative clausieat neither COP nor
COP+TV(+DTV) cover, which may occur only in subjestPs.

Notice also that, by constrast to COP, COP+TV(+DTV), Liteglish can generate an infinite
number of English utterances (it contains recursive ctusits).

4.1.4 DL-Lite, and Disjunction

A closureor invariance propertyis a relation~. over (F0) interpretations, s.t., for each pair of
interpretationsZ andZ’ and allFo formulasey, if Z € Mod(yp) andZ ~. Z’, thenZ’ € Mod(yp).
In such case, we say thatis closed under-..

Closure properties can be used to characterizaltiseluteexpressive power of a logic. We
say that a logid. is closed undean invariance property., whenever, for eacko formulay, ¢
is (logically) equivalent to some’ € L iff ¢ is closed undet-..
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We can prove that no characterization theorem exists fertmss forDL-Lite and a fortiori
Lite-English. We rely on the fact th&@lL-Liter n cannot express disjunction:

Proposition 4.1.19. Disjunction is not expressible in DL-Litg-.

Proof. DL-Liter 1 is contained inHORN, the set ofFO Horn clauses [CGL07, CAKZ07],
which cannot express disjunctions of the fopm= A(c) v A’(¢). Otherwise, lef{ with Dy, :=
{c} and AM := {c} andH’ with Dy := {¢'} and A™ := {¢/} be two Herbrand models af.
Clearly,H and#’ are minimal (w.r.t.&) models ofy s.t. H # H’. But this is impossible, since
HORN verifies the least (w.r.t€) Herbrand model property ([Lal97], Proposition VI-2). [

Theorem 4.1.20.There is no relation-. over interpretations such that, for eveRo sentencey,
@ is equivalent to a DL-Litg assertion iffy is closed under-..

Proof. Recall that aFo sentence is &'0 formula with no free variables. Suppose the contrary
and consider the sentenedc). LetZ andZ’ be two structures s.tZ ~,. Z’ and suppose that
T = A(c). Clearly, this implies thal = A(c) v A’(c). Since, on the other hand, by hypothesis,
A(c) is closed under,, it follows thatZ’ = A(c) too. But then, sinc€’ = A(c) implies

7' = A(e) vV A'(c), this means thati(c) V A'(c) is closed under. and is a fortiori equivalent to
someDL-Lite; assertion. But this is impossible, because disjunctiomisrpressible. O

4.2 GCQ-English

In this section we expresgraph-shaped conjunctive querie&raph-shaped conjunctive queries
are a slight generalization of TCQs whi¢h allow for constants andi) allow for some simple
loops on top of their tree structure. This is reflected in Ehgby, on the one hand, proper

names and, on the other hand, personal pronouns (“him”, sl “it”, “itself’, “herself”, if
we consider gender).

Definition 4.2.1 (Graph-shaped conjunctive querie#) graph-shaped conjunctive queig/a CQ
¢(x) of distinguished variable over a signature of relations of arity 2 whereyp(x) is inductively
defined as follows.

p(x) > A) | R(z,z) | R(z,c) | FyR(z,y) | ¢'(x) A" (z) | Fy(R(z, y) A (1))

R(e.y) = r(a,y) | ) | R(x,y) A R (2.9) (GCQ)

A BooleanGCQ is a query of the forz(x), wherep(z) is as above.

Basically, a GCQ can be mapped into a labelled graph thanigstla tree, but where, in
addition: (i) there can be loops over each node #iijdthere can be directed edges connecting
nodes at level, for i > 2, to its ancestor node at level- 2. In general, variables and constants
correspond to nodes and binary relations to directed edges.

GCQs are captured by the interrogative controlled lang@@6-English. Questions in GCQ-
English fall under two main classesi} Wh-questions, that will map into non-Boolean GCQs and
(ii) Y/N-questions, that will map into Boolean GCQs. Figure h@ws GCQ-English’'s gram-
mar. Some basic morpho-syntactic and semantic featuregtanided to (some) constituents. The
feature-— means that the constituents is of negative polarity. Abserideatures indicates that
constituents are in positive polarity. Notice that as faetiEnglish, we disregard all other mor-
phosyntactic features.

Personal pronouns (“him”) co-refer with the closB&P in argumentposition. Reflexive pro-
nouns (“himself), like relative pronouns, co-refer witleithclosestNP in subjectposition. The
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(Phrase structure rules)

Qun — Intpro N; S,,7
Qun — Intpro; S,,”?

Qy/n — doesNP; VP 7
QY/N —isNP; VP;

S,, — NP, VP,
N; — N; Relp; S
VP, — is Adj;
VP, —isaN;
VP, - VP; Crd VP;
VP, - 1V;
VP, —»TV; Jit1 NPi—i—l
VP; »TV;,, NP,
NP — Pro;
NP; — Pro;
NP; — Det N;
NP; — Pn;
NPgi —1;

gi

(Semantic actions)

7(Qun) == 7(Intpro)(r(N;))(7(Sy,))
T(Qun) := 7(Intpro;)(7(Sy,?)
T(Qy/n) =7(NP;)(7(VP;))
T(Qy/n) = T(NP;)(7(VP;))
T(ng’) :T(NPQi) T(VPi))
7(N;) :=7(Adj)(T(N;))
7(N;) :=7(Relp;)(7(N;))(7(S,)))
7(VP;) :=7(Adj;)
7(VP,):=7(N;)
7(VP;) :=7(Crd)(7(VP;))(7(VP;))
T(VP; ) :=7(Crd)(r(VP;))(7(VP;))
(VP ):=7(IV})
T(VP;) :=7(TV;;11)(T(NPj11))
T(VP7):=7(TV; ;) (T(NPi11))
T(NPZ) = T(PI‘OZ‘)
7(NP; ) :=71(Pro;)
7(NP;) :=7(Det)(7(N;))
7(NP;) :=: 7(Pn;)
T(NPy,) :=\P.P(x)

(Function lexicon)

Det — some
Pro; — somebody
Pro; — anybody
Crd —and
Relp;, —who
Intpro — which
Intpro;, —who

7(Det) : = APAQ.3x(P(z) A Q(x))
7(Pro;) := AP.3zP(x)
(Pro;) =AP.3z.P(z)
Crd) := AP.AQ.Az.(P(x) A Q(x))
(Relpz) = AP.)\z.P(x)
7(Intpro) := AP.AQ.\z.P(x) A Q(x)
7(Intpro;) := AP.\z.P(x)

(Content lexicon)

Pro;_, — him

Pro;_; — himself

7(Pro;_9) :=AP.P(x
7(Pro;_1) :=AP.P(z

~— —

Figure 4.9: GCQ-English.
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loves loves
0/

Figure 4.10: Left: A GCQ for “Does somebody love somebody who loves himRight: A GCQ for
“Does somebody love somebody who loves himself?”

co-reference of pronouns is captured by playing with thexed of constituents. A reflexive pro-
noun (resp. a personal pronoun) dominated byNaP; of indexi co-refers with ariNP,;_; of
index: — 1 (resp. anNP;_» of indexi — 2). The grammar of GCQ-English assigns consecu-
tive integers as indexes to denoting constituents. Theitefirof grammar derivations can be
easily extended to cover this phenomenon, by “unifying”stitnents with the same indexes. For
simplicity, we only specify partially the (arbitrarily Ige) content lexicon.

Example 4.2.2. A typical Boolean GCQ over, say, the constant Mary and tharipredicates
lovesandhatesis
Jz(lovegMary, ) A Jyhatesz, y)) (4.4)

which we express with the controlled language Y/N-question
Does Mary love somebody who hates somebody? (4.5)
A typical non-Boolean graph-shaped query over the samd selational symbols is
Jy(lovegz, y) A hategy, z)) (4.6)
which we express with the controlled language Wh-questiont@ining an anaphoric pronoun)
who loves somebody who hates him? 4.7)
On the other hand
*Which teacher gives a lesson to his pupils? (4.8)

lies outside this controlled language. Why? Because we map®ssessive adjectives (e.g., “his”)
and no ditransitive verbs (e.g., “gives”).
Similarly, the Y/N questions

Does somebody love somebody who loves him? (4.9)

and
Does somebody love somebody who loves himself? (4.10)

are GCQ-English questions. The personal pronoun “him”efers with the first “somebody”,
which means that question (4.9) translates into

Jz(Jy(lovesz, y) A lovegy, x))) (4.12)
whereas question (4.10) translates into

Jz(Jy(lovegz, y) A lovegy, y))). (4.12)

Figure 4.10 shows how these co-references are reflectedetyraéiph-structure of the query ex-
pressed. &
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7(Quwn) = Az.loveqz, Mary)

/

7(Intpro;) = AP.)\z.P(z) 7(8Sg4,;) = loveqx, Mary)
T(NPy;) = AQ.Q(x) \— Az.lovegz, Mary)

/\

T(TV;it1) = A8 x.B(Aylovedz,y)) 7(NP;y1) = AP.P(Mary)

7(Pniy1) = AP.P(Mary)

Who t; loves Mary ?

Figure 4.11: Translating “Who loves Mary?".

Theorem 4.2.3(Expressing GCQs)For every questior) in GCQ-English, there exists a GCQ
¢ s.t. 7(Q) =5 p. Conversely, every GCQ is the image by-(-) of some questio® in GCQ-
English.

Proof. (=) As for Lemma 4.1.2, we need to show, by mutual induction orighgthn of deriva-
tions rooted inNs andVPs, that

for everyN (resp.VP) in GCQ-English there
exists a GCQ(z) s.t. 7(VP) =, (). (resp.7(N) =5 p(x)). ()

The basis (i.e.p = 0) is trivial. For the inductive step (i.en, = k& + 1) we will show only one
case. All the other cases are analogous. VB; = TV, ; NP; = TV, ; Det N; =F/"1
Rs somew, with N; =%=2 . By IH, 7(N;) =, ¢(x). Therefore,

VR =g A5 8001(5.0) APAQ 2P QL)
T Nz
=in ABAx.LAy.r(x,y))(APAQ.Iz(P(2) A Q(2)))
(Aw.(w))
> Az.Jy(r(z, y) Ae(y))

which is a formula structurally equivalent to a GCQ. Withikigf) established, we can consider
full questions. Since the argument is similar both for Y/N alth-questions, we will only deal
with one of the four possible cases. 1Qt,, = IntproN;S,, — IntproN; VP, —~*
whichw’ w”. Then

T(Qun) =g APAQ.Iz(P(z) A Q(x))(Az.¢(2)) (Aw.¢" (w))
> Ax.¢'(z) A" (x)

which is structurally equivalent to a GCQ. Note that, as tefeve discard, when parsing, all
possible parse states where constituents do not satishdesing, polarity and typing constraints
(i.e., when features do not unify).

(<) The proof is analogous to that of Lemma 4.1.3: we prove, byétidn ony(x) (a non-
Boolean GCQp of distinguished variable) that

for each GCQp(x) we can construct a GCQ-English

constituentw s.t. ¢(x) is the image ofv by 7(-) ()
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up to structural equivalence. Claim) entails that “whichw?” and/or “whow?” is the question
we are looking for. Recall that unary predicatésre captured biNs of meaning representation

Az A(x),
relation symbols: by TV's of meaning representation
ABAz.B(Ny.r(x,y))
and individual constantsby Pns of meaning representation
AP.P(c).

Similarly, relative pronounsRelps like “who™) and conjunctions@rds like “and”), of mean-
ing representation
APAQ Az (P(x) A Q(x)),

express conjunctions, whereas Peo “somebody”, of meaning representation
AP.3zP(x)

expresses existential quantification.
By combining together such meaning representations faligdd 0 typing rules as we did in
Lemma4.1.3, itis easy to see that:

e (Basis)p(x) is of the formA(x), r(x, z), r(z, c) or Jyr(x,y). Accordingly, it is the image
of either “is anA”, “ Rs himself”, “rs¢” or “rs somebody”.

e (Inductive step) We will only look at one case. Lei(z) be of the formBy(r(z, y) A (y)).
Assume in addition thak(x,y) = ri(x,y) A --- A rg(z,y) Thene(x) is the image of
“r1s somebody whav andrys him and ...ands him”, by IH on¢/(y), up to structural
equivalence. The other cases are similar.

This closes the proof. O

4.3 Data and Combined Complexity

In this section we study briefly the computational compleritK B QA for Lite-English and GCQ-
English. Since Lite-English and GCQ-English express, wiaéen together, a restricted case of
KBQA for DL-Liter  ontologies and UCQs ((U)GCQs and (U)TCQs are a fragment 8 Qs),
they inherit their computational properties. This obstovaholds both for the data and the com-
bined complexity of KKQA.

Theorem 4.3.1.KBQA is in LSpacew.r.t. data complexity for Lite-English and GCQ-English (i
fact, for UCQs).

Proof. LetS and.F be a set of Lite-English declarations and facts, respdygtiVée know by The-
orem 4.3.1 that KKQA is in LSpacein data complexity when we consider UCQs &bi-Liter
knowledge bases. On the other hand, compositional tréoséat(-) encodeF into a content lex-
icon using space logarithmic in the numbg(F) of proper nouns (i.e., object names, to which
a lexical entry is associated). Since we have shown thatBtiiglish expresseBL-Liten (Theo-
rem 4.1.4) and GCQ-English GCQs (Theorem 4.2), the reslidive. O
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Theorem 4.3.2. KBQA is in LSpacew.r.t. data complexity for COP and GCQ-English (in fact,
for UCQs).

Proof. Since COP is contained IDL-Lite by Theorem 4.1.15, membershipliSpacefor KBQA
is a corollary of Theorem 4.3.1. O

Furthermore, by applying Theorem 3.3.6, we get, as an imatedbrollary of these proofs:

Corollary 4.3.3. KBSAT is in LSpacein data complexity for COP and Lite-English knowledge
bases.

A perfect reformulationis an algorithm that takes as input a description logic agpl® and
a UCQy of arity n and rewritesp w.r.t. O into a UCQyp s.t., for every database and every
sequence of n constants it holds thatO, D) |= ¢(¢) iff Z(D) = po(c).

Proposition 4.3.4([CdV*06]). A perfect reformulation exists for DL-Litg.

Theorem 4.3.5. KBQA for empty ontologies i?NNPTime-hard in combined complexity. It is in
NPTime for DL-Liteg 1.

Proof. (Membership) Let (O, D) be aDL-Liter -, knowledge basey a UCQ of arityn andc a
sequence af constants. Lep(c¢) denote the grounding af by c and suppose th&O, D) = ¢(¢).

We know thatO can be “compiled” inta by a perfect reformulation, yielding a UCg» (¢) :=
WL (E,71) V-V P (¢,7,). Guess in time polynomial it(D), #(0) and|yp|, where|p| de-
notes the number of symbols in UCQ a disjuncty? (¢, 9;), for somei € [1,k]. Clearly,
(0,D) E ¢(e) iff Z(D),y = ¢ (¢, ), for some assignment. Guess now an assignment
v: FV(¢¢) — Dzp. This can be done in time polynomial jp|, #(0) and#(D). Finally,
check in time polynomial o (D), #(0) and|¢| whetherZ(D), v = ¢¥ (¢, 7i)-

(Hardnesg By reduction from the graph homomorphism problem, wheingrgtwo graphs
G = (V,E)andg’ = (V',E') we ask whether there exists an homomorphisfrom G to G’. A
graph homomorphism, we recall, is a functibnV — V' s.t. for all (u,v) € E, (h(u), h(v)) €
E’. This problem is known to thePTime-complete [GJ79]. We will consider empty ontologies.
Polynomially encod& andG’ as follows:

— for each(u,v) € E, add the fact(c,, ¢,) to the databas®g,
— for each(v/,v") € E’, add the ground atomi(c,, ¢,/ ) to the Boolean UCQy:.

We now claim that
there exists: from G’ to G iff () € cert(pg:, 0, Dg). (1)
Consider now aemptyperfect reformulation foDL-Liter . It follows that (0, Dg) = g
iff Z(Dg) = pg iff Z(Dg) = g for some assignment. Now, clearly,Z(Dg) = G. Thus, the

composition-£(P¢) o ~ can be seen as an homomorphism mapgipgto G. Finally, given that
g encodegy’, the claim follows. O

It immediately follows:

Corollary 4.3.6. KBQA is NPTime-complete in combined complexity for Lite-English and COP
knowledge bases and GCQ-English questions (in fact, for 8)CQ
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4.4 Summary

In this chapter we have defined the declarative controlladuages Lite-English, Lite-Engligh
and Lite-Engliskx, expressing th®L-Lite family of description logics, and an interrogative con-
trolled language, GCQ-English, expressing GCQs and TCgis.CRn be achieved using standard
Ho meaning representations, by constraining the behavioyraéstic constituents.

In the case of th®L-Lite family, constraining the behavior of syntactic constitiseinvolves
the widespread use of subcategorization. Constituentstiodse subcategorized into left and right
constituents depending on whether they are meant to exanéglst C,. or a leftC; concept in an
concept inclusion assertiaty C C,.. We recall that in théL-Lite family left and right concepts
are given a separate syntax. This distinction is essemtiahé good computational properties of
these description logics.

We have have studied the relative expressive power of Litglgh and of theDL-Lite family
by comparing it with the fragments of English. We have shawai() Lite-English contains COP
and that(ii) Lite-English overlaps with COP+TV. We have also shown thatcdute expressive
power of DL-Lite ontologies and assertions cannot be, however, charaderand that, as a
result, neither can the absolute expressive power of Litglgh.

Last, but not least, we have studied the data and combineglegity of KBSAT and of KB QA
w.r.t. GCQs and Lite-English.






Chapter 5

Expressing Aggregate Queries

In earlier chapters we have shown how to express TCQs inaltattianguage, covering a signifi-
cant fragment of UCQs, which make up about 80% of databasteg&HV95, EN0O4]. Further-
more, we noted in Chapter 3 (recall Theorems 3.3.5 and 3t8ad}uch queries can be processed
efficiently by both database engines and OBDASs [€@8] based on th®L-Lite family of de-
scription logics. Controlled languages such as GCQ-Englieow that TCQs can be expressed
quite naturally with English Wh- and Y/N-questions allogifor (i) existential generalized de-
terminers,(ii) arbitrary nesting of subordinated (with gaps being filleditsyclosest headNP)
clauses andiii) VP andN coordination (conjunction). However, over some domaingtar-
est, users might be interested in issuing more complexrimdtion requests. Consider the student
domain one more time. Recall Example 3.2.4 from Chapter 3p8se we have now a richer
ontology O; of the domain as shown Figure 5.1. Suppose, in addition,nhatD, contains the
following tables

takesCourse Course
Student comesFrom —_— Country
SName| Course CName| Cred ——
SName SName| CoName ——— CoName
Luca | TOC Luca Luca Ital TOC 4 Cltaly
Luca | ADS y ADS | 4 y
James James UK UK
James | German German| O

where “TOC” stands for Theory of Computing and “ADS” for Algilhms and Data Structures.
A user might want to mine this information and extract somey\masic statistics, e.g., count
how many of the enrolled students attended lectures. Sepfiosally, that she intends to do this
through a controlled English interface. She would ask taQB®AS (O, D) the questiorQ

Which is the number of distinct students per country whossaime course? (5.2)
which the system would translate into aggregateSQL query

SELECT cf.CoName,COUNT(DISTINCT(cf.SName))
FROM comesFrom cf, attends at

WHERE cf.SName=at.SName)

GROUP BY cf.CoName

(5.2)

to be evaluated ovefOs, D;). Aggregates naturally arise in domains and systems camgain
numerical data, e.g., geographical information systemsyhenever we want to mine a statistic
of any kind from a dataset (J[AHV95], Chapter 7). SQL aggregatieries extend the syntax
of SELECT-PROJECT-JOIN-UNION queries withaggregation function§$SUM MAX COUNT
etc), GROUP B¥ndHAVINGclauses. This raises three problems:

1. We need to know which is the semantics of aggregate quer@BDASSs.

57
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(1.n)

Student

takesCourse

comesFrom Country

Figure 5.1: A conceptual diagrard, of the student domain.

2. We need to know how to express such aggregate queriestimiben English.
3. We need to know whether the queries and the controlledigngliestions scale to data.

The semantics of aggregate queries in relational datalimsesl-understood, less is known
instead about their semantics in OBDASs. Relational esgavaluate aggregate queries (Dy
grouping database values into bags knowmgrasips(defined by theGROUP BYlause and the
HAVINGclause that acts as a filter over the group(s)) @hdapplying (bag-valued) aggregation
functions over those groups, afii) returning the answers obtained (see [CNS07] and [AHV95],
Chapter 7). A naive solution would be to reduce the semaafiaggregate queries over OBDASs
to the database case by analogy to UCQs. Indeed, Propo3idhfrom Chapter 3 says that the
certain answers of a UCQ over an OBDAS are exactly thosedupkt are answers over every
database compatible with the OBDAS. But if we apply this d&din, the answers of query (5.2)
will always be empty. This is because an aggregate queryivarrige to a different group (and a
different aggregate value) over each compatible datali2ld&T08]. A detailed example of this
is given later in Example 5.1.6.

We do not know much either on how to express aggregate queriesatural language. A
reasonable assumption is that aggregation functions akeged by EnglistdefiniteNPs, such as
“the highestN”, “the total number oNs”, “the average number &, etc. The Geoquery corplis
is a corpus of English US geographical questions (e.g., tWils the longest river in lowa?"):
by assuming that questions containing “some”, relativesid” plus possibly “or” as function
words express UCQs, corpus statistics sugges{ifhagigregate determiners occur frequen(fy,
they occur in combination with UCQ constructs afiij they occur way more frequently than
questions with negations like “is not” or “does not” (see [€ab.1). However, it is not immediate
to formalize these intuitions in formal semantics.

It is, however, clear, that no answer to the third problem lmafound without answering the
first two. That is, without proposing a reasonable semaifiticshe queries and for the natural
language questions.

To tackle these three problems, we will pursue in this chape following strategy. We will
define a class of aggregate queriggregate tree-shaped querjglsat extend the syntax of TCQs
with SQL aggregation functions. Such queries provide ackbgised declarative specification of
a significant class of SQL aggregate queries. Next, we wiltged to extend (and modify) the
traditional certain answers semantics of UCQs over OBDASHEgregate tree-shaped queties
Thirdly, we will define a controlled fragment of aggregatesstions that expresses precisely this

http:/iwww.cs.utexas.edu/ ~ml/geo.html
2Such syntax and semantics is derived from joint work with Blv@nese, E. Kharlamov and W. Nutt on so-called
epistemic aggregate queri@s[CNKTO08].
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| UCQs | UCQs +Agg || UCQs + Neg
Questions|| 34.54%| 65.35% | 0.11%

Table 5.1: Frequency of questions “expressing” aggregate queridwiGeoquery corpus.

class of queries. Finally, modulo compositionality, welwiudy data complexity.

Note that we consider an ontology to be an arbitrary set df 0 axioms, written in one of
many possible syntax such as ER diagrams, description dogadogies or controlled English. We
proceed analogously for databageswhich we will write down sometimes in description logic
format as sets of ground facts (Blo atomic sentences) or as relational database instances. We
extend the notion of a knowledge ba&®, D) accordingly. We enforce, however, the semantic
assumptions of ontology languages, UNA, SDA and SNA, intoed in Chapter 4. Part of the
results of this chapter were first published in [TC09] andd08.

5.1 Aggregate Tree-Shaped Queries

Aggregate tree-shaped queries providB@based declarative specification of a significant frag-
ment of SQL aggregate queries as studied in [CNKT08, CNSNEB®3]. In particular, their their
semantics is an instantiation of the epistemic certain arswemantics for epistemic aggregate
queries defined and studied in [CNKTO08].

5.1.1 Syntax

We consider now the following standard S@bgregation functionsviz., max, min, count,
cntd, sum andavg. In what followsagg will denote an arbitrary aggregation function. Given
this, we call araggregation termany expression of the formgg(y), wherey is called araggre-
gation variable

Definition 5.1.1(Aggregate tree-shaped queryn aggregate tree-shaped quesyan expression
of the form

¢ = {(v,agg(y)) | ¥} (ATCQ)

wherez is called agrouping variable agg(y) is an aggregation term, anglis the the query’s
body, which is a formula

Y= P1(x) Ar(z,y) Ae(y)

with ¢, a TCQ rooted inc, 1) @ TCQ rooted iny, r(x,y) an atomJ{z,y} = FV(¢) andy # z.
Thecore ¢ of ¢ is defined as thgquantifier-freeversion of its bodyy (i.e., a quantifier-free CQ).

Example 5.1.2.Consider thentd ATCQ

s := {(z,centd(y)) | Iz(Studenty) A attendgy, z) A Coursdz)A
A comesFronty, x) A Country(x))}.

(5.3)
The ATCQ, captures the SQL query (5.2) from the preamble of this chapte CQ
@5 := Studenty) A attendsy, z) A Courséz) A comesFrorty, z) A Country(x) (5.4)

is its core. &
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5.1.2 Certain Answers Semantics

In this section we extend the semantics of SQL aggregatiactifuns to ontologies and knowledge
bases. In relational databases SQL aggregation functiensaanputed over an specific kind of
bag, known as a group, and return a numeric value. Bags (diseis) are a generalization of the
notion of set in which the same element may occur repeatediyyrtimes.

Definition 5.1.3 (Bags) Let X be a set. Abagor multiset B (over X) is a functionB: X —

NU {oc}. The integerB(z) is called themultiplicity of « in B. Theadditive unionB & B’ of two
bags overX is the bag wheréB W B)(x) := B(z) + B'(x), for all z € X. Thecarrier £(B) of

a bagB over X is the set{x € X | B(z) > 1}. Bags can be denoted by extension or intension
using the special brackefs- [}.

Definition 5.1.4 (Aggregation functions) Let B[X| denote the set of all bags over sét An
aggregation function is one of the following functions:

max: B[X] - QU {oo} s.t.
max z, ifit exists,
max(B) := < z€&(B)
00, otherwise.

min: B[X] - QU {co} s.t.
min z, if it exists,
min(B) :=  z€&(B)
00, otherwise.

sum: B[X] - QU {0} s.t.

> B(z) -z, if defined andB is finite,
z€€(B)
oo, otherwise.

sum(B) :=

count: B[X]| - NU {co} s.t.
>~ B(x), if defined andB is finite,
count(B) := { z€&(B)
oo, otherwise.

avg: B[X] - QU {oo} s.t.
count(B) it defined andB is finite,

ave(B) {oo, otherwise.

Notice thatoo is a special value that stands for the cases in which the \aflilee aggregate
function is not an integer or a rational number or is undefin€de multiplicity insensitivesib-
lings avgd, mind, maxd sumd andcntd of aggregation functions are defined by composing
aggregation functions and the carrier operation, ewgtd(B) := count({(B)).

Groups intuitively collect the values of a (humerical or $ptic) attribute w.r.t. some given
object in a database, which acts as the group identifier E&684], Chapter 8). The syntax and
semantics of ATCQs respect these features. In ATCQs, gngugiriables stand for (or are bound
to) such SQL group identifiers. On the other hand, aggregat@hles stand for the attributes
upon which groups are defined [CNS03, CNSOQ7].

Definition 5.1.5(Groups and database answelsgt © be an ATCQ of grouping variable and
aggregation variablg. Let D be a database. Thygoupof tuplec is the bag

Ge:={v(y) | c=~(z), € Sap(p)]}. (Group)
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and the set ohggregate answersf o over (O, D) is

an%(@,’D) = {(V(x)vagg(G'y(m))) | Y€ SatD(@)} (Aans)

However, contrary to databases, knowledge bases dealngitmiplete information and work
under the open world assumption (OWA), i.e., their database a partial description of the do-
main of interest that the ontology “completes” by intuitiveharacterizing the space of all the
databases compatible with it [CNKTO08]. In each such datl@asobject may possess differ-
ent attributes, giving rise to different groups and différealues for aggregation functions. This
precludes our naively applying the certain answers seggftr UCQSs.

Example 5.1.6. We can encode the studeRt relational database from the preamble into the set
of facts

takesCours@.uca TOC) hasCredit$TOC, 4) comesFronfLuca Italy)
takesCours@.uca ADS) hasCredit$ADS, 4) comesFromiJamesUK)
takesCoursglamesGermar)  hasCredit§German0)  Country(Italy)
CourséTOC) StudentLuca) Country(UK)
CourséADS) StudentJames$

CourséGermar)

and theQ, conceptual model from Figure 5.1 into tBé&.-Liter ontology

JtakesCoursé& Student JtakesCourse T Course
JattendsC Student Jattends C Course
JdcomesFrontC Student JdcomesFrom C Country
JhasCreditsC Student JhasCredits C Integer
takesCoursé_ attends Student Jattends
StudentZ JcomesFrom

in which a role,hasCredits connecting each course to its credit worth is used to captu
attribute. The paifO,, Ds) constitutes a description logic knowledge base.

Suppose now we want to quef§;, Ds) with ¢, from Example 5.1.2 (i.e., query 5.3). Since
the semantics ap, over databases is well understood, we might want to redudeA3Bquery
evaluation to relational database evaluation by analogyG®@s. Recall that by Proposition 3.2.5
from Chapter 4 this is possible for UCQs: their (certain)vasrs over OBDASSs can be charac-
terized as their answers over all the databd3dkat “comply with” the OBDAS (or knowledge
base)(Os, Ds). But this makes no sense in the presence of aggregationgefoty, assume that

certy (s, Os, D) = [ {ans,(gs, D)) | D, C D, andZ(D}) k= O} (1)
and that we have two databasesandD! defined by

— D. := D, U {comesFrornfPaolq Italy), takesCours@Paolg TOC) } and
— D! := D, U {comesFronMike, UK), takesCourseMile, ADS)}.

The databaseP’, and D (i) containD;, (ii) satisfy all the domain constraints stated @y
and (iii) record respectively that a further Italian student, Paatends TOC®.) and a further
British student, Mike, attends ADIY/). Thus, inD’, two students from Italy and one from the
UK are known to attend some course, whilel}{i the numbers get inverted, and, as a consequence

ans, (s, D) Nans,(¢s, DY) = {(Italy, 2), (UK, 1)} n{(Italy, 1), (UK,2)} = 0

i.e., the “naive” certain answers of query (5.2) o(€x;, D,) are empty.

In general, for every ATCQ and every knowledge base/OBDA®, D;), applying defini-
tion () will always yield an empty set of certain answers, sinceedatabase compatible with
(O, Ds) may give rise to aifferentgroup. L )
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To obtain a meaningful notion of certain answers for aggesgaver knowledge bases and
OBDASSs, so that theamegroup arises over each compatible databaseexpdoit the notion of
core The corep of an ATCQy is a CQ); therefore, to obtain always the same group(s), ficesf
to group overp’s certain answers. More precisely, we propose to adoptaht@ifing semantics:
given an ATCQp with aggregation functioagg and a knowledge base/OBDA®, D), we

1. return the certain answers of its cqgre
2. return the groups these certain answers give rise to and
3. return the value ohgg over each group.

This intuition is captured by the following formal definitio

Definition 5.1.7 (Certain groups and certain answerkgt o be an ATCQ of grouping variable
and aggregation variable and(O, D) a knowledge base. Tteertain groupof tuplec is the bag

H:={o(y) | c=o(x),0 € Saf(@)]}- (Cgroup)

and the set ohggregate certain answerf ¢ over (O, D) is the set

Certa(‘ﬁ7 O,'D) = {(U(w)7agg(Ha(J:))) ‘ o c Sag(@)} (Acert)

Example 5.1.8. Consider again the ATCQ, (query (5.3)). The certain answers semantics for
aggregate queries propagates the da@.ithrough the constraints @. In particular, it propa-
gates the tuples in thHakesCourseelation or table to thattendsrelation. Its corep, (query (5.4))
gives rise to three satisfying groundings owéx, D;), namely:o := {z — ltaly, y — Luca z —
TOC}, o/ := {x — ltaly,y — Luca z — ADS} ando” := {z — UK,y — Jamesz — ADS}.
This gives rise to the certain groupfiay = {Luca Luca} and Hyk = {|Jame§. Sincecntd
collapses multiplicities, askings to (O, D;) thus results in

cert,(¢s, Os, Ds) = {(ltaly, 1), (UK, 1)}.
Asking instead theount ATCQ

¢ == {(z, count(y)) | 3z(Studenty) A attendsy, z) A Coursez)A

A comesFrorfy, z) A Country(x))} (5.5)

will yield
certy (¢}, Os, Ds) = {(Italy,2), (UK, 1)},

i.e., Luca is counted twice, becauseunt is sensitive to multiplicities. In SQL we would have

written
SELECT cf.CoName,COUNT/(cf.SName)

FROM comesFrom cf, attends at
WHERE cf.SName=at.SName)
GROUP BY cf.CoName

(5.6)

in place of query (5.2). )

Remark 5.1.9. By definition TCQs are special cases of ATCQs. ThereforeT{0s the notion
of aggregate (certain) answers coincides with the notigjeertain) answer: ifp is a TCQ, then,
for all ontologies® and databaseB,

cert,(p, 0, D) = cert(p,0,D) and ans,(p,D) =andy,D)
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that is, our semantics is a generalization of the standaabdae and OBDAS semantics to aggre-
gates; moreover,

certy(p, 0,D) = [ {angp,D') | D € D' andZ(D') = O},

as expected.

Note also that aggregate certain answers semantics cabealgaplied to aggregate conjunc-
tive queries, viz. queries of the forf{z, agg(y)) | v}, wherey is a UCQ, over OBDASs and
knowledge bases [CNKTO08]. |

Remark 5.1.10. Considering the corg of an ATCQ, has the effect of “closing” the knowledge
required for answering over a knowledge bag&, D). Whenever a certain answer fgrexists,
the variables ofp will be instantiated by constants in the active domadon(D) of (O, D).
This follows from the domain independence property of UC&=([AHV95], Chapter 5). In
addition, deleting the quantifiers preseradighe multiplicities insofar as the same variable(s) can
be instantiated possibly many times to the same constany(ppssibly many pairwise distinct
assignments. [

Finally, we define the associated knowledge base (and datplqaery answering problem,
which, by a slight abuse of notation, we denote als 4 (resp., Q.):

Definition 5.1.11. The knowledge base query answerifiBQA) problem (resp. thelatabase
query answering problerfQA)) for for ATCQs are is the decision problem:

— Input: atuple(c,n), an ATCQg and a knowledge bag®, D) (resp. a database).
— Question: does(c, n) € cert,(p, O, D) (resp.ans,(y, D))?

As before, we are interested in the data complexity BfJ4.

5.2 ATCQ-English

In this section we express ATCQs with the controlled languA§CQ-English, by ascribinbag
typesto controlled language constituents. To stress our use gityeed expressions, we make
the typing of ATCQ-English constituents explicit. The défon of 7(-) generalizes the formal
semantic analysis of Clifford in [Cli88] and Winter in [MHWIB] and of Karttunen in [Kar77]
for English questions and database questions. As was tlefead CQs, we will consider a
slightly more expressive counterpart of ATCQs, vigaph-shaped aggregate queries

Definition 5.2.1 (AGCQs) A graph-shaped conjunctive aggregate quergn aggregate query

¢ = {(v,agg(y)) | ¥} (AGCQ)

of body
Y= (z) Ar(z,y) Aa(y)
whereyp; (x) andps(y) are GCQs and(x, y) an atom.

AGCQs contain ATCQs, GCQs and TCQs, but as their bodies af@dJthe aggregate certain
answers (and database) semantics defined in the previdiens&til applies. We would like our
controlled language to express queries like, e.g.,

{max(n) | 3x(Coursdz) A hasCredit$z,n))} (5.7)
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with controlled language Wh-question like

Which is the average credit worth of courses? (5.8)
Or queries computing an average

{avg(n) | 3z(Coursdz) A hasCreditéz,n))} (5.9)

with the question
Which is the average height of courses? (5.10)

in addition to GCQs.

Since Kartunnen in [Kar77], it is customary to assocHt@ meaning representations of type
e—t to questions and to assume that they denote the set of tsgieas This assumption basically
coincides with the database and certain answers sematld€@s and their fragments, e.g.,
GCQs, which arsets{cy, ..., ¢, } of constants. Such was the strategy we followed when defining
GCQ-English in Chapter 4.

To generalize this correspondence to AGCQs (and ATCQs) temdnto associate meaning
representations of type—(Q—t), viz., e x Q—t, to controlled English questions. This is because
the (database or certain answers) semantics of an aggopgateis a sef(ci,n1),. .., (cx,nk)}
of ordered pairsof constants and rational numbers. However, as numbers . , ny, are the result
of applying an aggregation function tdag abag-valuedsemantics for English constituents has
to be adopted, wherein English words denote bags (the dontmds) and operations over such
bags (the function words).

This makes sense, because a bag-valued semantics can lzs seganeralization of theet-
valuedBoolean semantics of English. Indeed, bag-valuety relations are expressed with typed
lambda calculus expressions of typex - - - x T,,—N, whereN stands (by notation abuse) for the
type of non-negative integers, rather than by expressibfis » - - - x T,,—t, as would be the case
for set-valuedn-ary relations. Notice, however, that such bags arise waed from) answering
questions or queries: the data itself does not contain dathaies.

Therefore, in order to deal with aggregate questions andesuim controlled English, some
criteria must be met:

1. we have to considerrmany-sortedextension ofH0o where expressions are built using the set
of basic typede, t,N, Q},

2. such expressions will be interpreted over standdador Fo models with possiblynumber
domains

3. we need to understand how (controlled) English can egprags and aggregations, and

4. we need to expresmthaggregate and non-aggregate GCQs.

5.2.1 Expressing Aggregate and Non-Aggregate Queries

Extending Ho. Expressions are built using the det ¢, N, Q} of basic types. Notice that this
implies that logic constants in particular and expressigngeneral are either polymorphic or
overloaded (i.e., interpreted differently according teitlyping context).

Conjunction and existential quantification receive now g-alued interpretation: the deno-
tation of an expressiop A ¥:N, w.r.t. a frameZ and an assignmentwill now be

(e AT = -y,

3In the relational model (and real-world databases), on W8DASs are based, database relations contain no
repeated tuples.
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and of an expressiofiz©p:N,

(Fc0)y =Y {¢leq | d € D1},

whereas & 0 interpretatioriZ is now said tesatisfyan expression of typeN w.r.t. an assignment
7, in symbolsZ, v = ¢, whenevers > 1.

Attributes.  Aggregation functions are in most cases defined over bagatiohal numbers. In
ontologies and OBDASS, such numerical values arise fatinbutes(and, by extension, attribute
domains), conveyed by special “attribute” roles likasHeightor hasAge[CdL*05b]. When
combined with a concept instanegthey associate a (possibly unique) rational numbeo c.
Attributes can be expressed in controlled English \aithibute constituents like

Att — credit worth of 7(Att) := AP*~N \y@.32¢(hasCredit$z, y) A P(x)),

that when combined with a bag-typed nomitNabf typee — N, give rise to a nominaN of type
Q — N that denotes hag of rational numbetrsAttributes are dealt with also by means of content
lexicon entries.

Grouping PPs. Another important feature of ATCQs and AGCQs is grouping,niigans of
which a quantity obtained from the bag or group of (numeyiattributes of a tuple by applying
an aggregation function can be associated to such tupleirigrammar we have chosen to convey
grouping (i.e.,SQL GROUP Bdlauses) by introducing (again in the content lexicgrguping
prepositional attachmenigroupingPPs) of the form

PP — per country 7(PP) := AP*7N.\y.(P(y) A Country(z) A comesFrony, z))

which again combine with bag-typed nomin®sto give rise to a bag-typed nominil.

Notice that they contain free variablez, which will be only abstracted at the root constituent
of controlled English questions (and not at any of its dotgdaconstituents), in order to bind
together groups and group identifiers (i.e., values of grayupariables).

Aggregate Determiners. Next, we need to define a finite family of distinguished Enytiggre-
gate determinershat express aggregation functions over bags of ratiomabeus or individuals.
Such aggregate determiners, when combined with a bag-typméhal N, give rise to a meaning
representation (and a controlled English constituentyé €.

Definition 5.2.2 (Aggregate Determiners)lo express SQL aggregation functions we aggre-
gate determiner®et of global type(e—N)—Q or (Q—N)—Q:

Det — the greatest 7(Det) := APY7N max(P)
Det — the smallest 7(Det) := APY~N min(P)
Det — the total 7(Det) := AP sum(P)
Det — the number of  7(Det) := AP**N.count(P)
Det — the average 7(Det) := APYN avg(P)

Such family can be extended to cover multiplicity insemsitaggregation functions by adding
the qualifier “distinct” to the determiner, e.g., “the humiwd distinct” maps to the expression
APe~N cntd(P) of global type(e—N)—Q.
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Non-aggregate GCQs. To express GCQs (and TCQs), or, more, precisely, to capteie get-
based (database and certain answers) semantics we rely oartfer{(-) function and on a func-
tion ¢(-) that “collapses” non-negative integers into Booleans, tand them into the denotation
of the following “overloaded” constan, by putting, for all interpretationg and assignments,

I ._ 5(901)7 if (P:@—)N,
(Clo))y = {g(ap%), if o:N.

Such multiplicity-collapsing (and type-casting) operatwiill be applied when parsing and
translating a Y/N- or Wh-question expressing a Boolean ar-Boolean GCQ. It will collapse
together repeated occurrences of the same tuple, thusdmanisg Y/N-question meaning repre-
sentations of typ& into expressions of typeand Wh-question meaning representations of type
e—N into expressions of type—t.

Bag-Preserving Structural Equivalence. As before, our controlled language will not translate
directly into AGCQs and ATCQs, but into (extenddd)d expressions structurally equivalent to
such queries. To this end, we need to extend the notion aftstal equivalence introduced in the
previous chapter. Two formulas or expressignandq are said to bésomorphicwhen they are
identical up to the renaming of their variables.

Definition 5.2.3 (Structural Equivalence)An (extendedHo) expressiony := Az¢\n@n ~
agg(\y°.x(z,y)):e—(Q—t) is said to bestructurally equivalento an ATCQ or AGCQyp :=
{(z,agg(y)) | X'(z,y)}, in symbolsy = ¢, whenevery’(z,y) is isomosphic toy(z,y). Sim-
ilarly, if ¢ := C(A\z°.x(x)), ¢ := {z | X'(z)} andx(x) is isomosphic to'(x), ¢ =4 ¢. More
in general, for each expressign:= \z¢.x(z):e—T and eactlFo formulavy := x/(z), ¢ =5 ¥
whenevery(z) is isomorphic toy’(z).

The notion of isomorphism is stronger than the notion ofdabiequivalence on which the
standard previous notion of structural equivalence @&eg),relies. Equivalence, while preserving
answers, does not preserve their multiplicities.

Isomorphism does preserve multiplicities, provided thatreason over UCQs as shown by
Chaudhuri and Vardi in [CV93], or, more in general, over fatas built usingd, A andV. Itis
also a sufficient, but not necessary, condition of logicalieaence. The following proposition
follows immediately from this observation.

Proposition 5.2.4. Let ¢ andt be twoFo or Ho formulas built usingd, A andV. Theny =g v
impliesyp =; v, but the converse does not hold.

Later on, in Theorem 5.2.12, we will see that structural esjence does, indeed, preserve the
aggregate database and certain answers semantics of AF0Q&CQs.

ATCQ-English. We are now ready to introduce the interrogative controlltglage ATCQ-
English. As for GCQ-English, we will disregard morphosygtsince modelling morphosyntactic
agreement by means of feature unification is straightfawaWe make explicit, instead, co-
reference links, co-indexing denoting constituents, i thanner of GCQ-English. Note also
that, as discussed above, nominal (iM) constituents, which introduce, together witfiP-
coordination, recursion in the language, can be modifieddiition to adjectives and relative
clauses, by attributes and grouping attachments. SeegFigRr In Figure 5.3 the reader will see
a function and a content lexicon for the running example.

ATCQ-English does not express ATCQs or AGCQs directly, blies instead (modulex,) on
extendedd 0 meaning representations, of which, as we will see later €,@s and AGCQs turn
out to beF o syntactic sugar.
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(Phrase structure rules) (Semantic actions)
Qwh —)Intproi Ni ng? T(Qwh) :C()‘ Z°. (Intpro )( )) )\.YJ T(SQ )))
Qui— Intpro; N; 87 7(Quy) i= Az°.7(Intpro,) (r(N,)) ArL.7(S,,)
Qun, — Intpro; S,,7 T(Qup) := C(Az°.7(Intpro,) (Az°.7(S,,7)))
Qun — Intpro; S,,”? 7(Qup) := A2°.7(Intpro;) (AzL.7(S,,7))

QY/N — doeSNPi VPZ? T(QY/N) = C(T(NPZ)(T(VPZ)))
Q c

S, — NP, VP, 7(S,,) == 7(NP,,)(r(VP;))
N; — N; RelCZ T(NZ) :’T(Rel z)(T(Nz))
N, N, PP 7(N,)i= 7(PP)(r(N,)
Ni — Ad.] Ni T(Nz) :T(Ad )(T z))
N; — Att N; 7(N;) = 7(Att)(r(N;))
RelC; — Relp; S, 7(RelC;) :=7(Relp;)(Az°.7(Sy,))
RelC; — Relp; S, 7(RelC;) :=7(Relp,) (A\zL.7(S,,))
VP, — is Adj T( Py):=7(Ad )
VP, —is aN; T(VPZ) = 7(N; )
VP, — TVZ'7Z'+1 NPZ‘+1 T(VPZ) = T(TVZ z+1)( (NPZ+1))
VP, > 1V, r(VP;):=1(IV})
VP, — COP/L'7Z'+1 NPZ‘+1 T(TVZ) = T(COPZ Z+1)(T(NP¢+1))
NP; — Det N; 7(NP;) :=7(Det)(r(N;)
NP; — Pro; 7(NP;) :=7(Pro;)
NP; — Pn; 7(NP;) :=7(Pn;)
PP — PP; RelC; 7(PP):=(PP;)(r(RelC;))

Figure 5.2: ATCQ-English phrase structure ruleNs are of typee—N or Q—N. By A\z° we denote a
(possibly empty) sequenceé - - - A\y¢ of abstractions witlt C FV(Az2.7(S,,)). Polarity, tense, number,
gender, etc., features are for the sake of simplicity desmeed.
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Intpro, — which
Intpro; — which
Intpro;, — who
OOHVS.L..TH —is
Crd — and
Relp — that
Relp;, — who
Det — some
Pro; — t;
Pro; — something
Pro;,_» — him
Pro;_; — itself

N, — course
N, — student
Att — credit worth of

(Function lexicon)

7(Intpro,) := APR~* \z¢. P(x)
7(Intpro;) := AP N AP=N \2¢. P(x) A Q(z)
7(Intpro,) := AP N \2¢ . P(z)
7(COP; i11) == MA@ Am@n ~m
7(Crd) := APNAQ N \2¢.(P(z) A Q())
7(Relp) := AP 7N Az (P(z) A Q(z))
7(Relp;) := AP*?N\z¢. P(x)
7(Det) := AP?N QN Jz¢(P(2) A Q())
7(Pro;) := APQ7t. P(n)
7(Pro;) := APt 3y P(y)
7(Pro;_s) := AP*?N.P(x)
7(Pro;_1) := AP*7N.P(x)

(Content lexicon)

z¢.Courséz)
7(IN) := \z€.Studentx)

68

7(TViiq Ble=N=N Nze 3(\y°.attendgz, y))
7(PP) := AP*?N \y°.(P(y) A Country(z) A comesFrorty, z))
QN AP N)\ye.(P(y) A Country(z) A comesFrorty, z) A Q(2))

,H‘/\.ﬁinu — wﬁCQ<
PP — per country

):i=A
)i=A
7(Att) := An2.3y¢(hasCreditgy, n) A P(y))
)i =A
)= A
PP; — per country 7(PP;) := A

Figure 5.3: A sample lexicon for ATCQ-English. We omit aggregate deiaers. Note the presence gifoupingPPs and attributes. All words are bag-typed.
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Intpro;

Which P,
A
. | \
t; COP; i1 NP1

| —
Det

is

/QWh\S.
/ gl\
~

/

Nit1

the number of distinct ~ N;4+1 PP
Nit+1 RelC; 1 per country?
students  Relp; Sgit1
A
: | yd \
who VP,
A
’ I \
tit1 TVii1,it12 NP2

| /N

study Det Nit2

some course

Figure 5.4: Parsing in ATCQ-English.

Theorem 5.2.5. For every ATCQ-English questiap there exists an AGC@ s.t. 7(Q) =5 ¢.
Conversely, every AGCQis the image by (-) of some AGCQ-English questigh

Proof. (=) We need to show that for every Wh-questighin ATCQ-English there exists an
AGCQ ¢ s.t. 7(Q) =5 . Questiong are of three kinds(i) aggregate Wh-questiongi) non-
aggregate Wh-questions afid) (non-aggregate) Y/N-questions. To prove this result, wawsh
something more general, namely that

for eachIN and/orVP constituent of ATCQ-English, there exists )
aGCQyY(z) s.t. 7(N) =, ¢(z) andlorr (VP) =, ¢(x)

We prove () by mutual induction on grammar derivations rootecdMi®s and/orN's, taking
care that types, polarity and morphosyntactic featurasy.uror simplicity, we disregard indexes.
It is then easy to see that, for instance, “whichDet N per N”, where Det stands for an
aggregate determiner, maps to

Az€ An@n ~ agg( My (y) A (y)):e—(Q—t),
that “doesNP VP” maps to
CEy(x))t,

or that “whichN VP” maps to
C(Azf4(x)):e—t.

(<) We need to show that for each AGCgXhere exists a questio) in ATCQ-English s.t.
7(Q) 25 . To prove this, we show, by induction on GC@sx) rooted inz, that there exists
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either alN or a VP constituent in ATCQ-English s.tr(N) «g ¢(z) (resp. 7(VP) =4 ¢(z)):

— (Basis) ¢ (x) is the image of either “is aml” or “rs himself” or “rs him” or “rs ¢” or “rs
somebody” or s somebody whe’s him”, which are clearly &N constituent (with possibly
m < 0 subordinated clauses). The other case is analogous.

— (Inductive step) If ¥(x) = ¥'(x) A" (z), by IH ¢/(z) is the image of som& or VP
and similarly fory)” (x). Hence)(x) has as preimage eitheN‘RelC” (where, e.g.RelC
rewrites into théVP associated t@” (x)) or “VP andVP’". The argument is similar for the
remaining case.

Clearly then, the AGCQ

{(z,agg(y)) | ¥(z) Ar(z,y) Ay (y)},

or, more precisely, itss-equivalentHo meaning representation,

Ayeanln ~ agg(Az°Y(z) Ar(z,y) Ay (y)):e—(Q—t)

will have as preimage in ATCQ-English the question “whiciDiet N per N'?”, whereDet is
an aggregate determiner. On the other hgnd| (z)} will be the image of “what/twhdvP?”
and{3zy(x)} will be the image of “does anybodyP?” or “is anybodyVP?". O

Example 5.2.6.Consider again questidp;, (i.e., question (5.1)). This question belongs to ATCQ-
English. The grammar of ATCQ-English gives rise to the pa&ese from Figure 5.4. An aggregate
determiner is associated to the defirlN@ “the number of distinciN” while the grouping com-
plement(a PP attachment) “peiN” expresses grouping. We claim that the controlled question
(5.1) expresses the ATCQ, from Example 5.1.8 (i.e., query (5.3)).

The value ofr(-) on the whole question (i.e., the valuerdf) on the (root) componer®,,)
after A-application and abstraction afdnormalization is

A2 Am@m =~ entd(A\z¢.Studentz) A Jy©(attendgz, y))A

Coursdy) A comesFrortir, z) A Country(z)):e—(Q—t), (5.11)

and that, clearlys (Qs) =5 vs. Notice that in the topmost gapped subordinated sentetice, v
Sg,, two lambda abstractions are performéggd:on the variable: : e, coming all the way down
from the groupingPP, and(ii) on the variablek: Q, coming from the trace noun phrad&P, .
Similarly, question (5.8) expresses ATCQ (5.7). See Fi§use &

5.2.2 Adequateness

In this section we show that the structural equivalengeamong ATCQs and AGCQs and ATCQ-
English meaning representations does, indeed, presetbethm database and certain answers
semantics of aggregations, a condition we term “adequst&n&his result strengthens or general-
izes Theorem 5.2.5. This is no surprid®o is a fragment oHo, soHo and simply-typed lambda
calculus expressions give a more “basic” or fundamentalagan the semantics of queries. More-
over, Libkin et al. have shown in [HLNW99] that query langaagwith aggregations gre more
expressive thak'o.

Given a databasP we will denote byZ’(D) := (Dz/(p), -~ P)) theHo interpretation induced
by D, where:

— Dz/(py € Dom is aHo frame of basic domainsdom(D) andQ, and
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— Z'(P) maps(i) each constant € adom(D) to itself, (ii) each aggregation function symbol
agg to an aggregation functioagg” (P), and(iii) each relation symba$ of arity n (hence,
in particular, concept namesand role names) to a characteristic functiofZ (®) where, for
each(ci,...,c,) € adom(D)", ST P (¢, ..., ¢,) = 1iff S(ci,...,¢,) € D.

Definition 5.2.7 (Adequateness)We say that an (extendddo) expression) := Az¢. Am@m ~
agg(A\y°.x/(z,y)):e—(Q—t) is adequatefor an ATCQy = {(z,agg(y)) | x(z,y)} w.rt. a
databasé, whenever, for all tuplesc, n) of constants(c,n) € ans,(¢, D) iff for some assign-
menty,Z'(D), v | m ~ agg(\y°.x'(z,y)):t., whereZ' (D) is the Ho interpretation induced by
databasé.

Lemma 5.2.8. Let p be an ATCQP a database angy an expression such that =, ¢. Theny
is adequate for) w.r.t. D.

Proof. Let ¢, v andD be as in the statement of the Lemma. Letn) be a tuple of individual
and numerical constants. We need to prove that

(c,n) € ans,(p, D) iff forsome~,Z'(D),y = m ~ agg(\y°. X (z,y)):t. @)

(=) If (c,n) € ans,(¢,D), then, there existy st. v(z) = ¢, n = agg(G, (), and
Z(D),y" &= x(z,y), for all v s.t. v"(z) = ~(x). LetZ'(D) be theHo counterpart ofZ (D).
Definey’ overZ'(D) from ~ by puttingy/(x) := v(x) and’(m) := n. Now, recall thatp = 1.
Multiplicities are preserved modulo this condition %yandZ’(D), since, indeed

7' (m) = agg(G(y))
—agg(ﬂv”(y)! "(z) =(2), I(D),7" = x(z,y)})
=agg” P ({1 (y) | " (@ 7) =7 (@), T(D) 1" =X @ )ith)
= agg” @ (g .x(z,y)e—N)L ),

and, as aresulf/ (D), = m =~ agg(\y°.x(z,y)):t as desired.

(<) LetZ'(D), = m ~ agg(\y°.x(x,y)) be as in the statement of the claim. IZ€D) be
the Fo counterpart of’(D). Define an assignmente Saty (@) by exploitingy/, viz., by putting
~(z) := +/(x). Such assignment preserves multiplicities and groupsesimodulop = 1),

n= agg ) (A x(@,y):e—-N)L )
=aggl P ({+"(y) | v"(z) =+ (2),T' (D), 7" | X' (z,y):t]})
—agg(ﬂv () | 7"(z) =~(2), Z(D), 7" & x(z,y)[})
= agg(Gy ()
and(c,n) € ans,(¢, D) as desired. O

As we observed in Remark 5.1.10, the domain-independentkC&fs implies that the vari-
ables of ATCQs and AGCQs will be instantiated to points in dloive domain of knowledge
bases. Clearly, we must be sure that the structural equin@le, relation preserves domain-
independence, in addition to multiplicities.

Domain-independence can be formally defined through thiemaf relativization. Given a
setD C Dom we define theelativizationto D of an expression: by structural recursion on
lambda-expressions as follows

rel(c, D) :==c

rel(z, D) := Tp(z)
rel(u(u’), D) :=rel(u, D)(rel(v', D))
rel(A\z” .u, D) := AzT rel(u, D)
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whereT p(+) is the function or constant s.t., for alle Dom and all interpretationg,

d, ifde D
A . ) )
Told) = {0, otherwise.

We say that an expressianis domain-independentff, for all interpretationsZ = (Dz, ),
all setsDz € D C Dom and all substitutions : FV(u) — Dom, uo’ = rel(u, D)*o. Clearly,
structural equivalece preserves this property (and hepkéea to ATCQ-English semantic repre-
sentations).

Proposition 5.2.9. If ¢ is an extended 0 expression ang an ATCQ or an AGCQ s.tp =, 1,
theny is domain-independent.

Modulo domain-independence, we can now show that structgpaivalence preserves not
only aggregate database answers, but also aggregaten @ersavers.

Definition 5.2.10(Adequateness)\We say that an (extendddlo) expression) := Az Am@m ~
agg(\y°.x/(z,y)):e—(Q—t) is adequatefor an ATCQyp = {(x,agg(y)) | x(z,y)} w.rt. a
knowledge baséO, D), whenever, for all tuplegc, n) of constants(c,n) € cert, (¢, O, D) iff
OUD E ¢(c)(n):it.

Lemma 5.2.11. Let ¢ be an ATCQ(O, D) a knowledge base and an expression such that
;s ¢. Themp is adequate forp w.r.t. (O, D).

Proof. Letyp, ¢y and(O, D) be as in the statement of the Lemma. [«t) be a tuple of individual
and numerical constants. We need to prove that

(c,n) € certy(,0,D) iff OUD = y(c)(n):t. (1)

(=) Given an arbitraryD C D', let Z'(D’) be an arbitraryHo model of (O, D). Given an
arbitrary satisfying substitutios, it is easy to see using an argument analogous to those esabloy
for Lemma 5.2.8, that, modulp «; ¢, for every arbitrary assignment overZ’(D’) such that
v (x) := o(z), v'(m) = agg(Hy()), i.e., multiplicities are preserved. Hence, singewas
arbitrary,Z'(D’) |= 1(c)(n):t and a fortioriO U D |= 1(c)(n):t.

(<) We know that( O, D) |= ¢(c)(n):t. This means that for ald C D’ s.t. Z/(D’) = O and
I'(D') | (c)(n),

n” P = agg” ) (X (F' P y)ie - NP, 6

wherec” (P") ¢ adom(D). LetZ(D’) be an arbitraryFo model of (O, D) derived fromZ'(D’).
Let o be the substitution such thal(z) := ¢'(P"). Sincex(z,y) =5 x'(x,y) by hypothesis,
this together with {) implies that(i) o € Sa(¢), (i) H,y = (M\y°.xX'(0(x),y):e—N) and,
ultimately, (iii) (c,n) € cert,(p, O, D). O

From Lemmas 5.2.8 and 5.2.11 we immediately derive the “aateness” theorem.

Theorem 5.2.12.Let p be an ATCQ an ontology,D a database and) an (extendedd o)
expression such that —; . Theny is adequate forp w.r.t. bothD and (O, D).

Interestingly, this theorem substantiates the strateigwed in this chapter and, it can be
claimed, in [CNKTO08], when we defined the notion of certais\aars, viz., to aggregate on top
of the certain answers of a core. Furthermore, it genemliaeAGCQs and aggregate UCQs.
By considering AGCQs, it immediately follows that ACTQ-Hish does indeed capture exactly
AGCQs.



First Reading Second Reading

{count(z) | Jy(lovegz, y) A Iz hasChildy, z))} {count(z) | Jy(lovegz,y) A Iz hasChildz, z))}

5. Expressing Aggregate Queries

SELECT COUNT(lo.MName)

SELECT COUNT(lo.MName) FROM loves lo
FROM loves lo,hasChild hc WHERE EXISTS (SELECT*
WHERE lo.WName=hc.WName FROM hasChild hc

WHERE lo.WName=hc.WName)

Jy(lovegz, y) A 3z hasChildy, z)) Jy(lovegz, y) A 3z hasChildy, z))
SELECT lo.MName

SELECT lo.MName FROM loves lo

FROM loves lo,hasChild hc WHERE EXISTS (SELECT*

WHERE lo.WName=hc.WName FROM hasChild hc

WHERE lo.WName=hc.WName)

Table 5.2: The ambiguity of query (5.12) affects groups, but is harsifes query (5.13).
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5.3 Bags, Nested Queries and Ambiguity

Although ATCQ-English is a controlled language where eagbstjon is compositionally mapped
by 7(-) to aunique(up to structural equivalence) ATCQ or AGCQ, some residuabiguity might
still arise from the formal queries themselves. ATCQs aralastract, logic-based notation for
SQL queries wheré€) existential quantifiers an(i) conjunctions in positive conjunctive bodies
model eachwo different SQL constructs (see [EN04], Chapter 8):

— existential quantifiers stand both for S@ksted existential conditiorend table projection
(ther operator of relational algebra);

— conjunction stands both for boolean conjunction and tahtaral join (thex operator of rela-
tional algebra).

These different interpretations affect multiplicitiesgroups: SQLnestedexistential condi-
tions or queries evaluate to true as soon as a tuple veriges, tisregarding its multiplicity. As
such, they are often used instead of LHETINCT operator to collapse multiplicities in aggregate
queries. ButF'o-based notations cannot capture this subtlety.

Example 5.3.1.Consider Table 5.2. Theount ATCQ
{count(z) | Jy(lovegzx, y) A IzhasChildy, z))} (5.12)

that asks for the number of men who love women with daughtiérgives totwo SQL queries,
one of which (the second reading) contains a nested conditimjuery. The same holds for the
non-aggregate core TCQ

Jy(lovegx,y) A 3z hasChildy, z)) (5.13)

that asks for the men who love women with daughters and thies gilso rise to two SQL queries.
Consider now the following family databa®;, wheref stands for “family”,

hasChild
WName | CName
Laura Sara
Laura | Sandra

loves
MName | WName
John Laura

The nested SQL query counts joiosly once whereas the non-nested SQL coualloins,
thus affecting the multiplicity of John. Under the first reeg] we getG(y = {John Johrj}, and
hence as answge}, whereas under the second reading, we get instgad- {Johrj} and hence
as answef1}.

This problem does not arise with the readings of the TCQ, umxghe semantics of TCQs
(and, more in general, of UCQs)sst basedUnder both readings we get as answer the singleton
{John}, i.e., they areequivalent )

Notice that this ambiguity is directly linked to the bag seies of aggregate queries. It can
be prevented by ruling out the nested readings of ATCQs an@@& With this proviso, ATCQ-
English questions can be mapped not only to a unique ATCQ dZ@Ghbut also to ainiqueSQL

query.
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5.4 Comparisons,v, ~andV

In some question corpdtaquestions withcomparisons negationand universal quantification
also occur rather frequently. For instance, in a corpus estions issued to the U.S. National
Library of Medicine web interfaceone can observe that more than 40% contain negation(s)rand/o
disjunction(s) and that more than 15% contain universahtifieation(s).

In natural language, comparisons are expressed by corivearéioth majorative and diminu-
tive) and equative adjectives, to be interpreted over sartedly ordered domain. Disjunctions
are expressed by the coordinating particle “or”. Negatomxpressed by the negative particle
“not” (alone or in combination with an auxiliar verb such aoes”). Universal quantification is
expressed by many differelets such as “every”, “all”, “no” and “only”. Examples of Englis
guestions consistent with the student domain of our runakamnple which contain such lexical
entries are:

Which course is harder than (strictly harder than, as hgrdBS? (5.14)
Which student does not attend ADS? (5.15)
Which student attends only courses harder than ADS? (5.16)

Where by “harder than” we may mean (to follow, again, the migrexample) that a course
has more credits (credits provide a measure of a course'sammte and difficulty). Cleary, since
real users might use such questions, it makes sense to atftevhdding comparisons, negation
and universal quantification give rise to tractable or teeictable data complexity.

The strategy we propose is extending the syntax and semafti6TCQs and studying the
computational properties of the resoluting knowledge b@sery answering problem (i.e., of
KBQA).

In SQL, universal quantifiers, comparisons and negatioicéyly occur in theWHERENd
HAVINGclauses, viz., as (complex) Boolean selection conditionhvare used as “filters” over
joins of relations, that is, as conditions that filter awagnfirsuch joins those tuples that do not
satisfy the Boolean selection condition. As such, they asemtially set-valued and thus cannot
be per se subject to the bag typing and the bag semanticaauifior ATCQs and AGCQs. To
make explicit this implicit typing, we enrich on the one hahd syntax of queries and modify on
the other hand the notion of core, so that these new constiaahot give rise to multiplicities.

Definition 5.4.1(Extended aggregate tree shaped quefy) extendedATCQ is as a query of the
form

¢ = {(z,agg(y)) | Y1(z) Ar(z,y) Aa(y)}
where the tree-shaped quepy(z) (resp.y2(y)) is a conjunction

Y1(z) = 1p(x) Athrs(z)

of a bag conditioni; ;(x) and a (set-valuedyelection condition); s(x). The coreg of such
extended ATCQs is now defined as the underlying TCQ obtaiyedeketing all the quantifiers
thatdo not occurwithin its selection conditions); ;(x) andis s(y).

The notions of aggregate database answers and aggredaia eeswers are left unchanged:
by leaving the quantifiers in the selection conditions okspmultiple instantiations of variables
under differentF'o assignments are disregarded.

4This observations stem from joint work with E. Bonin, D. Cetta, R. Bernardi and D. Calvanese on answering
natural language questions over the@NTO OBDAS using wide coverage combinatorial grammar-baseibttal
parsersing in [BBC07].

Shttp://gateway.nim.nih.gov
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—-<-(A)TCQs

N

—-(A)TCQs

<

> (A)fCQs  Vv-(A)TCQs v-(A)TCQs

e /

Figure 5.6: Expressive power of the extensions of (A)TCQs.

By default, set conditions are TCQs, and hence built usimgtential quantification and con-
junction over unary and binary atoms, in which case no reptessivity is added to (A)TCQs.
By contrast, expressiveness increases iftlese TCQs under negation, disjunctions or universal
restrictions, or if we add comparisons, by stipulating that

if 4(z) is a selection condition, so sy (x) (—-(A)TCQs) ,

if 1»(x) andy(z)" are selection conditions, sodgz) V ¢'(z) (V-(A)TCQs),

if ¢(x) is a selection conditionfy(R(z,y) = ¥ (y)) (V-(A)TCQs), and

selection conditions can contain atom&y, for 0 € {<, >, <, >, ~} (>-(A)TCQSs).

Figure 5.6 shows the resulting lattice. Notice that unigkrsstriction can be defined in terms
of negation and existential quantification and tHdA) TCQs are contained in-(A)TCQs.

Extending the controlled interrogative language is a muardér issue, though. In languages
such as English it is unclear under which conditions the tianowords “or”, “only” and “not”
receive a bag-valued as opposed to a set-valued inteipretatr under which set-valued con-
stituents combine with bag-valued constituents. We wékdfiore not deal with this issue in this
thesis, but will proceed under the assumption that exprgssitended ATCQs in (controlled) En-
glish is possible. This assumption is reasonable becau#igg context of formal query languages
and computational semantics, set semantics is a speceabtasg semantics.

Notice that since/-TCQs,<-TCQs,—-TCQs,V-TCQs and-<-TCQs are restricted kinds of
first order queries, we will repeatedly involthe definition of certain answers for UCQs and first
order queries angli) Proposition 3.2.5 when deriving data complexity lower apgar bounds.
This is due to the fact that certain answers are baseB@rentailment and can be immediately
generalized (or extended) to arbitrdfp formulas (see [AHV95], Chapter 19).

5.5 Data Complexity

In this section we show that adding < and— to conditions make query answering hard. The
operator alone, however, does not [Cdl6]. We give complexity upper bounds for theost ex-
pressivdanguages and lower bounds for feast expressivianguages. We consider as “ontology
languages” the following controlled languages seen thuslfde-English, COP and COP+TV.
Note that “only” and “or” in questions (and queries) are e@gsible as soon as we add “not” to
ATCQ-English (and hence close ATCQ bodies under negatiorad)le 5.4 summarizes the main
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Algorithm 1 Deciding the aggregate certain answerswin-TCQs

1: procedure CERTsum(p, O, D, ¢, n)
2: @ < CORE(yp);

3 for o € Saf(¢) do

4: Ng(z) < 0;

5 for o’ € Saf(p) do

6: if o’(y) = o(y) then

7 Ng(z) < No(z) T O’(y);
8: if (c,n) = (0(x),ny(z)) then
9: return true;

10: end if

11: end if

12: end for

13: end for

14: return false;

15: end procedure

data complexity results shown in this section.

In what follows, we will derive complexity lower bounds by fiateng reductions from the
NPTime-complete satisfiability problem fd2+2 formulasstudied by Scharf in [Sch93] (whose
proof we repeatedly adapt).

Definition 5.5.1. The satisfiability problem fopropositional 2+2 formulag2+2-SaT) is the de-
cision problem defined by

— Input: a propositional formula in conjunctive normal forfn:= ¢, A --- A ¢, where each
conjuncty; == pj1 V pie V i1 V g IS a disjunction of two positive (non-negated) and two
negative (negated) propositional atoms.

— Question: does there exist a truth assignméf s.t. 6(y) = 1?

Interestingly, answering aggregate queries can be redocaaswering their cores. To check
whether a tuple€c,n) is a certain answer to a (possibly extended) ATEQ= {(z,agg(y)) |
1} over a knowledge basg), D), in general, we(i) check whether: is instantiated ta: by a
certain groundingr € Saf3(¢) and then(ii) loop over the (finitely many) certain groundings
o e Sag(gb) for y, updating at each step the valueagfg on the groupH,, until agg returns
n. Otherwise, our procedure will return a negative answee ddta complexity of answering
thus depends on computi@ag(@) and is bounded above by the data complexity of answering
its core. Updating the value chgg adds aO(adom(D)) space overhead on top of the certain
assignmentS§at3(¢) computation.

This procedure is spelled out fetuum-queries by Algorithm 1, where the imbricated for-
loops compute, essentially, the certain answers of the eize in the outer loop, the answers
that contribute to comouting group identifiers and, in theemnloops, the answers that give rise
to groups. Notice that when computing a sum, we add ratiomadbers. The resulting quantity
can therefore be any positive or negative fraction. By mgikiome minor modifications, the same
algorithm can be used fenax, min, count andavg-queries. Notice also that storing the current
valuen.,,) of the sum requires at mo€t(adonm(D)) space.
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5.5.1 V-(A)TCQs

Theorem 5.5.2. Answeringv-ATCQs over Lite-English and COP knowledge bases isSpace
in data complexity.

Proof. Lite-English expresses tti#_-Lite ontology languages (Theorems 4.1.4—-4.1.7). Moreover,
it contains COP (Theorem 4.1.15). On the other hand, we cucesanswering ax-ATCQ ¢ to
answering its cores. The corep is aVv-TCQ, hence a UCQ. The result then follows from the data
complexity of answering UCQs ov&rl-Lite knowledge bases (Theorem 3.3.5). O

Theorem 5.5.3. Answeringv-ATCQs over COP+TV knowledge bases i®ifime in data com-
plexity.

Proof. We reason as before, noting that later (see Chapter 7) inthbis we show (Theo-
rem 7.5.4) that answering UCQs over COP+TV knowledge basesHTime in data complex-
ity. O

5.5.2 —-andV-(A)TCQs

To obtain adata complexityeduction from 2+2-&t, we encode 2+2 formulag into databases
D,,. Thereafter, by consideringfxedontology O and afixed TCQ ¢, we show that the computa-
tion of the certain answers can be used as an algorithm tleaksHory’s satisfiability.

Theorem 5.5.4. Answeringv-TCQs over knowledge bas@8, D) whereO contains disjointness
assertions i<oNPTime-hard in data complexity. It is itoNPTimefor COP+TV, Lite-English,
COP andv-ATCQs.

Proof. (Hardness)By reduction from 2+2-&7. A disjointnessassertion is a description logic
assertion of the forn@’ C -’ (that states that concepfsandC’ have a disjoint denotation). Let
Y =11 A -+ A be a 2+2 formula over the propositional atoftsy) := {l1,..., 1, } with,
fori e [1, k],

Vi = pi1 Vpi2 Vg V onga.

Consider the role namgss;, pos,, neg, andneg,, the concept named,; and A;, and the
attribute role hasValueThe reduction proceeds as follows:

— Map+ to the databas®,:

{pos (c1,p11), POS(c1, p12), N€Y (€1, n11), NEG(C1, M12),

pos (Ck>pk;1)a po%(cka pk2)7 neg (Ckia nkl)a negZ(Ck> nk2)> At(true)}‘

— Consider the ontology
O = {Af E —|At}.

— Consider the (booleaw)}TCQ query
¢ = JaIy3y23ysIya(pos (z,y1) A Vzi(hasValugy,, z1) = Ar(z1)) A pos,(z, y2)A

Vzo(hasValugys, z0) = Af(22)) A neg (z,ys3) A Jzg(hasValugys, z3) A Ay(z3))A
neg(x, ys) A Izs(hasValugys, z4) A Ai(z4))).
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We claim that
() € cert(p, 0, Dy) iff 4 is satisfiable. 9

(<) If ¥ is satisfiable, then there exists a truth assignmemt(y)) — {0,1} s.t. §(¢p) = 1.
Construct an interpretation @,, that is a model oD as follows. Consider a databaBe> D,;.
Clearly,Z(D) = D,,. Next, pick av € adomD,,) and put, forl € At(v)),

(1,v) € hasValué® andv € A7®) it 5(1) =1.

One can see thé&k(D) is as desired and that, for all variable assignments(D), v t~ ¢, i.e.,
that() ¢ cert(p, O, D).

(=) If the certain answers are empty, then there exists a ig&tonZ = (O, Dy), s.t.,
T = . Define now a truth assignmedit At(x)) — {0, 1} by putting, for alll € At(¢),

5(l)=1 iff forsomew, (p,v) € hasValué andv € AtI.

Clearly,d(y) = 1, i.e., v is satisfiable. Claimf{{ follows.

Intuitively, the soundness and the completeness of thectieshucome from the fact that we
can “simulate” boolean negation or complementation. lddé&e= Ay C —A; in combination
with the fact thatZ |~ ¢ induces a partitioning dbz, since, fori € [1, 4], it holds that

{c €Dz | Z,v[y; := ] [~ Vzi(hasValuéy;, z;) A Ai(y;))} =
Ds \ {C e Dy ’ I,’y[yi = C] }: Hzi(hasValuéyi, Zz) A ﬁAt(yi))}.

(Membership) We show that we we can (polynomially) reduce ®a for (A)TCQs and Lite-
English, COP+TV and COP knowledge basec@KBSAT for Fo?, i.e., to the unsatisfiability
problem forFo? knowledge bases. Let be anv-ATCQ and(O, D) be a Lite-English, COP or
COP+TV knowledge base.

As we discussed before, we can reduce answerioger knowledge basg), D) to answering
its coreg, which is anv-TCQ. Now, the meaning representations of Lite-English @DV and
COP are contained iffo?, whence(O, D) is aFo? knowledge base. On the other hand, the
V-TCQ ¢ is a formula fromFo2. SinceFo? is closed under negation, this means thatis a
also aFo? formula. Notice that all these transformations are inddpehfrom the data and do
not affect data complexity. Moreover,

(O,D) =¢ iff (OU{-¢},D)Iisunsatisfiable. i |

where(O U {~$}, D) is aFo? knowledge base. This reduction is trivially sound and catepl
Since the data complexity of #SaT for C? and a fortiori forFo? (that it subsumes) is in
NPTime (see Chapter 3, Theorem 3.4.4), the result follows immeliat O

Theorem 5.5.5. Answering—-TCQs over knowledge bas@8, D) whereQ is an empty ontology
is coNPTime-hard in data complexity. It is ikoNPTime for Lite-English, COP+TV, COP and
—-ATCQs.

Proof. By reduction, again from 2+2+8. The proof is a variation of the previous one. We put
O := (), leaveD,, unchanged and consider the (boolear)CQ

Y = 3wy Iy yzIya(Pos (2, y1) A = As(y1) A POS (2, y2) A=A (y2)A
neg (7, ys) A Ai(ys) A neg(z,ya) A Ai(ya))

The intuition is that a propositional atohof a 2+2 formula is true under some truth assignment
§(-) iff 1 € AZ, for someZ = (0,D,), holds. The negation i induces again a partitioning
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of Dz into A7 andD7z \ A? and allows us to “simulate” full boolean negation, thus emguthe
soundness and the completeness of the reduction.

For the upper bound we reason as in the previous theorem, dgnobg that the core$ of
—-ATCQsp are also contained iF02, together with Lite-English, COP and COP+TV meaning
representations. O

553 ()<-(A)TCQs

Aggregation functions require data value domains. Morgeawal-world databases and hence,
OBDAS, contain concrete data (integers, floats, strings).efThe question is: how difficult is
(i.e., which is the data complexity of) query evaluation o@BDASs when we consider all the
possibleorderingsto which a domain of interest may be subject? Orderings ofaisncan be
partial, total, strict, dense, discrete, may or may havepeimts (a greatest or a least element).

Lemmab5.5.6.KBQA for <-TCQs and empty ontologi€3is coNPTime-hard in data complexity.

Proof. The proof is by reduction again from 2+2a8 Letvy := 41 A --- A ¢, be a 2+2 formula
over the propositional atonfst(¢)) := {l1, ..., } with, fori € [1, k],

Vi = pin V pia V1 V g,

Assume thafFfo framesDom are totally ordered by some relatichpom. The reduction
proceeds as follows:

— We map formula) to the knowledge bas@, D,,), whereadom(D,;) is totally ordered by
<Dom:

{pos (c1,p11),P0OS,(c1,p12), N€Y (c1, n11), N€G (€1, n12),

posl(ck’pkl)a pOSZ(Ckaka)’ neg (Ckia nkl)a neQZ(Ck, nkQ)’ Z(d)}a
— We consider the (boolear)-TCQ

¢ 1= JxIy1Fy2TFy3Fya(pos, (z,y1) A Jz1(y1 < 21 A Z(21)) A POS,(x, y2) A Fza(y2 < 29N
Z(z2)) Aneg (z,y3) A Jz3(ys > 23 A Z(23)) ANegy(x,ys) A 324(ys > 24 N Z(24))).

Computing(O, D) andy is polynomial on the number of propositional atoms/gfvhich is
< 4k. Furthermore, the only input of the of the reduction thatatejs ony is D,,. Therefore, we
are reasoning on the data complexity c#®a. We now claim that

1 is unsatisfiable iff (0,Dy) = ¢. ©)

(=) Suppose thatl), D) = ¢. We want to show that) is satisfiable. We know that
(0,Dy,) B~ ¢ iff there exists an interpretatioh € Mod(Dy,) s.t. Z = . Now, sinceZ = Dy,
this means thal makes true all the atoms @#,, pos, (c1,p11), neg (ci,n11), etc. On the other
hand,Z }~ ¢, implies that, for all assignments: {z,vy1,...,y4, 21,-..,24} — Dz, whenever
v(z) = ¢, fori € [1,k], either(i) v(y1) >Dom d and~y(y1) = pi1, or (i) v(y2) >Dom d and
(Y1) = pi2, or (i) ¥(y3) <pom d andy(y1) = ni1, or (i) ¥(y4) <pom d andy(y1) = nso.

That is, every satisfying assignmenbver every modef of (), D,,) “sets” the non-negated
atoms of conjunct); to 1 and the negated atoms o On the basis of this, we define a truth
assignment : At(y)) — {0, 1} by putting, forl € At(v),

1, if~(l om d,
0, otherwise.
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Ordering |  (=)<-(A)TCQs
TO (TOLG,TOL,TOG) coNPTime-complete
TPO (TPOLG, TPOL,TPOG) coNPTimecomplete

Table 5.3: Data complexity of QA for (—)<-(A)TCQs,V*-ontologies and total universal orderings.

Clearly, for alli € [1, k], it holds that)(p;; V pi2 V —n41 V —ng2) = 1, and hence thak(y) = 1.

(<) Assume thaty is satisfiable. We build a databagesuch thatZ(D) = (0,D,) but
Z(D) = . If 9 is satisfiable this means that there exists a truth assignéeht(y) — {0,1}
such that, for al € [1,k], 6(¢s) = 1. DatabaseD can be therefore defined as the database
D D Dy, where, for alli € [1, k] andj € {1,2},

pos;(ci, pij) € D whend(p;;) =1,

pos;(ci, nij) € D whend(ng;) = 1,

pij < d € Dwhend(p;;) =1and
Z(d) e D,

whenceZ (D) = (0, Dy), butZ(D) |~ .
Notice that the ordering induces a partitioning of the donaaid is used to “simulate” boolean
negation or complementation. O

To derive acoNPTime data complexity upper bound we consider different kindsa¥fsible
orderings of the domain of interest and ontologies for whadinite class of Herbrand models
can be constructed. In particular, we will show that a notemeinistic polynomial time query
answering algorithm exists for all the resulting combioasi, with the exception dense orderings.
We exploit the fact that the active domaadon(D) of a knowledge base or OBDA&), D) is
ordered provided that the modélse Mod(O U D) satisfy the differentfo axiomatisations of
orderings.

Definition 5.5.7. Let T = (D, -Z) be a aFo interpretation. A relatiort? C D7 x Dz overZ’s
domain is said to

be astrict partial ordering(O) or, simply, arordering whenZ is a model of

Vx-S (x,x) (irreflexivity )
VaVyVz(S(x,y) A S(y, z) = S(x, z)) (transitivity )

betotal (T), whenZ is a model of

Vavy(S(z,y) vV S(y,z) V x = y) (tricotomy)

have deast elemenfL) whenZ is a model of

J2VyS(z,y)

have agreatest elemer(tG) whenZ is a model of

J2VyS(y, z)
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— be apartial ordering (PO) whenZ is a model of

VaS(z, z) (reflexivity)
VaVy(S(z,y) A S(y,z) = = = y) (antisymmetry)
VaVyVz(S(z,y) A S(y, z) = S(x, z)) (transitivity )

These axioms can be combined together irtttal orderings(TO), total dense orderings
(TODen),orderings with endpoint@OLG), etc.

A Fo universalor V*-formula is a formula in prenex normal normal fogn= V1 - - - V1),
wherevz, - - - Va,, is a sequence of > 0 universal quantifier prefixes antlis quantifier-free.

The following orderings are callaghiversal orderingdecause their axioms av&-formulas:
O, T, PO, TPO and TO. If we Skolemize such axiomatisationsessal orderings can be ex-
tended to all the possible combinations of L and G with O, T, PBO and TO. Notice that dense
orderings, are not universal in this sense, since chaiaeteby thev*3*-sentence (or axiom)
Vavy(S(z,y) = F2(S(z,y) A S(z,9)))-

A V*-ontologyO is a set ofDL-Lite inclusion assertiongt C A’, 3R C A, A C —A’ and
JR C —A, all of which yield, when translated inBo, (function-free)v*-formulas (sentences, to
be more precise). Notice that COP is included in this fragméDL-Liteq.

Lemma 5.5.8. KBQA for —<-ATCQs, universal ontologie® and total universal orderings is in
coNPTimew.r.t. data complexity.

Proof. Letp be a fixed-<-ATCQ, (O, D) a knowledge base whe¢is ¥*-ontology, and assume
that both the active domaidon(D) of the databas® and the domair); of every modelZ of
(O, D) are ordered by TO (TOLG,TOL,TOG) or TPO (TPOLG,TPOL,TPOG)nsider now a
sequence of constants. The equivalence

¢ ce(¢p,0,D) iff c¢(\{angp, D) | D C D andZ(D') = O} )

holds whenevet ¢ angp, D’) for someD’ s.t. Z(D') = (O, D). It thus suffices to show that we
can guess such a database and check whetdemg , D’) in time polynomial in#(adomD)).

As O contains only universal sentences, the clssl(O U D) of models of(O, D) coincides
with the classMod;, (O U D) of its Herbrand models. In particuldvlod;, (O U D) constitutes a
finite lattice of finite (Herbrand) models ordered by the stdnipretation ordering (see [Lal97],
Proposition IV-5). Furthermore, for eaéh € Mod, (O U D), Dy, C adomD).

Construct the databag®’ as follows. Guess & € Mod, (O U D). We can gues$( in time
polynomial in#(adomD)). DatabaseD’ will then be the database s# = Z(D’) and can be
computed fron# in time polynomial in#(adomD)).

Finally, to check whethet ¢ angp,D’), check whether there exists an assignmerstt.
H,~v £ o, andvy(z) = ¢ Sincey is a Fo formula this can be done in time polynomial in
#(adomD)) (see [AHV95], Theorem 17.1.1). Table 5.3 summarizes thesalts. O

Theorem 5.5.9.KBQA is

1. coNPTime-complete in data complexity fat-(A)TCQs, universal COP ontologies and uni-
versal orderings.

2. coNPTime-hard in data complexity foK-(A)TCQs, Lite-English and COP+TV ontologies
and total orderings.
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|V-(A)TCQs|<-(A)TCQs [V-(A)TCQs |--(A)TCQs
Lite-English||in LSpace |coNPTime-hard coNPTime-completecoNPTime-complete
COP in LSpace |coNPTime-completecoNPTime-completecoNPTime-complete

v*-ontologieg in LSpace |coNPTimecompletecoNPTime-completecoNPTime-complete
COP+TV \in PTime |coNPTimehard coNPTime-completecoNPTime-complete

Table 5.4: Data complexity of aggregations w.nt, v, — and comparisons. We assume orderings té)be
total and(ii) universal.

Proof. The first claim’s upper bounds follow from Lemma 5.5.6. Thstfalaim’s lower bounds
follow from Lemma 5.5.8. This is because one can transfornskmtemization COP meaning
representations into function-fr&& sentences. Such transformation, which can be computed in
time at most polynomial in the data, preserves (aggregaain answers. The second claim
follows from Lemma 5.5.6. O

5.6 Summary

We have proposed a class of aggregate queries, viz., tegedhaggregate queries (ATCQs),
equipped with a certain answers semantics. ATCQs can bédeved a subclass of the so-called
epistemic aggregate queries defined in [CNKTO08]. ATCQs ipmaFo formal notation for a
significant number of SQL aggregate queries, and are buitbprof GCQs and TCQs. Aggre-
gate SQL queries al®ELECT-PROJECT-JOINqueries with aggregate functiomfSQUNTAVG
SUMetc.), nested sub-queries, ZBROUP B¥ndHAVINGclauses.

We have shown how to express ATCQs in controlled English bgma®f the controlled lan-
guage ATCQ-English, the extension of GCQ-English to agafiegs. We analyz&ROUP BY
clauses as modifiers of the question’s subject (i.e., itgestubl constituent). By using higher or-
dering logic o) and, hence, (bag) typed, intermediate semantic repassm®, we ensure that
the translatiorr(-) is compositional. To express, in particular, SQL aggrefatetions, which are
defined over bags of values (i.e., groups), we propose a@lasgregate generalized determiners.

We also show that thHO meaning representations obtained are sound and comptdteive
certain answers of the targeted ATCQs providing a furthstifjaation of(i) our particular notion
of certain answers and ¢fi) considering some kind of SQL query as the intended meaning of
a question with sums, counts, superlatives and/or conipasat We pinpoint some (possible)
residual ambiguities that arise from the bag-set semaatite ATCQs (and not of our controlled
language questions which map into an unique ATCQ, up totstraicequivalence).

We have also considered other ways of extending ATCQ- and -G6glish by considering
comparisons/comparatives, full negation and universafiotions in queries. This done, we show
(see Tables 5.3 and 5.4) that, whereas answering queriesggregations can be (polynomially)
reduced to answering those same queries without, and tleagfore, aggregate operations do
not significantly increase data complexity, negationsyensial restrictions and comparisons, yield
intractability (by reduction from theoNPTime-complete 2+2-&T problem):

— KBQA for ATCQs with disjunctions and either COP or Lite-Englight@ogies is inLSpace
w.r.t. data complexity.

— KBQA for ATCQs with comparisons, negations and universal r&stris and disjointness as-
sertions (expressible by COP, COP+TV and Lite-EnglisttpidPTime-hard w.r.t. data com-

plexity.



Chapter 6

DL-English and the {IS-A;},c0.7 Family

Recently [BKGKO05, MHWBO06, Sch08, SLH03, SK®8, ST06], controlled language interfaces
to ontology-based data access systems (OBDASS) centersttiyramound the W3C standard on-
tology language OWL(Web Ontology Language) [FK06, KF07] have been proposeey Have
given rise to a number of applications and implementati&&3K05, MHWBO06], among which
ACE-OWL [FK06, KF07], which maps to OWL-DL and fragments b{such as OWL-Lite). The
formal underpinning of OWL-DL is provided by descriptiorgios [BCN*03, HPSv03], in par-
ticular, OWL Lite corresponds to the description logig{ZF (Actually SHZF (D), but we do
not consider datatypes).

The data complexity of query answeringd#{ZF, and thus in OWL Lite and ACE-OWL Lite
(the fragment of ACE that maps to OWL Lite) is known to b@NPTime-complete: SHZF
is subsumed by the description logitLCH QZ for which these computational properties hold
(recall Theorem 3.3.5 from Chapter 4). Hence, controllegjleages like ACE-OWL do not scale
to data, although they contain fragments that do. This caatiomal behavior depends on the
language constructs they cover. It would be of interestefioee, for controlled language designers
working with OBDASSs to know which natural language condsu@nd in which combinations)
give rise to this computational properties.

In Chapter 5, we have shown how to express the description gLite and TCQs, for which
KBQA is in LSpace[CdLT06], with the controlled languages Lite-English and GCQyligh,
respectively. In this chapter we extend those results bgidering fragments of ACE-OWL that
are(i) maximalw.r.t. tractable data complexity (i.e., RTime) when combined with TCQs and/or
GCQ-English questions, and hence scale to data(iamdinimal w.r.t. intractable data complexity
(i.e.,coNPTimehard), and hence do not. The results of this chapter wileapm [TC10a].

6.1 Expressing the Description LogicALCZ with DL-English

Figure 6.2 introduces thet grammar of the controlled lagguaL-English. Following the usual
description logic conventions [BCND3], we associate (and map) the non-recursive word cate-
goriesN, Adj andIV to atomic concepts. CategolyV is associated to role names. Recursive
constituents, by contrast, are associated to arbitrargeqaia. For reasons of simplicity and space,
we disregard morphology and polarity issues. We also oreitifging the (open) class of content
words. Figure 6.1. Accordingly, examples of sentences irEDglish (we spell out the meaning

http:/iwww.w3.0rg/TR/owl-ref/
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= Man C JlovesWomant

\/

7(NP) = AQ°~*.Man C Q:(e—t)—

N

7(Det) = APt AQ° . P C Q:(e—t)—((e—t)—t) 7T(N)=Mane—t 7(TV) =

7(N) = Manie—t

Every man

7(VP) = JlovesWomane—t

N

lovese— (e—t) 7(NP) = ASe~ (et 35:Woman(e—t)—t

loves

e

7(Det) = AP°?t A\t 3S:Pi(e—t)—((e—t)—t) 7(N) = Womane—t

7(N) = Womane—t

some woman.

Figure 6.1: Parse tree for “Every man loves some woman.”.
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representations underneath) are:
No manwho runs some business that does not make some mohssguisls

Man 3run:(Business1 —(3ImakeMoney)) C —Shrewd (6.1)
Nobody eats only apples. 6.2)

YeatsAppleC L '

Everybody sleeps.

T C Sleep (6.3)
Every man loves some woman. (6.4)

Man Married C JhasWife )
Anybody who has some car drives some new car or old car. (6.5)

JhasCar C Jdrives((Car 1 New) U (Carm Old))

We recall that derivations in context-free grammars and¢cégin semantically enriched gram-
mars, are in one-to-one correspondance with parse tregsaasidg, viz, the construction of such
parse trees with the so-called history of the grammar déoivgsee [JM09], Chapter 13).

More precisely, parsing amounts to walking or searchingtfder breadth first) a tree-shaped
space oparse states := (w, 5,7, E), wherew stands for a controlled language syntactic con-
stituent, 3 for its meaning representation o expression),I" for its type andFE for its typing
context. Transition between states is based on unificatidntype-checking, and is fired by the
grammar rules. Meaning representations are computed diytleiring parsing. The states may
also encode morphosyntactic information.

Such walk through the parsing space can be represented bysroééunification grammar-
like) derivation treeswhose nodes are the parse statemd whose stand for transitions of two
kinds: (i) OR-transitions, which point to the different possible sgsor stated’ of §, and (ii)
AND-transitions, which point to those stat&sto which the grammar rules applicable fanay
give rise. A derivation is said to bmiccesfulf it results in a root statéw, 5, T, ) whereinw is a
“well-typed” DL-English constituent (of semantiesw) = 5:7)).

This notion of derivation tree and parse states will provefulsn showing why DL-English
does not overgenerate, insofar as the typing of constsgygnetvent this from happening.

Lemma 6.1.1. For all sentencesD in DL-English, there exists an assertienin ALCZ s.t.
T(D) =5 .

Proof. In order to prove this lemma we will prove something more gah@amely, that,

for eachVP or N constituent, there exists a concéptn ALCT )
s.t.7(VP) =, C (resp.7(VP) = O).

We prove ) by mutual induction in the length (for n > 1) of DL-English derivations rooted in
aVP or alN. We make use of unification to prune away undesired parsét{sab when walking
through the space of parsing states, whenever (semaniie3 gnd (morphosyntactic) features fail
to unify. See Figures 6.4 and 6.3 for examples.

— (n = 1). We consider in this case the derivations
VP = 1V = A, VP — is Adj — A,
N = isaN — isaA4,

which are in DL-English provided that we consider as partwfantent lexicon the produc-
tions
IV = A, 7(IV) := Ale—t, N — A, 7(N) := Ae—t,
Adj — A, 7(Adj) := Ae—t,
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(Phrase structure rules)

(Semantic Actions)

S—NPVP 7(S) :==7(NP)(7(VP))
NP — DetN 7(NP):=7(Det)(7(N))
NP — Pro 7(NP):=7(Pro)
NP — ProRelp VP 7(NP) :=7(Pro)(r(Relp)(r(VP)))
VP - TV NP 7(VP):=7(NP)(7(TV))
VP —isaN 7(VP):=7(Neg)(7(NP)(7(TV)))
VP —isTV by NP 7(VP):=7(NP)(7(TV))
VP —isNegAdj 7(VP):=7(Neg)(7(Adj))
VP — VP Crd VP 7(VP):=7(Crd)(r(VP))(7(VP))
VP —is Adj 7(VP) :=7(Adj)
VP -1V 7(VP):=1(IV)
VP —isNeg TV by NP 7(VP):=7(NP)(r(Neg)(r(TV)))
VP — doesNegIV 7(VP):=7(Neg)(7(IV))
VP —isNegaN 7(VP):=7(Neg)(7(N))
N — NRelp VP 7(N) :=7(N)(7(Relp)(7(VP)))
N—AdjN 7(N) :=7(Adj)(7(N))
N—-NCrdN 7(N) :=7(Crd)(7(N))(7(N))

(Function lexicon)

Pro — anybody 7(Pro

Pro — somebody 7 (P

Pro—nobody 7(P
(

):
):
):
Pro —nobody 7(Pro):
Crd — and 7(Crd):
Crd —or 7(Crd):
Relp — who 7(Relp) :=
Relp — who 7(Relp) :=
Neg — not 7(Neg):
Pro — only 7(Pro):
Pro — everybody 7(Pro) :
Pro—nobody 7(Pro):
Det — some 7(Det) :
Det — every 7(Det) :
Det —no 7(Det) :

= )\P e%t )\Qe%t P |: Q
= \S e—(e—t) 39

= )\P e%t )\Qe%t P |: _‘Q
=\S e—(e—t) =39

= \pe—t )\Qe—)t Pn Q
= )\P e%t )\Qe%t Pl Q

— \pe—t Aseﬁ(eﬁt) vS: P
= \P e—t T |: P

= )\P e%t P |: L

— \pe—t Aseﬁ(eﬁt) 39:P
= \P e—t )\Qe—)t P |: Q
= )\P e%t )\Qe%t P |: _‘Q

(Content Lexicon)

TV —loves 7(TV):
IV — sleeps7(IV
N — man T(N

=lovese—(e—t)
:=sleepse—t

Figure 6.2: DL-English.



Expressing the Description Logid LCZ with DL-English 89

whencer(TV) = 7(N) =; A, whereA is an atomic concept.
— (n = k£ + 1). By induction hypothesis, for every derivation of lengtkl % rooted inVP or
N, there exists a concefit s.t.

VP =‘wand7(VP)=,C or N ='wandr(N)=,C, (IH)

wherew stands for a component derived (in DL-English) frdfP (resp.N) in i < k steps.
We want to prove that the property holds foiP =—**! w andN =**+1 . We have
several cases to consider, namely as many as there areiveaquites forVP andN in DL-
English. In what follows, we will only look at some of themygh that the proof proceeds
analogously for the remaining cases.

e N — AdjN =F* ww'. By induction hypothesis, there exists a concéfts.t.
T(w') =5 C'. Now, Adj is aqualificative adjective and we know from DL-English
that in this caseAdj = A with meaning representation(Adj) := AD¢”'.(A T
D):(e—t)—(e—t). Thus,

T(Aw') =g AP7LANP(T(w))e—t
=i ADSOLAM P(C):e—t
> ANCe—t,

and A M C’ is the concept we were looking for. Notice that any other chdor Adj
in the same position (i.e., with meaning representatioAdj) := A:e—t) would have
resulted in a non-derivation, due o type constraints.

e N = NRelp TV =* w whow”. By induction hypothesis, there exists a cona€pt
s.t. 7(w) =5 C and a concept” s.t. 7(w”) =5 C”. On the other hand, we have that in
DL-English7(Relp) := APt AQ 7 .(P1Q):(e—t)—((e—t)—(e—t). Hence,

T(wwhow') =g APEAQL.PNQ(T(w))(T(w)): e—t
—in APCLAQET.PQ(C)(C"):e—st
> CnC"e—t,

and thereforer(VP) =, C' 1 C”, which is anALCZ concept.

e VP — TVNP — TVDetN —F* "1 wuw'w”. By induction hypothesis, there
exists a concept” s.t. 7(w”) =, C”. We know that in DL-EnglisHT'V = r, with
7(TV) =4 r. There are only two possibilities fdDet:

Det = only or Det — some

Let us focus, w.l.o.g. on the former. We know that in such d¢eBelds thatr(Det) :=
APt Ao (€21 (VS:P):(e—(e—t))—((e—t)—(e—t)). Therefore,

r(ronlyw”) =g AP TtASeTER) VS P(r(w"))(r)e—t
=in APt AS () VS P(C")(r):e—t
> VriC"e—t,

and, clearlys(VP) =, Vr:C”. Notice that any other choice f@et would prevent any
derivation of the whole constituent. For instance, whillet — every, constituent of
(partial) meaning representatioiDet) := APt \Q¢~!.P C Q:t, we cannot apply
AQeL.C" C Qie—ttor: e—(e—t), due to ourHo type system.
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e VP — isNeg aN = ww’. By induction hypothesis, there exists a conagps.t.
7(w'") =5 C’. Now, in DL-English we have tha — not with meaning representation
7(Neg) := AP.—~P:e—t. Therefore,

r(isnotaw’) =g AP*7'.-P(r(w')):e—t
—in AP AP(C)emst
> —Ce—t,

and thus-C" is the concept we were looking for.
o All the other cases are dealt with analogously.

We now turn to complete utterances, viz. to DL-English seces. There a few number of
different ways in which a sentende can be generated in our controlled language, namely:

— S = NP VP — Det N VP =* ww'w” (with § = ww'w"). We know thatr(v') =
C’ and thatr(w”) =; C”. Due to the typing constraints, the only possibilities Bt are:

Det —> every or Det = no,

with meaning representationDet) := AP 7' \Q°7L.P C Q:(e—t)—((e—t)—t) (resp.
7(Det) := APt AQ 7. P C —Q:(e—t)—((e—t)—t)). Hence,

r(everyw'w”) =g APTAQTLP C Q(r(w))(r(w”)): ¢
=i APTTAQTLP C Q(C)(C"): t
> C'CC:t.

— S = NP VP = ProRelp VP VP —=* wuw/'w"w" (with S = ww'w"w""). Observe
that the only two possible derivations rootedAro that yield a successful overall derivation
are

Pro — everybody or  Pro = nobody

with meaning representation, for the lattefS) := APt Q1. P C —Q:(e—t)—((e—t)—t)
(the former is similar). Similarly, the only partial derti@n for Relp is

Relp = who

with meaning representationRelp) := AP ! P:(e—t)—(e—t). By applying the same
argument as before, together with the definitionr6f) given by DL-English, it follows that
T(S)=C"CC":t.

— S = NP VP = Pro VP =" ww' (with S = ww’). The only two possibilities foPro
are the following:

Pro = nobody or Pro = anybody

with meaning representation, resp(Pro) := A\P¢7!.1 C P: (e—t)—t and7(Pro) :=
APt T C P: (e—st)—t. Thereforer(S) = L C C’: t (resp.,7(S) = T C C":t).

Therefore, for eactD in DL-English there exists an assertiars.t. 7(D) =, a. This closes the
proof. O

Lemma 6.1.2. For all assertionsa in ALCZ, there exists a sentende in DL-English s.t. (i)
7(D) =5 o, whered' is an ALCT assertion, and (iiy’ is equivalent ta.
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(8,8,T,E)

(NP - VP, 5/(8"),app(T", T"), E' U E")

P

(NP, T’ E' (VP, 3", T" BN N ..

/N

(PI‘O, B/,T/,El) ______ (IV,B”,T”,E”) ......

FAPSTLT C Pi(e—t)—t F Leavese—t
FAPeTLT C P(Leaves:t

APt T C P(Leave$ > T C Leaves

7(S) =T C Leavest
T(NP) = APe7L T C Pi(e—t)—t 7(VP) = Leavese—t

7(Pro) = APt T C Pi(e—t)—t

7(IV) = Leavese—t

Everybody left.

Figure 6.3: Top: A succesful derivation for “Everybody left.”. The dots iedte failed transitiongapp(-, -)
indicates a type unification function and angles indicateDAfRansitions.Middle: Transitions only suc-
ceed when meaning can be applied to each other, their centexiged and their types unifieBottom:
Resulting DL-English parse tree. The information propaddtom leaves to root via unification yields,
ultimately, the statéeverybody left T C leavest, ().
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(TV -NP, 8 (8"),app(T', T"), E' U E")

D

(TV7/3/’T/7E/) (NP’B//7T//’E//)

|

(loves loves e—(e—t), 0) (Det - N, 8" (8", app(T"", T"""), """ U E"""")

\\_/

(Det, 8", 7", E'") (N, B T B

|

(every, \P.\Q.P C Q, (e—t)—((e—t)—t), ®) (man Man, e—t, ()

Figure 6.4: A failed derivation for theVP “loves every man”, sincappe—(e—t),e—t) is undefined
(unification is not possible). The string is not well-typedias thus devoid of a meaning representation and
a parse tree.

Proof. Again, in order to prove this lemma, we prove a more genegittinamely, that

for each concept’ in NNF, there exists either¥P or alN )
s.t.7(VP) =, C' or7(N) =, (',

whereC" is equivalent ta”. This we prove by induction o€'.

— (Basis). There are two cases to consider, givenhiatin NNF.

e (' := A. Notice thatA is already in NNF. Include in the function lexicon of DL-Ersii
the (terminal) productioN — A with lexical semantics (IN) := A:e—t. There are two
possibilities:

i. eitherN = N =— A,

ii. or VP — isaN — isalN — isaA
Notice, furthermore that we can expressvith the ad hodN "thing”, which is the usual
description logic convention [BCND3].

e (' := —-A. thenVP — isNegaN — isnotaN = is not a4, with 7(VP) =,
—A, by the same argument as before, which is in NNF.

— (Inductive step). By inductive hypothesis we know that, d subconcepts” of C, there
exists a component rooted in aVP or N s.t.:

VP =" wandr(VP)=,C" or N ="*wandr(N)=,C", (IH)

whereC” is a concept equivalent {@’. This leaves two cases to consider, namely:

e C := Jr:C’'. By (IH), there exists av’ s.t. eitherVP —* «' andr(VP) =, C”, or
N =* v 7(N) =, C”, andC" is equivalent ta_’. This gives us two possibilities for
Ir:C, namely:

i. VP —= TV NP — TV Det N =—* r somew’, with sem VP, =, 3r:(’,
which is equivalent tar:C, or
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i. VP = TVNP =— TV ProRelp VP —* r somebody whav', where
7(VP), =, Ir:C’, which is equivalent tar:C.

e C := (C'NC". Again, by (IH), there exists a’ (resp. aw”) s.t. eitherVP —* «/
and7r(VP) =, C" (resp.C""), or N =* v’ 7(N) =, C" (resp. C""), andC"" is
equivalent taC’ (resp.C”” is equivalent taC”). As before, we have two cases:

i. VP — VP Crd VP —* ' andw”, whencer(VP) =, C"” N C"” and
C" 1 C" is equivalent ta””’ M C”.

i. N= NRelp VP —* v andw”, whencer(IN) =, C"'nC"" andC”’'nc™”
is equivalent taC”” 1 C”.

Let now beC C C’ be anALCZ assertion withC', C’ in NNF. We can capture this assertion in
either of two ways in DL-English:

— eitherS =—* everyN VP —* everywuw/’,
— orS =* everybody whoVP VP —* everybody whauvw’,

for some (two) components’ andw’ whose existence is guaranteed by Clearly, in both cases
7(S) =, C” C C". Moreover, it is evident thaf” C C” is equivalent ta”' C C’. This closes
the proof. O

From Lemmas 6.1.1 and 6.1.2 follows immediately that DLAEShgexpressesALCZ (up to
equivalence).

Theorem 6.1.3(DL-English). DL-English expressed LCZ.

6.2 The family {IS-A;};c[o 7 of Controlled Languages.

We now turn to the computational properties of each of thestantsin isolation of DL-English.
We do it by essentially restricting the kind nght (i.e., C;) andleft (i.e., C;) concepts we may
express. All utterances comply with the sentence patterns

“every w; w,” and “everybody whav; w,”.

The constituentsy; andw, map to, respectively, left and right concepts, while setgsrmap
to IS-A assertions of the formd; C C,.. We consider in this paper on out of all possible
combinations obtained by allowing ifi; and C,. some subset of the description logic constructs
in Figure 6.2, giving rise to the famil{iS-A; },¢(o 7 of controlled languages shown in Figure 6.1.
The basic kind of assertion they all express is IS-A amongataoncepts, viz.A C A’, captured

by IS-Ag.

Theorem 6.2.1(1S-A;s). For eachi € [0, 7] and each sentend®; in IS-A;, there exists an asser-
tion o; s.t. 7(D;) =5 «;. Conversely, for each assertion there exists a sentende; in IS-A s.t.
7(D;) =5 o and ¢, is equivalent tay;.

Proof. The theorem can be proved for each fragment in a manner aneldg DL-English. Basi-
cally, we consider two cases both on the)(and the &) directions of the proof, viz., a (mutual)
induction on eithefi) N; and VP, constituents ofii) on theN, andVP,. constituents for the if
direction and a (mutual) induction ové} a C; or (ii) aC,. concept for the only if direction. With
some routine adjustments to the specific syntax of the fraggrend their meaning representa-
tions, we adapt each time the proof of Theorem 6.1.3. O
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S— NP[ VPT NP[ — PI‘O[ Relpl VP[ NP[ — Dethl
Pro; —anybody Relp, — who Det; — every
ConceptCy Constituent Grammar Rules
2 A TV someN VP; —isaN; [ IV |is Adj
' TV somebody whVP; | N — N
VPf —is aNf ’ IV
|is Adj | TVNP;
_ ISTV bysomeN; 1 \4p  _, Det; N;
Ir—:A is TV by somebody
| Pros Relp; VP
who VPf
Det; — some
Relp; — who
Pro; — somebody
VPf —is aNf ’ IV
|is Adj | TVNP;
Nf — N
Ve A TV only VP NP; — Det;N;
' TV only who VP | Pros Relp; VP;
Det; — only
Relp; — who
Pro; — only
A Ny VP; —isalNy [ IV |is Adj
VPf Nf — N
VPf —is aNf ’ IV
Adij | ISAdJ.|VPfCI'dePf
Nf — N | Adj Nf
Nf who VPf
A MnA, ‘NfCI‘dif
N andN, | N/Relp; VP
VP, andVP, FRePr VES
Relp; — who
Crd; — and
N TV something VP; — TV Pro;
TV somebody Pro; — somebody something
VPf —is aNf ‘ v
AU UA, VP;orVP; |lisAdj | VP;andVP;
Ny — N |N;andN
f f f
'S not Adj VP, — does nolV
-A does notlV . .
is not aN |is notAd,
! | is not aN ¢

Table 6.1: Expressing conceptSy, for f € {I,r}, and assertion§); C C,., by restricting and subcatego-

rizing rules in DL-English.
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| Assertionsa; \ Example(s)
IS-Ao|| AC A N---NA, | Every businessman is a cunning man
IS-A; ACVrA Every herbivore eats only herbs
eats only herbs.
IS-Ax||A1 M- T A, CVri(A M-+ M Ag) Every Italian man drinks
only strong coffee.
IS-As ImAC A N---MA, Anybody who murders some
person is a heartless killer.
IrTTACAND---MTA, Anybody who is loved by
some person is a happy person.
ALC3dr Every driver drives something.
IS-A4ll A1M1---TMA, T A M---1 A, Every cruel man is a bad man.

Iri(A;M---MA,) C Ay M---M Ag| Anybody who runs some bankrupt
company is a bad businessman.

IS-As VrrAC Ain---MA, Anybody who values only money is a
greedy person.

IS-Ag AC A U---UA, Every mammal is male or is female.

IS-A7 —AC A M---MTA, Anybody who is not selfish is a

reasonable person.

Table 6.2: Defining the{IS-A; },c|0,7 controlled languages. Each I1S;Aor i > 0, contains the assertions
of |S-A0.

6.3 Data Complexity
In this section we state the main data complexity resultshfef1S-A; };c (o 7 fragments.

Theorem 6.3.1. The data complexity oKBQA for (T)CQs is

1. inLSpacefor IS-Ay,
2. PTime-complete for IS-4 IS-A; and 1S-A and
3. coNPTimecomplete for IS-A 1S-As, and IS-A.

Proof. The controlled language 1StAs subsumed by the controlled language Lite-English, which
as we have shown elsewhere (see Theorem 4.1.4, Chapter r&ssap the description logic
DL-Liter for which KBQA w.r.t. CQs is inLSpacein data complexity (see Theorem 3.3.5, Chap-
ter 3).

The lower bounds for IS-4 1S-As and 1S-A, follow from the results in [CdIF06]. For IS-A
the result is derived from Theorem 7, case 2. For KS-Ais derived from Theorem 6, case
1. Finally, the lower bound for I1S-Afollows from from Theorem 7, case 3. Basically, this is
because our controlled languages subsume the descriptiars lfor which those theorems hold.
PTime-hardness in all three cases holds already for atomic cu€eFlee complexity upper bounds,
on the other hand, follow from results by [LKO7] for the deéption logic ££, which subsumes
the description logic assertions IS;AS-Az and I1S-A; express and hold for CQs.

The lower bounds for I1S-A 1S-As, and IS-A follow also from [CdL"06]: for IS-As, we
apply Theorem 8, case 3; for ISsAwe apply Theorem 8, case 2; and for 1$;Aheorem 8, case
1. In these three cases, TCQs are used to define a reductionHfelNPTime-complete 2+2-&t
problem (recall Chaper 6, Section 5.5). Td@NPTime upper bounds for these fragments, on the
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other hand, derive from theoNPTime data complexity upper bounds forBlQA over expressive
description logics (containinglLCZ) shown in [OCEO08] and hold, again, for CQs. O

Theorem 6.3.2. KBQA for IS-A; and (T)CQs isNLSpacecomplete w.r.t. data complexity.

Proof. (Hardnes9 Calvanese et al. show in [Cdi06] (by reduction from the reachability prob-
lem for directed graphs) that any description logic capalblexpressing assertions of the form
A C Vr.A', or, equivalently, of the formilr—.A C A’, is NLSpacehard for KBQA. This result
holds already for atomic queries. Note that such assertioasexpressed in our fragments by
sentences of the form “Every rs only A’s”, rather than by sentences like “Evetyrs everyA”.

(Membership) Let ¢ := (z,y) be afixed CQ, ¢ afixedtuple, O afixedset of universally
guantified IS-A meaning representations afida set of facts. We will reduce &QA for 1S-A;
to KBQA for linear DATALOG, which is known to beNLSpacecomplete in data complexity
(see [EGDVO01], Theorem 4.3). The only inclusion assertexessible by our fragment aseC
A"and3r.A C A’, which can be transformed into an (equivalent)Retof clauses-A(z)V A’ (x)
and—r(x,y) vV -A(z) vV A'(y), called a lineaDATALOG program While CQ¢ may not be a
linear DATALOG goal,(z, §) consists of a conjunction dfatomsS; (z;) A - - - A Sk(Z;), where
zUy = z1U- - -UZg. If we were to transform such atoms into a family of atomicrigse(which are
linear DATALOG goals), by means of some satisfaction-preserving reduthiat requires only
O(log #(D)) space, the data complexity upper bound would immediatéigvio

Start by computing the prograf» as described above. Sin€eis fixed, transforming it into
Po does not affect data complexity. We transform no@, i), in space logarithmic ig (D), into
such family of linearDATALOG goals, thus reducing answeriggover O andD to answering
a family of atomic goals ovePy» andD. Groundy by o := {z — ¢}. Groundingy by o,
which returns (the CQY (¢, y), does not affect, once again, data complexity. Next, censadl
the possible groundingsy — &} with @ € adom(D)/?! and apply them ta)(¢, 7). There are
O(#(D)!¥!) such groundings. This yields a family of C@$¢, &), whose atoms can be stored in
a registry ofO(log #(D)) size (we can encode such grounded atoms uSifipg #(D)) bits).
This reduction is sound and complete. Indeed

(O,D) Ev(c,y) iff PoUDE Si(d"), foralli e [1,k] and

somec’ € adom(D)/%! "compatible” with¢, ()
where by “compatible” we mean that coincides withe on the distinguished variables (note that
z; may contairbothdistinguished and non-distinguished variables).

The &) direction is immediate. To prove the=) direction, we reason as follows. Assume
for contradiction that there exists an interpretation.t. Z = Pp U D butZ (£ S;(¢”), for some
i € [1,k] and everye” € adom(D)%! "compatible”, again, withe. SinceZ = Po U D, we
have thatZ = (O, D) andZ = (¢, y). Therefore, for some grounding from 3 into adomD),

T S+ +i(zi)od’. Now, clearly,d’ = ¢/ U & with & C ¢ andz; = z;; U Z;2 with z;5 C .
Thereforey’(z;2) € adom(D)/%2l. On the other hand; % S;(¢”), for all &’. Hencep' (zi2) # &)
ando’ (%) ¢ adon(D)!#2l. Contradiction.

The algorithm then proceeds by loopitd(#(D)!?!) times over theS;(c”)s (stored in the
O(log #(D)) registry), checking each time whether, for al€ [1, k], there exists some “com-
patible” &’ s.t. Po UD E S;(¢") holds. For each atom the algorithm runs a linBXTALOG
non-deterministic check that uses at mOgtLog #(D)) space. Clearly, such a non-deterministic
algorithm decides KQA using, overall, at modD (1og # (D)) space. O
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(T)CQs (T)CQs
IS-Ag LSpace EL-English PTime-complete
IS-A; || NLSpacecomplete IS-A coNPTime-complete
IS-As PTime-complete I1S-A coNPTime-complete
IS-A3 PTime-complete IS-A coNPTime-complete
IS-Ay PTime-complete DL-English| coNPTime-complete

Table 6.3: Summmary of data complexity results.

6.3.1 Minimal Intractable Constructs

We can now individuate the constructs of DL-English, andréda of any controlled language
expressing @oNPTimehard ontology language such &3%(ZF (as does ACE-OWL) that nega-
tively affect the scalability of controlled language irfgares to OdatabaseASs, namely:

— “only” in subject position ¢ONPTime-hardness of 1S-4),
— disjunction in predicate positioc@NPTime-hardness of I1S-4),
— negation in subject positiok@NPTime-hardness of IS-4).

6.3.2 Maximal Tractable Constructs

The constructs from Figures 6.2 and 6.1 also allow us to ifyentaximalcontrolled languages
contained in DL-English (and a fortiori ACE-OWL) w.r.t. dahility (i.e., tractable data complex-
ity). By merging the (tractable) fragments 1S;%or i < 4, we essentially express th&7
ontology language (see Chapter 4).

That is, the description logic where negation- and disjionefree existential concepts are
allowed to arbitrarily nest oboth sides ofC. ££7 induces &P Time-complete fragment of DL-
English, that we term EL-English, which captures most oftthrestraints and axioms of real-world
large-scale biomedical ontologies such as GALEN or SNOWMBEKD7]. We can define EL-
English top-down pretty easily by removing from DL-Engligie grammar rules for negation,
disjunction, and universal quantification, and the negdiimction words. Whence:

Proposition 6.3.3. KBQA for EL-English and (T)CQs iBTime-complete in data complexity.

In such a controlled language arbitrary sentence subdrdinéand relatives), in combination
with, existential quantification and conjunction amovigs orNs is allowed. Universal quantifi-
cation is highly controlled and negation and disjunctios ied out.

6.4 Summary

In this chapter we have proposed several declarative ddrianguages, viz., DL-English, EL-
English and the 1S-£s, for which KBQA of TCQs is on the one han@ maximal w.r.t. tractable
(PTime or less) data complexity an@) minimal w.r.t. intractable NPTime-hard or more) data
complexity. This controlled languages were defined by esging a space of description logics
whose expressiveness lies between th@lofite and ALCT.

The strategy adopted was that of expressing f#tSC7Z, a description logic where left and
right concepts”, C’ occurring to the left and to the right of the subsumption sghiib ontology
assertiong” C C’ are closed under Boolean operations and symmetrical, amdréstricting the
syntax of DL-English through subcategorization, to accdate non-symmetrical and possibly
non-Boolean closed left and right concepts, giving way teliglish and the 1S-£s.
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The crux of the intractabiliy results lie in our being ableeixpress (or simulate), on top of
concept disjointness.e., an assertiod; C —C, that can be captured sentences of the form “no
C;is aC,”", concept partitioningi.e., an assertiomC; C C’, that can be captured by sentences
of the form “anybody who is not afi; is aC'.".

In general, intractability (w.r.t. data complexity) wiltige in every controlled language that
induces a partitioning of the data of the OBDAS'’s databashis Will happen whenever their
meaning representations can simulate full negation, cetipn and disjunction: the technical
coNPTime-hardness results from [Cdi06], on which we ground our own work, are based on
this intuition. We can thus say that controlled languagks I8-A5, 1S-Ag, I1S-A; and a fortiori
DL-English (which contains them all) are “Boolean close&L-English, on the other hand, by
being a negation-free fragment of DL-English, remainst#iale.

Computational complexity will be even higher if we considembined complexitye., when
we considemll the inputs of BQA (which however does not provide as accurate a measure for
OBDAS efficiency as data complexity). On the other hangSKT for ALCZ and a fortiori KB QA
w.r.t. TCQs iseExpTime-complete (Recall Theorem 3.3.5 from Chapter 3).



Chapter 7

The Complexity of Pratt and Third’s Fragments

In this chapter we study the computational complexity &34t and KBQA for I. Pratt and
A. Third’s fragments of English [PHT06, PHO1, PHO4, ThiO&hich we outlined in Chapter 4.
The fragments of English are interesting in that they canurapmany forms of common-sense
reasoning such as syllogistic reasoning, that was histibri¢with Aristotle), the starting point of
all research in formal logic. They also overlap in expressass with conceptual modelling (e.g.,
ER-diagrams) and ontology (e.g., OWL, description loglagguages as we saw in Chapter 5.

But just how good would they behave as controlled interfacgyliages? We would like to
know to what extent their coverage of English impacts on tta éind combined complexity of
query evaluation in OBDASSs and, in particular, how good tfa#g as opposed to the description
logic-based controlled languages we defined in this thegis,Lite-English, DL-English and the
IS-A;s. In particular, data complexity will provide a measuretddit scalability. In so doing, we
consider

— KBQA w.r.t., on the one hand, TCQs (and their extension to terpeeglicate symbols, gener-
alized TCQs) and, on the other hand, arbitrary CQs.
— KBSAaT for English andFo knowledge bases.

Though focused mainly on data complexity, we also take iotmant combined complexity.
In particular, we show which fragments are tractal@i(ne or less) w.r.t. data complexity for
KBQA and KBSAT, intractable NPTime or coNPTime-hard) w.r.t. data complexity for KQA
and KB SAT, and undecidable.

Since the fragments of English are, in general, othogonakpressiveness to ontology lan-
guages, only some of the traditional techniques for degidiaita complexity bounds are applicable.
We therefore adopt the following strategy, that generaliberesolution-based saturation deci-
sion procedurefrom [PHTO06] to KBQA and KBSAT: we define a family of resolution procedures
that decide several of the fragments of English. Resolutiogeneral, does not terminate. Joyner
in [Jr.76] showed, however, thé) when clauses do not grow beyond a certain depth bound and a
certain length bound, i.e., when such bounds exist, it desihate, andii) that some sufficient
conditions, i.e., severatfinement®f resolution (in its ordered form) induce the existenceusts
bounds.

When applied to several fragments 86, whose clauses are subsumed by $@&" clause
fragment (see [FLHTO1], Section 3.5), conditigfilsand(ii) give rise to resolution decision pro-
cedures for those fragments BD. As we shall see, saturatiof$® for (sets of) clausef from
such fragments terminate after polynomially many (deteistic or non-deterministic, depending
on the refinements used) steps in the number of individuateots inl" (i.e., in data complexity).

Pratt and Third show in [PHTO06] that we can reduce (un)sabgfiy for their fragments to
monadic (un)satisfiability. We will see that the resultingmadic clauses are subsumedSwy™,

a class of clauses decidable by resolution. Thereaftergsgmution refinements will allow us to

99
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derive tight data complexity bounds for tbeNPTime or NPTime-hard fragments. As we shall
see, undecidability arises when we extend coverage inigunesind/or declarations trbitrary
pronouns. We also show that for the simpler fragments ofi&mgl reduction td) ATALOG query
evaluation (which iPTime-complete w.r.t. data complexity) is possible by definintpimedi-
ate fragments of English that we dplositive fragments Other properties of resolution can be
exploited to provide reductions toAYwhich is inLSpacefor full Fo). The Tables 7.3 and 7.4
summarize the data and combined complexity results olutaifiee results from this chapter have
been partly published in [TC10b].

We consider as knowledge bases $&tsA of non-ground clauses (i.d”) and ground literals
(i.e., A): non-ground clauses specify the constraints that hold thes domain (the ontology),
whereas ground literals specify the extensional data (#tabdse). We will not distinguish ei-
ther between th&'o meaning representations of a fragment of English and thgiisatisfiable
clauses resulting from Skolemization and clausificatidme hteger#(A) denotes the number of
constants in the active domaaaon{A) of A (by analogy to description logic knowledge bases).

Formal queries ((U)CQs, (U)TCQs, GCQs) will be accordindgyined over thd'o signature
Sig = (C,F,R) of such setd” U A of meaning representations, or rather, over theirRsetf
relations symbols (instead of ontology language role amtept names).

We adopt throughout this chapter ontology language semaantiventions. We assun{g
SDA (which implies UNA): frame®om consist of (countably infinite) set of individual (pairwise
distinct) constant symbols. Thus, domains of interpretal; C Dom consist ofFO constants
(i.e., syntactic entities). Furthermore, given a “databad we assume, for all interpretations
7, (i) SNA: ¢ := ¢, for each constant € adon{A) that has not been been introduced by
Skolemization; observe moreover tlzaton(A) C Dy.

7.1 First Order Resolution

The resolution calculus was first proposed by Robinson irbf®) as a sound and refutation-
complete (modulo Skolemization and clausification), baklachaining deductive calculus for
Fo. More recently, forward-chaining (a.k.a. saturationdafsvariants, have been proposed. For-
ward chaining variants are useful because they make itreastefine 3T decision procedures
for several fragments dffo. Furthemore, unsuccesful saturations can be used to gemeiai-
mal (w.r.t. set inclusion and/or the sub-interpretatidrordering) Herbrand models. The present
section is based mainly on [FLHTO01] and on [TS00], Chapter 7.

Terms and Clauses. A termt is either a variabler, a constant: or an-ary function symbol
f(t1,...,t,) applied ton terms. We denote byar(¢) andTer(t) the set of its variables and terms,
respectively. IVar(t) = (), we say that is ground We denote byCTer(t) the set of ground terms
of a termt.

A literal L is aFo atom. We denote byar(L), Ter(L) andCTer(L) the set of its variables,
terms and closed terms, respectively. Literals are saic toegative written L (resp. positive
written L) if they are prefixed with an odd (resp. even) number of negati We writet+L to
denote an arbitrary (i.e., negative or positive) literdie¥ are said to bgroundwhenVar(L) = (.

A clause(C is a disjunction

C:=L1V-VLy,VLpy1V--VLyp

of literals. If C' consists of one literal, it is said to beuait clause. The clausé denotes thempty
clause i.e., a clause that has no model. A clause all of whose liten@ negative is denoted.
Given a claus&” (resp. a sef’ of clauses), we denote Byar(C') (resp. Var(I")), Ter(C) (resp.
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Ter(I")) andCTenC) (resp. Ter(I")) its set of variables, terms and closed terms. A clause @ sai
to begroundwhenVar(C') = .

The depthd(t) of a termt is recursively defined as follows(i) d(z) = d(c) := 0, (ii)
d(f(ti,...,tn)) :==max{d(t;) | i € [1,n]} + 1. Thedepthof a literal L is defined asi(L) :=
max {d(t) | t € Ter(L)}, thedepthof a clauseC' asd(C') := max {d(L) | L is a literal ofC'} and
the depth of a sdf of clauses ad(I") := max {d(C) | C € T'}.

Horn Clauses and Definite Programs. If n <1, C is said to be aorn clauseof headL; and
bodyL,V---V L. The fragment oF o induced by Horn clauses is denotH®RN. Horn clauses
are divided into three kindgi) goals whenn = 0 (i.e., the head is emptyfi) facts whenp = 0
(i.e., the body is empty), ar) rules.

A set of facts, goals and rules is also known in the literaag@logic programand denoted
P. By convention, Horn clauses, vV Ly V - - - V L,, are writtenL; < Lo A - - - A L,, and programs

P as
Li < LsAN---ANLy, (rules)

— LoN---ANL, (goals)
Ly + (facts)

Horn clauses that contain no function symbols are knowdeéinite clauseand their programs
asdefinite programsThe fragment they induce is known as (posit¥2ATALOG .

Substitutions and Unifiers. A unifier for two termst andt’ is a substitutiorr s.t. toc = t'o. A
unifier o is said to be anost general unifiemgu) oft andt, when, for every other unifier’, there
exists a renaming” s.t. 0 = ¢/0”. As a consequence, a most general unifiéras the property
of being unique up to renamings.

The Resolution Calculus. The unrestricted resolution calculus is defined by the rules

CVL cvr CVvLvVL /
res fact =———+—=— =mgu(L, L
(CVv (o (CV L)o (0 gu( )

A clause obtained by the application of eithres or fact is called aresolventand the clauses
involved thehypothesif the rule.

We give a forward reasoning (a.k.a. saturation-based)ust@d resolution where we generate
all the possible clauses derivable from a sef of clauses, i.e., the deductive closur® of I'
under the rulesesandfact. Let p denote a function from sets of clauses into sets of clausgs th
associates to each deits set of (possibly factored) resolvents. Define iolution calculusas
afunctionR s.t. R(T") := I' U p(T"). Define thesaturationof I" by R inductively by putting

andI'> := R>(TI").

A derivationn of C from T is a finite sequencEy, I'y, ..., T, of sets of clauses, callegbals
or statess.t,, foralli € [1,n], I; € R(l';—1), To =TandC € T,. If C = L wecallr a
refutation A (saturation) derivatiomr is said to bdair if, for all i € N and every pair of clauses
C,C" € RYT), there exists g > i s.t. C” € RI(I') whereC” is the resolvent of” and C’;
fairness intuitively says that it is possible to restrict.avg. attention to non-redundant clauses
when searching for a derivation. The positive integdenotes the size(r) of the derivation.
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Furthermore;R is monotone increasing (w.r.C) andI' is its fixpoint. The->° operator is
monotonic and idempotent (on sets of clauses) ([[&3)>° = I'>° and if " C I”, '™ C 1", for
all setsI’, I of clauses.

TheR calculus is known to be sound and refutation completdfor(modulo Skolemization
and clausification), though not terminating, by observimgthe one hand, th&i) entailment can
be reduced to unsatisfiability, i.d’, = ¢ iff ' U {—p} is unsatisfiable, and, on the other hand,
that(ii) a Fo formulay is satisfiable iffo®, i.e., the clause resulting from Skolemizipgand by
rewriting it in conjunctive normal form, is satisfiable.

Theorem 7.1.1(Robinson) LetI" be a set of clauses ard a clause. Then:

1. (Soundness)f C € I'*°, thenl" = C.
2. (Completeness)fT' = C, then L € (I U {C})*°.

Given a claus&”, theHerbrand domain HI of C' is the set of all the ground terms that can
be generated with’s constants and terms. The set

HB¢ := {S(t1,...,tn) | Risan-ary relation ofC andt; € HD¢, fori € [1,n]}

is theHerbrand baseof C. A Herbrand interpretatiorfor C is any interpretatiort := (D3, -™)
with Dy, € HD¢. By abusing notation a little, it is possible to identify eyélerbrand interpreta-
tion H of C with a subset of the Herbrand baselgfi.e., C HB¢. This is because the Herbrand
models ofC' are isomorphic to the subsetstéB. ([Lal97], Proposition IV-5). Hence, for a given
C, there are#(HBc) possible Herbrand interpretations. df contains no functional term$|D¢
andHB¢ are finite, infinite otherwise. This notion generalizes atseetsl” of clauses.

Theorem 7.1.2(Herbrand) LetC be aFo clause. Then the following are equivalent:

1. C has a model.
2. C has a Herbrand model.
3. The set GR”) of ground clauses af' has a model.

If L ¢ (F'u{C})>, one can derive froril' U{C'})> a Herbrand mode} of I'. The Herbrand
theorem enforces that the problem of finding a resolutionta¢ibn for a claus€” from a setl’
reduces, to the problem of showing that the set

GR(C) :={Co | o: FV(C) — Con(C)}

of ground clauses of” has a model. Clearly, this notion generalizes immediatelgetsI” of
clauses.

The R calculus provides a sound and complete (though not nedgssaminating) query
answering algorithm for certain answers.

Corollary 7.1.3. Let (O, D) be a knowledge base. Let bodyz) be a UCQ. Let be a sequence
of |z| constants. Then the following are equivalent:

1. ¢ e cert(p, O, D).

2. L € (04uDdU{p(e)d})>.
3. GROY, D, p(e)<) has no model.
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Separation Property. In resolution derivations the order (or strategy) in whitdwses are re-
solved with each other is irrelevant. In particular, we cafag using ground clauses to the last
steps of derivations. This property that we cadbarationwill be quite useful when analyzing
data complexity later on.

Proposition 7.1.4.LetI" be a set of non-ground clauses,a set of ground literals and’ a clause.
Then, if there exists a derivationof C fromI'U A, we can transformr into a derivationt’ where
resolutions involving ground literals it are delayed to its last steps.

Proof. By induction in the sizes(w) of derivations. Ifs(w) = 0, then the property holds trivially,
since neitheresnor fact have been applied and eith@re T or C' € A. Suppose by IH that the
property holds for every derivation of size Let 7 be a derivation withs(7) = k + 1. Thenr is
of the following form:

r A
o T2 T
. ﬂ'l
CVIL VL L :
res 1v=0 0
(C V L1)0'0 c'v L/1

res

(C V C,)O'l

with oy = mgu(Ly, Lj,) ando; = mgu(Ly, L)). Letn, andr) be the derivations thus obtained.
Putz := Var(Ly) andw := Var(C, L) \ z. Let¢ be the constants occuring in the ground literal
L;. Then, by inspection it turns out thay = {z — ¢,w — w} ando; = oo{w — t,u — t'},

for all variablesu C Var(Coy, C'0y), wheret and?’ are arbitrary (sequences of) terms. By IH the
property holds for the subderivations andr; of C Vv Lo vV Ly andC’ v L, from T' (which are of
size< k). We can thus transform into the following derivationt” (with subderivationsr{, and
)

r r
) ) A
. ﬂ'2
CVILyV I C'v L}
res ! T / /

res

(Cv

whereco)] := {w — ¢,z — z} ando|, := o{Z — ¢,u — t'}. Clearly,o{, = mguLo, L)
ando] = mgu(L;, L}). Furthermore(C Vv C")oy is identical to(C' Vv C")o; up to renaming of
variables. Thereforey’ is the derivation we were looking for. O

Lemma 7.1.5. LetI" be a set of clauses anfl a set of ground clauses s.I. is satisfiable. If
1 e (' UA)*™, then there exists a s€t C I'° s.t. (i) d(I”) < d(A), (i) L € (I"UA)>® and
(iii) T is finite.

Proof. By Proposition 7.1.4, we know that we can transform any résmi derivationw of a
clauseC from hypothese$’ U A into a derivationt’ where resolutions involving ground literals
(i.e., ground unit clauses) iA have been delayed to the last steps in the derivation. Tojsepty
holds in particular for refutations. Therefore, lif € (I"' U A)>°, there exists am € N s.t. L €
(RY(T") U A)®. Clearly,R*(T") C I'™°.
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We now claim that there exists a &tC R (T') s.t. (i) I is finite, (i) L € (I" U A) and(iii)
d(T") < d(A).

Within R*(I") we can distinguish the clausésthat resolve with a unit ground claugec A
and those that do not. It is from those clauses thatill be derived. Moreover, sincé\ is a
finite set, finitely many such clauses will be used. Unificatimd a fortiori resolution would fail
(by occurs-check or clash) if such clauggsvere of depth> d(A). Putl” := {C € RY(I) |
C resolves with somé € A}. Clearly,I"” satisfies condition§)—iii) . O

Lemma 7.1.6(Separation) Let I" be a set of clauses and a set of ground clauses s.I" is
satisfiable. Then,L € (I' U A)> iff there exists a sel” C I'™* s.t. (i) d(I") < d(A), (ii)
1 e (I"u A)> and (iii) I' is finite.

Proof. The (&) direction follows from Lemma 7.1.5. For the=() direction, suppose that such a
I exists. Then

(IMUA)>® C (IT*UA)™ (by monotonicity
C (TuA)>*u('uA)>)>® (by monotonicity
= (ruaye)®
= (TUA)® (by idempotence

holds, whencel € (I" U A)*> implies L € (I' U A)*°, which is what we wanted to prove. [

7.2 Refinements of Resolution

As we said, unrestricted resolution, though sound andtatdfun) complete, does not provide, per
se, decision procedures. A saturation-based derivatignmofaiterminate even when applied to
a decidable sdf of clauses. This is because ttes andfact rules may generate clauses of arbi-
trary depth and/or length. Decidability can be achieved dysaeringrefinement®f resolution,

in which (i) well-founded and substitution-invariant orderings oerkils (a.k.aacceptable order-
ings) constrain the application of the calculus rules éndew rules that control clause growth are
used. This section derives from results that originateri@§) and that [BG01, FLHTO01] extend.

A-ordered Resolution. A (strict) partial order< on literals is an irreflexive and transitive rela-
tion on literals. An order on literals is said to be aamcceptableorder (A-order) whenevel) <

is well-founded (i.e., contains no infinite descendingohai- < L; 1 < L; < --- < Lg) and is
liftable or invariant under substitutions, i.e.,fif < L', thenLo < Lo, for all 0.

Such orderings can be extended to clauses and sets thethefdtandard way by putting, on
the one hand, that’ < C’ whenever for each literal. of C, there exists a literal.’ of C” s.t.
L < L', and, on the other hanid < I'" whenever, for every clausé € T', there exists a clause
C’' e T" s.t.C < C'. With < one carrestrict the un-restricted resolution calcul@by resolving
and factoring upon literals and clauses that are maximal w.r

We also define theelative depthof variablex w.r.t. termst and literalsL s.t. z € Var(L) and
x € Var(t) as follows: (i) d(z,z) := 0, (i) d(x, f(t1,...,t,)) :=max{d(x,t;) | 1 € [I,n]} + 1
and(iii) d(z, L) := max {d(x,t) | t € Ter(L)}.

Lemma7.2.1.Let< be an ordering over literals. I is an A-order, therR restricted by< yields
a sound and refutation-complete resolution calculus.

Proof. Robinson showed in [Rob65] that one can prove the refutattonpleteness of resolution
usingsemantic treesvhich basically constitute a method for constructing a amld model from
a saturation in whichlL does not occur (see [BGO01], Section 7.6). A-orderings amvknto be
compatible with this construction. O
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Definition 7.2.2. The orderings<,.4 and <, over literals (and clauses and sets theoreof) are
defined as follows:

L<qL iff d(L)<d(L),
Var(L) C Var(L') and
forall z € Var(L),d(z, L) < d(x,L’).

L <4 L' iff (i) ar(L) < ar(L) or
(i) ar(L) = ar(L')andL <4 L'.

Orderings<, and <44 Yield the functionspg, p.iq, @nd the ordered resolution calc®i,.
andR,. We say that a resolution calcul®is contained in a resolution calcul®’, which we
express in symbols bR C R’ (thus overloading the set containment symbol) wheneveryeve
derivationn in R of a clause” from I" can be transformed into a derivatiahin R’ of C fromI".

Proposition 7.2.3. The inclusions<,, 4C <4 andR .4 € R4y € R hold.

Proof. Immediate from the definition. O

Theorem 7.2.4.The orderings<,.4 and <, are well-founded and liftable.

Proof. Immediate from the definition. O
By applying Lemma 7.2.1 we immediately derive:

Corollary 7.2.5. The ordered resolution calcuRk .4 and R, are sound and refutation-complete.

A-orderings are important in that, on the one hand, theyaedie search space for resolution
derivations (when resolution is a decision procedure) andhe other hand, they limit the depth
of clauses.

A literal L is said to becoveringif L contains only variables or constants, or, if it contains a
function termt, thenVar(t) = Var(L). A clauseC is said to becoveringwhen, for allL € Lit(C),

L is covering. Given two covering claus€sandC"’, the depthi(C") of their < ;-ordered resolvent
C” will be bounded by the depth or their hypothesis, vi£¢") < max {d(C),d(C")}, i.e., as
long as covering is preserved, depth does not grow (see [BG8thma 3.6).

Resolution with Splitting and Condensation. Ordered resolution alone, while preventing (by
resolving upon covering literals) arbitrary nesting ofdtian terms and thus arbitrarily deep terms,
literals and clauses, may not prevent clause length growth.

We need to introduce two more refinements that prevent derabitrarily long clauses, viz.,
the splitting rule split, and thecondensatiorrule cond The latter deletes repeated literals in
clauses belonging to a saturation state. The former splitgaions into subsaturations where
clauses have been split, provided that their literals shareariables. These rules are sound and
refutation-complete:

CVL cvik

/ !/ !/

o #N# =0,0mgu) Oy

wherez = Var(L) andz’ = Var(L') (i.e., L and L’ must not share any variables). Notice that
these two rules arerder independanfA-orders affect onlyresandfact).
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Proposition 7.2.6. Resolution and A-ordered resolution with splitting anddensation are sound
and refutation-complete.

Proof. Joyner shows in [Jr.76], Theorem 7.2 that adding the cordiemsrule to acomplete
(w.r.t. semantic trees) resolution calculus, results immpulete resolution calculus. Similarly, it
is known (see [FLHTO1], Section 2) that splitting presergempleteness. These facts, combined
with Corollary 7.2.5 imply this result. O

Monadizations. Monadizations, introduced by Joyner in [Jr.76] are yet haotefinement of
resolution that ensures a finite bound to the depth (somieplart classes of) clauses when applied
in combination with resolution saturations.

Lett be aterm. A literall. is said to be

— essentially monadic ohwhenever(i) ¢ € Ter(L) and(ii) for all ¢’ € Ter(L), eithert’ = ¢ or
t = ¢, for some constant

— almost monadic on whenever(i) ¢t € Ter(L), (i) ¢ is of the formt = f(¢4,...,t,) and(iii)
for all ' € Ter(L), eithert’ = ¢, t = ¢, for some constantor ¢t = z, for somez ¢ Var(t).

Monadizations are defined on almost and essentially motiaelials and clauses. Two previ-
ous notions are needed. L€tbe a finite set of constants. On the one hand, we define the set of
therelativized substitutionsf a Fo formulay to Conof constants and a terin

S5, ={o | o: Var(p) \ Var(t) - {t} UC}
and, on the other hand, the setrefativized variantof ¢ to C andt
e(t, o, C) :={gpo |0 € Egp}.
We can now define, for every clauég themonadizatiorof clauseC w.r.t. C as follows:
— if for every L € Lit(C), L is almost monadic oh € Ter(L), we set
u(C,C) :=¢(t,C,C),

— if C'is function free and there is exactly omec Var(C) s.t. for everyL € Lit(C) with
#(Var(L)) > 2,z € Var(L), we set

u(C,C) :=e(z,C,C),

— otherwise we set
u(C,C) = {C}.

Finally, for every sel” of clauses we define thmonadizatiorof I" as

u(T) := |J w(C, ConT)). (Mon)
cer
Proposition 7.2.7([Jr.76], Theorem 9.1)Resolution and A-ordered resolution with monadization
are sound and refutation-complete.

The key idea of monadizations is to transform sets of noregog clauses which are, however,
almost and/or essentially monadic clauses can be tranetb(fmonadized”) into sets of covering
clauses. This, we know, entails the existence of a démthN bound. This expedient, combined
with A-ordered resolution (the<; ordering) condensantion and possibly splitting gives tse
several resolution saturation-based decision procedures



Refinements of Resolution 107

split | mon| cond| cond| split | split | split

d+a| R31|R3z2 | Rz | R3as| Rss| Rse | Rz | R3s
Table 7.1: Resolution calculi.

Resolution Decision Procedures. By combiningres andfact with the A-orders<; and <,
thesplit andcondrules and the monadization refinement we obtain a famidqdossible calculi,
that we spell out in Table 7.1. We define the saturatioi6fby any of the resolution calculi, for
i €[1,3],7 € [1,8] inductively as follows:

Ry, (D) =T,
Rk“( ) :=Rij(RF;(T)),
RO = Y R0,

whencel™ := R (T"). Denote bys the function that maps sets of clauses into their consensed
sets. Lef" :=T"U {C VLVL}, Ty :=T'U{CVL}andl's:=T"U{CV L'} be sets of clauses
whereVar(L) N Var(L’) = (. ThenR, g will be, for instance, defined as

Ras(l) = (k((Ra(T'1))) UT) U (k(u(Ra(I'2))) UT). (Ra8)

Notice that whenever we make use of the splitting rule, s#éitam derivationsr become trees.
ConsiderRyg. A derivation in this calculus is a tree of robt= I'y 1, where every internal node
[';;, fori,j € N, has at most two siblingd,; ;1 9y @andl'; 55, S.t. T 95 1 Ul 1195 C
REEHT). Each such node is calledstate See Figure 7.1.

‘A derivation  is said to be a refutation whenever, for every leaf state L € I';;. The
integeri € N is called thedepthor rank of the (saturation) tree.

Notice that without splitting saturations are linear (iz&sequence). Notice also that a non-
refutation provides a way for specifying a modelofFinally, observe theR = R 1, Rq = Ra.1
ande_m = R371.

Decidable classes. In this section we recall the definition of the cld&e™ of clauses for which
A-ordered resolution witkll the refinements, viz., monadization, splitting and condtos, con-
stitutes a decision procedure.

TheSc™ class extends the Ackermagtiv3* and GodeB*v?3* Fo fragments (see [FLHTO1],
Section 3.5). In particulag*v3* can be decided without using the splitting rule [Jr.76]. \&/eatl
that a3*v3*- or 3*v23*- formula is a formulay := 3z - - Iz, V2, 13T0 42 - - - ITppmt), rESP.
@ = 3z X,V T 1VTr 10T T0as - TTpmt), In prenex normal form with, m > 0 andq)
quantifier-free.

Definition 7.2.8. The classSc™ of clauses is the class where evéhsatisfies

— Var(C') = Var(t), for every functional term € Ter(C'), and
— either#(Var(L)) < 1 or Var(L) = Var(C), for all L € Lit(C).

Theorem 7.2.9([FLHTO1], Theorem 3.25 and [Jr.76], Corollary 9.3Jhe resolutioriR, g cal-
culus is a decision procedure f&c™ and the3*v*3* fragment. Similarly, the resolutioRs ¢
calculus is a decision procedure for tR&vY3* fragment.
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7.3 Resolution Decision Procedures and Data Complexity

Given a finite signatur&ig = (C, F, R) with #(C) constants and a sétof clauses over this
signature beloging to a class decidable by resolution, we shat we can check for unsatisfiability
of I in time deterministic polynomial ig£(C) (if we omit splitting) or in time non-deterministic
polynomial in#(C).

Lemma 7.3.1.LetSig = (C, F, R) be a first order finite signature. Consider a clauselseter

a (finite) setV of variables and suppose there exist both a term depth bdundN and a clause

length bounds € N. Then

1. the number of clauses derivable by the saturation is
i. exponential in#(C) and double exponential imax {#(F), #(R)}, if we use the
splitting rule, or
ii. polynomial in#(C) and exponential imax {#(F), #(R)} otherwise,
3. the depth of the saturation is polynomial#f(C) and exponential imax {#(F), #(R)},
and
4. there are polynomially many i#(C) and exponentially many imax {#(F), #(R)} clauses
of length< k.

Proof. Assume that a nesting depth bouhdxists for terms and a length bouhdor clauses and
which are independent ef Consider now the following parameters:

— cis the numbeg#(C) of constant symbols i,

— v is the numbeg#(V) of variables inV,

— fis the number#(F) of function symbols irF,

— pis the numbeg#(R) of predicate symbols iR,

— the maximum arity of the function symbolsas;, and
— the maximum arity of the predicate symbolsirg.

We can define the maximal numbgmof terms of depth inductively by setting

to:=v+c
arf

tiv1:=f -t
and, since < d, derive an upper bound to the numbef terms of depth< d

t <3t
=to+(f1g) 4+ ([ 157))
ar0 d ard (7.2)
=f0 (4 o+ f (v )
= pe(c)
thus defining a polynomigl;(c) of degree def.) < arfc. This in its turn yields as upper bound
to the numbetf of positive and negative literals
l S 2 . p . tarP
<2-p-pe(c)@r (7.2)
= p(c)
thus defining a polynomial, (c) of degree degp;) < arjﬁ -ar,. Finally, from/ we derive an upper
bound to the numbeal of clauses of lengthk< &
cl <k
< pa(c)” (7.3)
= pei(c)
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Lo Lo s(m)=0
I F171 U FLQ 8(71'):1
Iy [ UTon U Tog UTgy s(m)=2
u ... U
; v "4
chl(c) chl(c),l U ... L. UL U chl(c)gpcl(c) 8(71') :pcl(c)

Figure 7.1: A saturationr with and without splitting.

which again defines a polynomip}; (¢) of degree de.1) < arji -ary, - k.

The splitting rule splits the states of a saturation deigvainto two separate states, thus yield-
ing a derivation tree of branching factdr depth< p.;(c), states of size< p.1(c) and overall
(worst-case) size< 2P<+(9), |f we omit the splitting rule, the saturation, now lineaipps after
deriving a a sequence ¢f p.1 (c) states, each of siz€ p.; ().

Set nows := max {v, f,p,ary,ar,,d,k}. Clearly, as the reader can sg@: we can derive
from (7.1) an exponential functioexp, of bases and exponent s.t. t < expy(s, s); (i) we
can derive from (7.2) an exponential functierp, of bases and exponent s.t. I < exps(s, s);
and (iii) we can derive from (7.3) an exponential functierp.; of bases and exponens s.t.
cl < expei(s, s).

This in its turn entails thatr is of depth< exp.i(s,s), has states of maximum size
expc1(s,s) and stops after generating either 2expei(s,s) or < expq1(s, s) states in case is
built using or not using the splitting rule, depending in fg;s, for: € [1,4],j € [1, 8]. See Fig-
ure 7.1. Notice that the bourii*P<1(s:5) is a double exponential inand may not be optimal.

Theorem 7.3.2.KBSAT is in NPTime in data complexity foSc™, 3*v3* and 3*v?3*.

Proof. Let £ U A be a set oSc™ clauses (resp3*v3* or 3*v?3* formulas). Consider now a
Ro 5-saturation. Calculu®, 5 decidesSc™ and saturations finitely converge. Assume w.l.0.g.
that> contains no constants and thatis of depthd(A) = 0 and has#(A) distinct constants.
By Lemma 7.3.1 we know that the saturation will be tree-stapé rank< p(#(A)), of size
< 2°(#(2)) and of maximal state of size p(#(A)).

Outline a non-deterministic algorithm foraSAT as follows. Start witiE U A. For each rank
i € [0,p(#(A))] of the saturation, guess/choose a sfate|[0, 2¢]. Notice that the algorithm will
make polynomially many choices it(A). Finally, check, in time polynomial igt(A) whether
L isin the resulting state, and, if no, compute, in time potyia in #(A), a Herbrand model of
YUA. U

7.4 The Positive Fragments

Before looking in detail at KQA and KBSAT for the fragments of English, we study a simpler
case, viz., the case of tipesitive fragmentsThese fragments are defined by eliminating negation,



110 7. The Complexity of Pratt and Third’s Fragments

Fo fragment\ Data complexity of KB SAT

St in NPTime [Th 7.3.2]
F*v3* in NPTime[Th 7.3.2]
Jry23* in NPTime [Th 7.3.2]

Table 7.2: KBSAT data complexity upper bounds fSic*, 3*v3* and3*v23*,

i.e., the generalized negative determiner “no” of meanemesentation, we recall,
APAQ.Vz(P(x) = —Q(x)),

expressingset disjointnesand the Boolean operator “is not” or “does not” for negatM#s, of
meaning representation
AP—-P

from COP, COP+TV, COP+DTV and COP+TV+DTV. This gives risdtte following classes of
meaning representations:

- IS-A\g meaning representations are defined as follows:

P(c)
Qi1 (P(x1), (1))

— IS-AY+TV meaning representations contain, in addition:

S(e,d)
Qiz1(P(z1), x (1))
Q171(P(71), Q272(Q(72), X (71, 72)))

- IS-A\§+DTV meaning representations contain, in addition:

T(e,d, ")
Q1z1(P(21),((71))
Q1x1(P(71), Q222(Q(2), ( (1, 72)))
Q171 (P(z1), Q2r2(Q(22), Q373(N (73), ( (71, 72, 73))))

where(i) P,Q, N, etc., denote unary predicate symbdi3, S, S’, etc., binary symbolgjii)) 7', 7",
etc., ternary symbolgjv) Q;x;(p, %) stands for eithekz;(¢p = ) or 3x;(p A ), (V) x(Z)
denotes a binary atom whefeoccurs free, anfvi) ((z) denotes a ternary atom wheteoccurs
free. Finally, IS-A+TV+DTV is the fragment that subsumes them all. The readdrfind a
diagram describing their relative expressiveness in [Eigus.

Theorem 7.4.1.KBQA is in LSpacein data complexity an8lPTime-complete in combined com-
plexity for IS-A and (U)CQs.KBSAT is also inLSpacein data complexity.

Proof. By definition, 1S-AY, is contained in COP. By Theorem 4.1.15 we know that COP is con-
tained inDL-Lite and a fortiori by Lite English. The result follows from thi®mbined with
Corrollaries 4.3.2 and 4.3.6. MembershipLipacefor KBSAT follows from results foiDL-Lite
knowledge bases [CdW06]. O

Lemma 7.4.2. LetT U A be a set of IS-B+TV meaning representations and a UCQ. We
can transforml’ U A in time polynomial on#(T") into a setl” U A’ of Fo v*3*-sentences s.t.
cert(p, I, A) = cert(p, TV, A').
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Proof. TransformI’ U A into a sefl” U A’ of V*3*-sentences of the forviz(¢(z) = +(z)) and
Vz(p(z) = Jy(z,y)). Start by puttind” := ¢ andA’ := A. Next, for eachy € T,

— if x =Vz(P(z) = Q(z)), thenI” := " U {x},

— if y = 32(P(z) A Q(z)), thenA’ := A’ U {P(c), Q(c)},
— if x = Va(P(z) = ¢(z)), thenl" :=T" U {x},

— if x = 3z(P(z) A p(x)), thenA’ := A" U{P(), o(c)},
— if x =V (P(x)

— if x = 3x(P

(x) ANVy(S(z,y) = Q(x))), then
o A= A'U{P(d)} an
d,y) = Qx))}.

Where( is a fresh Skolem constant. This rewriting procedurelfar A introduces< #(I") new
Skolem constants,, . .. ,c;#(r) and proceeds in time linear i#(T"). We now claim that

= Jy(S(z,y) A Q(y))), thenl” := I U {x},
(

o I':=T"U {Vy(S

IMUA'Ep(e) iff TUAE ¢(e). ()

(=) Assumel” UA’ = (¢) and letZ = TUA. Then we can define an arbitrary expansion
of Z s.t.Z' = T" U A’, which implies, by hypothesis, th#t = T" U A too. Now, ifZ’ is a Skolem
expansion ofZ, thenZ is then the restriction af’ to the language/signature @f Therefore,Z
andZ’ coincide onp(¢), whenceZ = ¢(c).

(<) Assumel’ U A | ¢(¢) and letZ’ be an arbitrary interpretation sX’ = I" U A’. Since
I U A’ is a (partial) Skolem theory, the modelsIdfu A’ are contained by the models BfJ A,
whenceZ’ =T U A and, therefore7’ = ¢(¢). O

In what follows we perform a reduction toBQA in the DATALOG query language, which
is known to be inPTime in data complexity (see [EGDVO01], Theorem 4.4). To this s
we will define a structure that, although not being necelgsanmodel of a knowledge base, can
be, however, homomorphically embedded into its modelsceSime are interested in answering
UCQs, this suffices, because, as we saw in Theorem 3.4.2 frapt€r 3, UCQs are closed under
homomorphisms. This structure is defined usingtheequivalance relation obom that we
introduce below.

Definition 7.4.3. Let I" be a finite set of existentially quantifiddo formulas. Define an equiva-
lence relation~r on Dom by putting:

c ~r ¢ iff there exists an interpretatiah, a formuladyy € I and assignmentg, 7’ s.t.
M) v(y) = ¢, (i) ' (y) = ¢, (iii) Z,7 = pand (V)Z,7 = ¢.

We denote byc] the equivalence class oby ~r, i.e., the se{¢’ € Dom | ¢ ~p ¢'}.

This yields (at most) the followingf(I") equivalence classege:],. . . [cur)]. We denote by
Dom/.... the quotient set cdDom by ~. SetDom’ := Dom U Dom/..... In Lemma 7.4.4 we
consider assignmentsthat map variables to elementsIdom’ and interpretationg = (D, -%)
whereD7; C Dom’. We will also apply the (countable version of the) so-cabebm of choice
(AC) of set theory (see [CL03], Vol. 2, Chapter 7), stated thus:

Let{X;}i>0 be a family of sets. If > 0 andX; # 0, forall i > 1,
then there exists a functian N — (J{X; | « > 1}, known as a (AC)
choice functions.t.c(i) € X;, foralli > 1.
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T T
c c
R? RT \ R? R

Figure 7.2: The interpretatio*.

Lemma 7.4.4.LetT" UA be a set of IS-&+TV meaning representations andz) a UCQ. We can
construct an interpretatiof* over Dom'’ s.t., for all sequence of |z| constantsZ* = o(c) iff
¢ € cert(p, I, A).

Proof. Let IY U A’ be as in Lemma 7.4.2. Consider the sentencek.ifThere are< #(I")
sentencesy, . . ., px vy Of the formy; := Va(p(x) = Jyy(z,y)). Define afinite interpretation
7* by putting

RT" :={(c,[¢]) € adom(A’) x Dom/~. | T'UA’ = R(c,d),i € [1,p]}
U{(c,d) € adomA’) x adonm(A") | T UA’ = R(c, )},

PT" .= {[d] € Dom/.. |[TYUA' = P(¢)}
U{cd € adom(A") [ T"UA" = P()},

for every unary predicat® and every binary predicat® in the signature off U A. It is of domain
Dz« := adom(A’) U Dom/.... We claim that this finite interpretatiah*, that is not necessarily
a model ofl” U A’, is such that

FUA' = g(e) it I7 = (). (1)

(=) We claim thatZ* is a model off” U A’. Clearly, by definitionZ* = A’. Consider now
x € I If x # ¢i, T* = x. Otherwise, whery = ¢; := Va(p(z) = Jyy(z,y)), then, let
~v: {z} — Dz« be an assignment s¥*,v = ¢(x). Observe that)(x,y) := A(y) A R(z,y).
Let ¢ be the constant s.ty(z) = ¢. Define now an assignment: {z,y} — Dz- by putting (i)
7 (x) == ~(z) and(ii) y(y) := [¢]iff I’ UA’" | A(d) A R(c,d). Clearly,y'(y) € AT" and
(v'(x),7'(y)) € RY ,i.e.,T*,7 E v¥(z,y) and a fortioriZ* |= yx andZ* |= I"’. Therefore,
I* = ¢(0).

(<) We prove thatZ* can be homomaorphically mapped to every mafief IV U A’. Since
UCQs are basicallfroZ formulas, which are preserved under homomorphisms (Thegré.2,
Chapter 4), the claim will follow. We can defirieas the identity oveadon(A’). For the other
elements we apply the following argument. Notice that fergwsentenceps, . .., pury € TV,
there might be> 1 elementsc € Dz bound to the existentially quantified variakjeby some
assignmenty (i.e., s.t.y(y) := ¢). Letc be a choice function fron1,... ,#(I")} to[c;]U--- U
[cum)] (i.e., s.t.c(i) € [¢;], forall i € [1,#(T")]). Modulo (AC), we can assume thatmakes
always the “right” choice. Thus, we s&f[c;]) := c(i), fori € [1,#(T")]. This is depicted by
Figure 7.2.

Finally, by combining f) with Lemma 7.4.2 we close the proof. O
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Theorem 7.4.5.KBQA is in PTime in data complexity for IS—?&TV and UCQs.

Proof. LetT" U A be a set of IS—)§+TV meaning representations. Le(z) be a UCQ. Let

¢ € Dom!. LetT' U A be as in Lemma 7.4.2 arffl as in Lemma 7.4.4 We now show that
there exists a a positiV®ATALOG programPy, such that, for alt € Dom, ¢ € cert(p, ', A)

iff ¢ € PL/(A'), by showing thaf* is essentially the minimal model of this program up to homo-
morphical equivalence.

Notice thaty(Z) is already a positivd) ATALOG goal. Notice too that\’ is a set of positive
DATALOG ground facts. Thus, we only need to take card'of Recall that inI” there are
at most#(I"”) sentences of the formp; := Vz(p(z) = Jyy(z,y)). Replace eachp; with
¢ = Vx(p(r) = Y(x,c,)) whered, is a fresh Skolem constant, yieldidyf. By clausifyingI'™*
we obtain a set of positivBIATALOG rules. Denote byPy, the resulting program. We now claim
that

I Ep(e) it cePh(A) ()

(=) Let* be the least Herbrand model Bf, U A’. Defineh as the identity oveadon(A)
and put, for eachh < i < #(IV), h([c;]) := ¢,. Clearly,h is an homomorphism frorE* to #H*.
ThereforeH* |= ¢(¢) (since UCQs are closed under homomorphisms) and a fortiorP, (A'),
as desired.

(<) By hypothesisH* = ¢(c). Define an homomorphisrh from H* to Z* as the identity
overadomA) and by putting, for each < i < #(I"), h(c}) := [¢;]. Again, as UCQs are closed
under homomorphisms, the claim follows.

Define now a query answering algorithm for IQ}-NV and UCQs as follows. Giveh U A,

v and tuplec:

1. compute, in time constant i#t(A), I" U A,
2. compute, in time constant i(A), Pf,, and
3. check, in time polynomial ig4(A’) and a fortiori in#+(A’), whetherc € P, (A').

That this algorithm is sound and complete can be proven thus:

cecert(p,I'A) iff I = () (by Lemma7.4.4
iff ¢ePL(A) (by (D)

Which means that checking whethers an answer can be done in time polynomial#0A).
This closes the proof. O

Remark 7.4.6. If we replace “every” with “only” in predicate position, theKBQA becomes
NLSpacecomplete for IS-,§+TV. On the one hand, Calvanese et al. show in [€OE] (by
reduction from the reachability problem for directed gra)ptihat any logic capable of express-
ing Fo sentences of the forvz(P(z) = Vy(S(z,y) = Q(y)), or, equivalently, of the form
Vz(3y(S(y,z) A P(y) = Q(x), is NLSpacehard for KBQA. We can express such assertions
with sentences of the form “Ever S's only Qs”, whence the lower bound. We recall that mean-
ing representations for “only” (a.k.aniversal restrictionsare of the form

APAQVz(Q(x) = P(x))

(notice thatP and( get inverted). On the other hand, it turns out that all of thening represen-
tations generated by our fragment would be linBXTALOG rules, goals and facts andsiQA
for linear DATALOG is in NLSpace(see [EGDV01], Theorem 4.3).

Corollary 7.4.7. The combined complexity ¢fBQA for IS-AY+TV meaning representations and
(U)CQsNPTime-complete.
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7.5 The Fragments of English.

We now turn to Pratt and Third’s fragments of English. In [RI8] they show how to design
resolution procedures to decideiS(see also Table 2.2 in Chapter 4), which imply as corrollary,
tight complexity bounds for the combined complexity o8 8AT and lower bounds for, again the
combined complexity of KQA. In this section we complement these results with data cexitpl
results for KBSAT and KBQA and with complexity upper bounds for the combined compjexit
KBQA. In Figure 7.3 the relative expressive power of the fragméntspelled out. Note also
that, by definition, the positive fragment ISjAs subsumed by COP, ISTATV by COP+TV,
IS-AY+DTV by COP+DTV and IS-A+TV+DTV and by COP+TV+DTV. Unrestricted resolution
does not terminate on even some of the simplest fragmentagisih.

Proposition 7.5.1. Unrestricted resolution does not terminate on COP+TV megméepresenta-
tions.

Proof. Consider the COP+TV sentences “Every man trusts some md®&ry male is a man.”
and “John is a male.”, their meaning representations andigiuses thereof derivable:

r— Man(z) V Trustgz, f(z)), Man(x) v Male(f(x)),
B { Male(z) v Man(z), Man(John) } '

ThenI'™ is infinite, since{Man(f*(John) | i € N} C I"*®. O

However, an important Lemma by Pratt and Third in [PHTOG6} tha state below, allows us to
reduce AT to SAT for unaryclauses fron8c™ and apply the (terminating) resolution procedures
from Table 7.1 to derive complexity upper bounds.

Lemma 7.5.2([PHT06], Lemma 4.5) LetI" be a set of clauses obtained by Skolemization and
clausification from COP+TV+DTV+Rel meaning representatidor any fragment thereof). Then,
we can construct in time polynomial ga(T"), a setl’,, of unary clauses (of dep(T",,) > d(I"))
s.t.T" is satisfiable iffi",, is satisfiable.

For studying in particular EQA for the positive fragments and the fragments of English, we
consider in this section three classes of queries:

— UCQs,
— TCQs and
— generalized tree shaped queries (GTCQs)

where GTCQs are defined thus:

Definition 7.5.3. A generalized tree-shaped conjunctive quéBT CQ) ¢(z) is a query of arity
n = 1 defined as follows:

@(x) = P(z) | 3yS(x,y) | Fy32T(z,y,2) | &' (x) A" (2)
| 3y(S(@,y) A(y)) | 3232(T(2,y,2) A @' (y) A" (2))

which is basically the generalization of TCQs to signatBés = (0,0, R) whereR contains
both binary and ternary predicate symbols.

(GTCQ)

7.5.1 Fragments with Tractable Data Complexity

Theorem 7.5.4. KBQA is in PTime in data complexity for COP+TV meaning representations
and UCQs.
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Figure 7.3: Comparative expressive power of the fragments of Englisie.tdp diagram shows tmeinimal

undecidable fragments [PHTO6].
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Proof. LetT" U A be a set of COP+TV meaning representationg UCQ of arityn and body
©(z), andc be a sequence of constants. Considdr. We say that a sentengec T' is positive
denotedy™, if ¢ is of the form

Va(p(r) = ¥(x), Va(e(r) = Vyp(z,y)), or Va(e(r) = 3yib(z,y))

We say thaty is negative denotedso—, wheny is of the form

Va(o(z) = p(x)), Va(e(r) = Vyp(z,y)), or Va(p(z)= -Iyd(z,y)).

The facts inA are treated similarly. This induces a partitioninglbinto '™ U '~ and of A into
AT UA~. We claim that, iflT U A is satisfiable, then it holds that

cecert(p,I',A) iff cccert(qg,I'T,AT). )

Assume thal’ U A is satisfiable. The<) direction is immediate, sincB™ U AT C T U A.
To prove the converse, suppose for contradiction thdtcert(o, ', AT). Then, there exists a
modelZ of I't U A™ s.t. Z |~ ¢(c). On the other hand, since by assumptibn) A is satisfiable
ande € cert(p, I, A), then for some modél’ of ' U A, 7’ |= ¢(¢). Define an homomorphisiia
from Z’ to Z by putting:

— on the one handi(c) := ¢, for all ¢ € adon{A) (notice thatadon{A) is a subset of bot
andDz/), and

— for all ¢;,¢c; € Dp \ adom(A), if (c1,c2) € RY, h(c;) := the least (w.r.t. lexicographic
ordering)c; € Dz, fori = 1,2, s.t.(c}, ¢;) € RZ.

ClearlyZ' —;, Z, whence, since UCQs are closed under homomorphisms (The®m?2), it
follows thatZ = ¢(¢). Contradiction.

Notice tha"+ UA™ is now a set of IS-A+TV meaning representations to which we can apply
the (query answering) algorithm sketched in Theorem 7.#48nce, sketch a query answering
algorithm for COP+TV as follows. Givehi U A, ¢ and sequence

1. check, in time polynomial ig:(A), whetherl” U A is satisfiable,

2. if it is unsatisfiable, answer yes,

3. otherwise, check, in time polynomial #2(A™) and a fortiori in#(A), whether it is the case
thatc € cert(p, It A™).

This algorithm (on the grounds of)j is trivially sound and complete and runs in time polyndmia

in #(A). O

The theorem sketches also BIPTime algorithm in combined complexity. SinceBQA is
bounded below by &r in combined complexity, it follows from Table 2.2, Chaptetizat:

Corollary 7.5.5. KBQA is NPTime-complete in combined complexity for COP+TV and (U)CQs
Theorem 7.5.6. KBSAT is in LSpacein data complexity for

1. COP+TV and

2. COP+TV+DTV.

Proof. Consider a sel' U A of COP+TV+DTV and/or COP+TV meaning representations (with
no cycles). Since we are interested only in data complexigycan assume to be fixed. Lef
be the(i) Skolemization andii) clausification ofl" (this can be done in constant time, sifdcés
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fixed). Clearly,A° = A. Pratt and Third in [PHT06] show that the clause§{hu A< are of the
form

P(c) +L
P(x)V +Q(z) —|P(m) V +L(z) = COP+TV
P(x)V Q(f(x)) —-P(x)V-Q(y)V *L(z,y) = COP+TV+DTV
Plz) v -Q(y) v ﬂN( ) £ L(z,y, 2)
P(x) vV =Q(y) vV N(g(z,y))

where L(z) denotes a unary, binary or ternary literal over the varmlste COP+TV meaning
representations use unary and binary relation symbolsfeakeCOP+TV+DTV meaning repre-
sentations make use of unary, binary and ternary relatiorbsis. For examplel,, which contains
no free variables, can be of the forR{c), R(c, '), P(f(c)), etc.

We can assume w.l.o.g\“ to contain only positive ground atoms, since, similarly he t
proof of Theorem 4.1.15 from Chapter 5, we can “define out” gatigee binary ground atom
(unary atoms are dealt with similarly)R(c, ¢’) by introducing a fresh relatiof, a disjointness
rule ~R(x,y) vV ~S(x,%) and, finally, (i) replacing every occurrence & by S in T and (i)
replacing the atom-R(c, ') by S(c,¢’). This transformation does not affect data complexity,
since it does not affect tuples of constants.

To prove claim(1) we reason as follows. Observe that COP+TV clauses satisffotlowing
properties:

— all literals are covering and
— literals are either monadic or, if is not monadic in clausé€’, thenVar(C) = Var(L),

which imply thatl'? U A® C Sc*. In addition, by inspection, we can see that applyingrése
factandcondrules results irfi) clause length not growing beyond some finite bolrdN and(ii)
covering clauses. Therefore, the A-ordered resolutiooubad R, 4, from Table 7.1 is a decision
procedure for such clauses, sineg prevents clause depth from growing beyond some finite
boundd € N. Moreover, since ground atoni¥c), R(c, ¢') € A are of null depth (and so are the
ground atoms generated when resolving clauses from sbfélywe can apply the “separation”
Lemma 7.1.6 and saturate fild¥, yielding the finite saturation (that does not depend on #ie)d
(Pcl)oo

Inconsistency inI'“)> U A may arise by(i) conflicting constraints ifI"*)> or by (i) the
data inA“ being in conflict with the constraints i{T"!)>, in which casel would be derived in
at mostO(#(A)) steps. Now, checking whethéF)> is independant from the data ik and
can be done in time constant #4(A). In addition to this, it is clear thaA can be saved in a
register using at mod (1log #(A)) space. Hence, an algorithm checking for the satisfiabifity o
((Th> U A)>, and hence of U A, would proceed by loopin@® (#(A4)) times overA¢ until
either_L is derived or no other derivation steps are possible.

The proof of claim(2) is similar. COP+TV+DTYV clauses satisfy the following progye

— literals are either monadic or, if is not monadic in claus€’, thenVar(C') = Var(L)

although they may not be covering, i.e., there might be sdmeseC with a literal +L(z, y) :=
+L'(x,y, f(x)) which isnot covering (even thougWar(C) = Var(L'). However, they are still
contained ifSc™ and A-ordered resolution can be used to deci@SKT.

Indeed, literall’(z, y, f(z)) is almost monadion x, hence, applyingNlon) would yield the
covering literalL’ (z, z, f(z)) (recall that by Theorem 7.2.7, addinglgn) to R4 with condand,
possibly,split, gives rise to sound and refutation-complete calcul§er-). On the other hand, by
inspection we can see that resolution does not make thehlefigtauses increase beyond a finite
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bound! € N. To control the deptld we use the A-ordered resolution calculds 5. Thereafter
we reason as before, applying Lemma 7.1.6. O

Corollary 7.5.7. The data complexity oKBSAT is in LSpacefor IS-AJ+TV, IS—AZ+DTV and
IS-AY+TV+DTV.

Theorem 7.5.8. The data complexity dKBSAT is in LSpacefor COP+Rel.

Proof. Let ¥ U A be a set of COP+Rel meaning representations, wheeefixed (and#(X) a
constant) and 1eE¢ U A be their clausification and Skolemizatiof¢ U A can be computed
in O(log#(A)) space. This gives way t8(A) + k constants, for some fixed integer< #(X).
Now, the clauses im U A are

— monadic, and
— ifin X, Boolean combinations of unary atoms over the single vhriapand containing no
function symbols.

Thus, satisfiability (by the Herbrand theorem) reduces tthkHed satisfiability and propo-
sitional satisfiability, by computinGR(X, A%), i.e., the set of propositional clauses resulting
from grounding the clauses B with the constants: ¢ adon{A“)!. SinceY is fixed, the
# () - #(A°) groundings can be stored usi@1og #(A)) space.

Let p be the number of unary predicates occurring among the danse; as such it is a
constant that depends @if’. Since the Herbrand domaiiDy,i ;x of ¢ U A is adom(A) U
{c1,...,cx}, the Herbrand badéBy..; 5« IS Of sizep - #(A) + k and can be stored, again, using
O(log#(A)) space.

The models, that is, the truth value assignmeiitsfor GR(X, A%) are essentially the Her-
brand modelg{ C HBy.i 5« Of £ U A9, since

é(ppy) =1 it P(c) €H,

of which < 20 #(2)+F (j.e., finitely many) of size< p - #(A) + k exist, each of which can be
stored using at mo€d (1log #(A)) space.

A satisfiability checking algorithm will loop through suchace of< 2P #(2)+ tryth value
assigments until somg D A st H = < js found, in which case it would return “true”,
or else, if no such model exists, it will return “false” aft&s last iteration. As it would at most
O(log#(A)) space, the result follows. O

7.5.2 Fragments with Intractable Data Complexity
Lemma 7.5.9. KBQA is coNPTime-hard in data complexity for COP+Rel and TCQs.

Proof. We define a reduction from 2+243 (recall Chapter 6, Section 5.5). Lgt:= iy A- - - Ay
be a 2+2-formula over the propositional atoAtéy) := {l1, ..., L,, } where, fori € [1, k],

Vi = pit V piz V i V g

is a disjunction of two non-negated and two negated prapasit atoms from{ly, ..., [, }.

To encodey, we give ourselves four transitive verhs; (for “has as first negative atom”),
N5 (for “has as second negative atomB, (for “has as first positive atom”) ang&, (for “has as
second negative atom”), plus the nousigfor “atom”), A, (for “false atom”) andA; (for “true
atom”). For each conjunat; in ¢, fori € [1, k], we introduce a proper namgand a proper name
[ for everyl € At(¢)).

We encode) into

The ground aton(c) is encoded by the propositional atQm.).
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p11is anA. pisisanA. nqp isanA. nig isanA.

D1 1S anA. ppo IS anA. ny is anA. nyo is anA.
Cc1 Plspn. Cc1 P25p12. c1 N1Snyi. g NaSnqa.

Ck Plspkl. Ck PgSpkg. Ck lenkl. Ck N2Snk2.

\

and consider, resp., the sentences and the TCQ

S = No A is not anA; that is not anA;.
" | NoA;isanA;. NoAyisanA,.

p = Jady(Pi(zy) A Ap(y) A3z(Palz, 2) A Ap(2))A
Jw(Ni(x,w) A A(w)) A Fu(Na(z,v) A Ar(v))).
Observe thap could have been expressed by the GCQ-English que§tioriDoes somebody
P, someAy and P, someA and N, someA; and N, someA;?”. We now claim that

¢ is satisfiable  iff  T(SUF,) K¢ O]

(=) Suppose that is satisfiable and le(-) be such model (a truth assignment). Then, for all
i€ [1,k], 0(¢;) = 1,1.e.,8(pi1) = 1 0rd(pi2) = 1ordo(n;1) = 0o0rd(ne) = 0. Given this, we
can construct an interpretatidh= (Dz, 1) s.t.Z = 7(S U F,) butZ = ¢ as follows:

- Dz := {ci,pij,nij ’ 1€ [1,k],j = 1,2},

- AT ={leAty) | Al) € T(Fy)},

= PZim {(cypij) | Pylespig) € 7(Fo)vi € (LA},
— N7 = {(ci,ni5) | Nj(ci,nig) € 7(Fy),i € [L K]},
— A} = {le A |4(l) = 0} and

— AT = {le AT | §(l) = 1}.

(<) LetZ be a modet (S U Fy) of s.t. Z, v [~ ¢ for all v. We want to show that there exists
atad(-) s.t.o(y) = 1. Letd: At(yp) — {0, 1} be the truth assignment s.t.

s(y=1 iff 1€ Al

Now, by assumptioT, v [~ ¢, for all v. This implies, for alli € [1, k], that eitherp;; ¢ A? or
pia & A% orng & Af orngs & Af. Now, recall thatZ |= 7(S), wherer(S) contains the axioms

Vo(A(x) = A(z) V Ap(x)), Vo(Al(x) = -Af(x)),
Va(Ap(z) = ~Ai(2))

that “say” that an atom is either true or false, but not botente ifp;; ¢ Aif, then, by definition
of §(-), 8(p;1) = 1 and similarly for the other cases. Therefaféy;) = 1, for all i € [1, k], and
thuso(y) = 1. O

Lemma 7.5.10. KBQA is coNPTimehard in data complexity for COP+Rel+DTV and GTCQs.

Proof. The coNPTime data complexity lower bound for COP+Rel+DTV follows also fegluc-
tion from 2+2-xT, by considering the following minor adjustments to the wiuin defined in
Lemma 7.5.9. Leaveé unchanged. Regarding and 7, proceed as follows. Instead of con-
sideringN; and P;, for j = 1,2, binary, we consider the®T Vs expressingernary predicate
symbols. As such, whenever, fbe [1, k], p;1 V pi, V —ni1 V —n4e is one of thek conjunctsy; of
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a 2+2 formulay over the propsitional atomdy, ..., 1, }, add the factsé; PiSp;; to¢;”, “¢; PaS
pi2 toc”, “¢; N1sn; toc” and “c; Nasn;p to ¢’ to Fy, wherec is a “dummy”Pn different from
every othePn in adon{F). Finally, consider the GTCQ

¢ = JaIy(Pi(z,y,c) NAp(y)) A Jz(Pe(z, z,¢) AN Ap(2))A
Jw(Ni(z,w,c) A Ay(w)) A Fu(Na(z,v,c) A Ar(v))).

The remainder of the proof is analogous to that for COP+ReMaDQs. O
Lemma 7.5.11.KBQA is in coNPTimein data complexity for COP+Rel+TV+DTV and GTCQs.

Proof. Observe that GTCQg are expressible by COP+Rel+TV+DTV meaning representsition
(it is trivial to extend its grammar to express such formatrigs). Also, the negationy of a
GCTQ is expressible in COP+Rel+TV+DTV. Thus, given a Bet A of COP+Rel+TV+DTV
meaning representations and a GTEQt is immediate to see that

FTUAEe iff TUAU{—y}is unsatisfiable. 10

Moreover, such a reduction is constant#iA). If we where able to reducE U A U {—¢}
to a set ofSc™ clauses and apply Theorem 7.3.2, we would dericeldPTime data complexity
(upper) bound for answering (G)TCQs.

Pratt and Third in [PHTO06] show that COP+Rel+TV+DTV meaniagresentations iclausal
form have one of the following forms:

P(c) +L

P(z) VvV +Q(x) P(z)V iL(x)

P(x) v iQ(ﬂﬂ) VN(z) —P(x)V=Q(y) Vv iL(w y)

Px) v Q(f(x)) P(x) v =Q(y) V ~N(2) V +L(z,y, 2)

~P(z) v ﬁQ( )V N(g(z,y))

whereL(z) denotes as before a unary, binary or ternary literal ovevahablesz.

By applying Pratt and Third’s Lemma 7.52,U A U {—¢} can be transformed into a set of
unary clausesk’® := ' U A% U {¢¢!}. By inspection, one can see that, for all clauskis K¢
and all literalsL € Lit(C),

— either#(Var(L)) < 1 or
— Var(L) = Var(C).

Thus,Kff is a set ofSct clauses. Thereafter, A-ordered resolution with monaitinaand
splitting (e.g.,R3s) can be used to guess a saturatigff, which we can then ground in time
polynomial in, ultimately#(A) and check for satisfiability, by guessing a truth assignment
again, in time polynomial ig£(A). Hence, KBQA is in coNPTime O

Theorem 7.5.12. The data complexity oKBQA is coNPTime-complete for the following frag-
ments: COP+Rel, COP+Rel+DTV, COP+Rel+DTV and COP+Rel+TVHV.

Proof. The hardness follows from Lemma 7.5.9. Membership followsfLemma 7.5.11. O

Theorem 7.5.13.The data complexity oKBSAT is NPTime-complete for the following frag-
ments: COP+Rel+TV, COP+Rel+DTV and COP+Rel+TV+DTV.

Proof. Membership ilNPTime for COP+Rel+TV and COP+Rel+TV+DTYV is derived as follows.
Consider a seff U A of COP+Rel+TV or COP+Rel+TV+DTV meaning representaticBiRusi-
fying such meaning representations can be done in timeaainist#(A). By Lemma 7.5.2, we
know that we can reduce, in time polynomial#{A), their satisfiability to that of a sét, U A,
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of monadic clauses. By inspection we can moreover obseatestith classes belong to tie™
class. We can now apply Theorem 7.3.2, whence it followsKIeSAT is in NPTime.

On the other hand\PTime-hardness for the fragments COP+Rel+TV, COP+Rel+DTV and
COP+Rel+TV+DTV can be inferred by a reduction from tHETime-complete 2+2-&T prob-
lem (by means of proofs analogous to those faQ). O

7.5.3 Combined Complexity

Theorem 7.5.14. The combined complexity &§8QA for arbitrary CQs isNPTime-hard for the
six fragments IS-&+ TV, IS-A+DTV, IS-Al+TV+DTV, COP+TV, COP+DTV and COP+TV+DTV.

Proof. Checking whether a tupleis an answer to CQ over an arbitrary databage/set.F of
facts isNPTime-hard inD/F and¢ (with O/S empty, by reduction from, e.g., thBPTime-
complete graph homomorphism problem (recall the proof &orem 4.3.1 from Chapter 5). This
lower bound propagates to all the fragments. O

Theorem 7.5.15[PHT06, PHO8b, PHMO09, PHOQ])The combined complexity 6B SAT is

1. inNLSpacefor IS-AY and COP,

NLSpacecomplete for IS-A+TV and COP+TV,

in PTime for the fragments ISDTYV, IS-Al+TV+DTV, COP+DTV and COP+TV+DTYV,
NPTime-complete for COP+Rael,

ExpTime-complete for COP+Rel+TV, and

NExpTime-complete for COP+Rel+DTV+TV

o gk wN

Proof. The proof is in all cases immediateBISAT for all those fragments is polynomially equiv-
alent in combined complexity toA$, whose computational complexity for the fragments consid-
ered is well-known.

TheNLSpaceupper bound for IS-A, IS-AY+TV, COP and COP+TV follows from [PHT06].
See Table 2.2, Chapter 4.

The NLSpace lower bound for IS-,§+TV and COP+TV follows from [PHO08b], Theorem
4.11, where a reduction from tidLSpacecomplete reachability problem for directed graphs is
sketched. However, since the instance (i.e., the direatagphy is encoded there without making
use of COP+TV sentences with negations, the reduction fadédsfor IS-A§+TV.

The fragments IS-A+DTV, IS-AY+TV+DTV, COP+DTV are all contained in COP+TV+DTV.
Since [PHTO6] shows thatAS is in PTime for COP+TV+DTYV, the result follows again from Ta-
ble 2.2.

Finally, the computational properties for COP+Rel, COPHR¥ and COP+Rel+DTV+TV
are, yet again, trivial corollaries of Table 2.2. O

Theorem 7.5.16.The combined complexity &8QA when we consider TCQs is

1. coNPTimehard for COP+Rel,
2. ExpTime-complete for COP+Rel+TV, and
3. coNExpTime-hard COP+Rel+DTV and COP+Rel+DTV+TV.

Proof. We can reduce & for all these fragments (see, again, Table 2.2 from Chapter dsQA
by reusing the reduction defined in the proof of Theorem 7.5This, added to the observation
that coExpTime = ExpTime (i.e., this decision class is closed under complement)igaghe
lower bounds.
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The membership ifExpTime for COP+Rel+TV follows from the fact thgt) TCQs can be
expressed by COP+Rel+TV by some minor adjustments to itamar, extending its coverage to
questions, andi) by observing that COP+Rel+TV is closed under negation (sdxeT2.1 from
Chapter 4). Lel’ U A be a set of COP+Rel+TV meaning representatierssconstant ang(z) a
TCQ. Then, clearly' U A = ¢(c) iff T U A U {—p(c)} is unsatisfiable. Since (un)satisfiability
for COP+Rel+TV is inExpTime, we conclude. O

7.5.4 Undecidable Fragments

Proposition 7.5.17.KBQA is undecidable for COP+Rel+TV+GA, COP+Rel+TV+DTV+GA and
COP+Rel+TV+DTV+RA and atomic queries.

Proof. We reduce the satisfiability problem for these fragments #8@QK’s complement. We will
consider only the case for COP+Rel+TV+GA, since the otheramalogous. Lel’ U A be a
set of COP+Rel+TV+GA meaning representations. Consider the two COP+Rel+TV+GA
sentenceqj) “No Pis a@.” and(ii) “cis anP.”, and the (Boolean) atomic que€y(c). Then, for
all groundingso,

Fr'uAu{r(NoPisaQ.),7(cisanP.)} = po iff T UA issatisfiable. 0

(<) If T'U A is satisfiable, then there exists and interpretafiont. Z = I' U A. Suppose
for contradiction thaf® U A U {7(No AisaB.),7(cisanA.)} = o, i.e., that it holds that
Fr'uAuU{vz(A(z) = -B(x)),A(c)} = B(c). ThenZ = B(c) andZ [~ B(c), which is absurd.

(=)fTUAuU{r(NoPisaQ.),7(cisanP.)} ~ ¢o, then there exists an interpretatidn
stZETUAU{r(NoPisaQ.),7(cisanP.)} andZ j~ B(c). This implies thatZ =T U A,
for some interpretatiof. ThereforeI' U A is satisfiable.

Since by Table 2.2 from Chapter 5 we know that COP+Rel+TV+6&Ardecidable for &r,
this closes the proof. O

7.5.5 Enriching the Interrogative and Declarative Fragmers

Tilings are a family of combinatorial problems which haveebevidely used to prove the unde-
cidability of several fragments dfo and of a wide variety of decision problems. tiing grid

or grid is a tuple7T = (T,V,H), whereT := {ci,...,c} is a finite set ofk tilesandV and
H are binary relations oveF, called, resp., theertical and horizontal relations. Atiling is a
functiont: N x N — T that verifies the horizontal and vertical constraints, f@. all i, 7 € N,
(t(i,7),t(i,7 + 1)) € Hand(t(s,7),t(: + 1,4)) € V. See [GGBO1], Appendix A, for a general
introduction to tilings.

Definition 7.5.18. The unbounded tiling problen{Tp) is the undecidable decision problem de-
fined by

— Input: agrid7 = (T,V,H).
— Question: does a tilingt exist for7?

lan Pratt in [PHO8b] shows thatBQA for Fo? and CQs is undecidable by a reduction from
TpP. The same technique is used in [PHTO06] to shown tlatf6r COP+Rel+TV+GA is undecid-
able. In this subsection we show a similar result for COP+R¥lFRA meaning representations
and CQs by adapting his proof (i.e., his reduction) to COR+Ré+RA with indeterminate pro-

nouns viz., “anybody”, “somebody”, etc., of semantics

APt Y P(z) and AP .32°P(2).
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Lemma 7.5.19. There exists a sef; U Fr of COP+Rel+TV+RA sentences and a questign
expressing a CQ, s.t., for every tiling gri there exists a tiling for 7 iff 7(S7 U Fr) = 7(Q)

Proof. Let7 = (T, V,H) be atiling grid ofk + 1 tiles T := {¢y, ..., ¢t} andT andV (horizontal
and vertical) relations ovef. We can encodd with a setSy U Fr of COP+Rel+TV+RA
sentences as follows.

We start by defining the s&;- that encodes the tiling horizontal and vertical constgiiihe
transitive verbsH and V' encode the horizontdll and verticalV relations resp., whereas each
nounC; encodes a tile; € T, fori € [0, k],:

Everything H's something. (7.4)
EverythingV’s something. (7.5)
Forall0 < i < j < k: Anything that is not &C; is aC}. (7.6)
Forall0 <i < j <k:NoCjisaC;. (7.7)
Forall(c,d) ¢ V: Everybody whoH's somebody is &'
Everybody who isifd by somebody is &". (7.8)
Forall(c, ) ¢ H: Everybody Whovs somebody is 67 / (7.9)
Everybody who i3/d by somebody is &".
Everybody whoH s somebody does néf him. (7.10)

Everybody who does ndif somebodyH’s him.

Next, we defineF, that encodes the tiling proper:

cois aCy. coHsScy.
Fr = : :
c is aCy. cr_1HSscp.

Consider now the following Y/N-question that asks whetthere exist (at least) four tiles for
which the grid is not closed (grid closure is a necessary itiondor a tiling to exist), question

@ := Does somebody somebody whd’s somebody antl’ somebody
such that the latteH s the former?

Whose meaning representatio(1)) is the CQ
¢ = FxIyIzFw(H (x,y) AV (y,w) AV (z,2) AN H(z,w)),
Consider now thd'o sentence
X = Va,y,z,w(H(z,y) NV(z,z) NV (y,w) = H(z,w))

and notice that the sentences in (7.10) friSmexpress an (explicit) definition faif, that is, that
the meaning representation

7(Everybody who does na¥ somebodyH’s him.)
and the meaning representation

7(Everybody whoH's somebody does néf him.)
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H
Ci,j+1 Cit1,5+1 Cig4+1 7 > Cit1,5+1
V] ] \% V] ]V
Ci,j o it Cijg = g CitLi
(%) (x)

Figure 7.4: Sentence closes the grid, whereas quesyeaves it open.

together imply théF'o axiom¢ := Vx,y(H(x,y) < —H(z,y)) and a fortiori imply that- (S U
F7) W= ¢ holds iff 7(S7 U Fr) U {x} has a model.
We now claim that

7(SrUFr)U{x} has amodel iff there exists a tilingor 7. 1)

(=) LetZ = (Dz, 1) be a model of-(S7 U Fr) U {x}. Define a mapping: N x N — Dz
recursively as follows:

— Fori € [0, k], f(i,0) := cF.
— Fori >k, f(i +1,0) := somecs.t. (f(i,0),c) € HL.
— Fori >k, >0, f(i+ 1,5+ 1) := somecs.t. (f(i,4),c) € HE.

Now, f is well-defined since(i) any grid point has always af*-succesor (sinc€ =
7((7.4)) A 7((7.5))), (ii) the grid is always closed (sincg |= x) and (i) H” is non-empty
(sinceZ = Fr). Furthemore, by observing thatis modulo7(-) both a a model of (7.6)—(7.10)
and a model ofy (and that henc& [~ ), one can prove by double induction 6j) € N x N
that

- (f(i,4), f(i,j + 1)) € H? and
- (f(Z,]),f(Z + 17])) € VI;

that is, f satisfies the horizontal and vertical constraints. Fingdlgefine the tiling: NxN — T
we put, for all(i, j) € N x N,

t(i,5) == ciff f(i,j) € CT.

(<) For the converse let be a tiling for7 = (T,V,H). We have to build a modd s.t.
7 = 7(S7 U Fr) andZ [~ ¢. DefineZ as follows:

— Dz:=NxN.

— HT = {((6,J), i, + 1)) € Dz x Dz | ((15), (2 +1)) € H}.
-Vvi= {((27])7(1 + 17])) €Dz xDz ’ ((17])7(2 + 17])) € V}
— CF .= {(i,0) € Dz | c;isaC; € Fr}, fori € [0,n].

— ¢ = (i,0), fori € [0,7].
- HT — (DI % DI)\HI.

Clearly,Z is the model we are looking for. O

Theorem 7.5.20.KBQA is undecidable for COP+Rel+TV+RA when we consider arbigr&Qs.
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The Fragments of English.

uawsibely aAsod ay) pue ysijbu3 Jo syuswbely syl Jo) " pue vOEY €'/ a|qel

[eT'G'2 y1] @18dwod-awi 1 NET G2 YL] 819|dwod-swi] NOD A L+A LA+9H+d0OD

[eT'G'2 yl] @19dwod-awi ] ANET'S 2 UL] 819|dwod-swi] dNOD|| ALA+I9H+d0OD

[eT'G'2 y1] @18dwoo-swil dN| [A80Hd] 818]dwod-8wI1 dNOD||  AL+[@H+d0D
[8'5°2 yl]eoedsT ul| [g80Hd] 818|dwoo-8wWi 4NOD [94+d0D

1vsay sOOL(D)-vOa
ereq

[9°'G'2 y1]eoeds Ul "V'N|ALJ+AL+dOD

[9°'G'2 yL]eoedsTul| [y'g2 yL]awild ul|  AL+dOD

[9°'G'2 yl1]eoeds Uz e Yl]ededs ul doD

1vsay sOON-vOEM
eleq [
[901Hd] awiid ui [S6AHV] prey-awi AN [9°G 2 y1]ededsT ul "V'N|[ALQ+AL+5V-SI
[901Hd] awiid ul [S6AHV] prey-awi AN [9°G 2 y1]ededsT ul 'V'N|| ALQ+5V-SI
[60NHd] 818|dwooededSINY ¥ YLl a1ejdwod-awil dN [2°€'v YLleoedsT ul| [z yLlswild ul|  AL+5V-SI
[60WHd]29edSTIN Uf[ "2 Y] d18|dwod-awii dN [T v yL]eoeds ul[T v/ yl]aoeds ul fv-SI
vsay sOO(N)-vOe lvsay sOON-vOe M
paulquio) rleq
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I Combined
KBQA-(U)CQs KBSAT
NPTime-complete [Th 4.3.6]Jn NLSpace[PHMQ9]
OO_u+.2 NPTime-complete [Th 7.5.5NLSpacecomplete [PHMQ9]
COP+TV+DTV||NPTime-hard [AHV95] in PTime [PHTO6]

Combined
KBQA-(G)TCQs KBSAT
COP+Rel coNPTime-hard [PHT06] |NPTime-complete [PHTO6]
COP+Rel+TV | ExpTime-complete [PHTOGExpTime-complete [PHTO6]
COP+Rel+DTV |[coNExpTime-hard [PHTO6]NExpTime-complete [PHTO6]
COP+Rel+DTV+TV|coNExpTime-hard [PHTO6] NExpTime-complete [PHTO6]

|KBQA-Atomic query  |SAT
COP+Rel+TV+GA | Undecidable [Prop 7.5.1[d)Jndecidable [PHTO6]
COP+Rel+DTV+TV+RA|Undecidable [Prop 7.5.1jfJndecidable [PHT06]
COP+Rel+DTV+TV+GA/Undecidable [Prop 7.5.1[d)ndecidable [PHTO6]

|KBQA-CQs | SAT
COP+Rel+TV+RA|Undecidable [Th 7.5.20ExpTime-complete [PHT06]

Table 7.4: KBQA and KBSAT for the fragments of English and the positive fragmentsdcnt
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7.6 Summary

In this chapter we have studied the data complexity BEKT and of KBQA in combination with
(T)CQs for the fragments of English. Since the expresss®id the fragments of English is or-
thogonal to that of known ontology languages, instead afguséchnigues coming from ontology
languages, we chose instead the following strategy.

On the one hand, we studied the computational complexitiiexfa problems for the so-called
positive fragments (the fragments of English without niegt and showed that we can reduce
KBQA for COP+TV to that of its positive counterpart, IS:?{ATV and this one tdDATALOG, for
which data compelxity is known to be tractable.

RegardingNPTime-hard and/ocoNPTime-hard (though decidable) fragments of English, we
made use of resolution decision procedures in the spiribyidr that, we show, decide tR&v3*,
3*v23* andSc™ classes in time non-deterministic polynomial in the nundferonstants of their
input knowledge bases or clause sets to deNRTime and coNPTime data complexity upper
bounds. This result can be applied to COP+TV+Rel, COP+DT&f+#Rd COP+TV+DTV+Rel
modulo a reduction (shown in [PHTO06]) of their meaning reprdations to the monadic case that,
we show, reduces the (un)satisfiability of their meaningasgntations to that &c™ clauses.

We also strengthen the result by Pratt in [PHO8b] on the uddbdity of KBQA for arbi-
trary CQs ovelFo? knowledge bases to COP+TV+DTV+Rel+RA knowledge basesaveduc-
tion from TP). Thus, anaphoric pronouns (even if restricted) both indhwlogies and in the
queries/questions make query evaluation impossible tgoten

Tables 7.3 and 7.4 summarize the results of this chaptemwKmesults (and their corollaries)
are stated together with a reference to the paper in whighwleee first published. New results
refer to our theorems and their proofs.






Chapter 8

Conclusions

Computational, formal semantics provides a framework fodywng both the algebraic and the
combinatorial properties (resp. the semantic expressggand the semantic complexity) asso-
ciated to the semantics of controlled languages. In paaticit allows to study the scalability
of controlled languages and controlled language intesfac®ntology-based data access systems
(OBDASS).

Scalability in OBDAS:Ss is influenced by the computationaladebmplexity of the(i) query
answering (KBQA) and(ii) knowledge base consistencygRAT) decision problems. By express-
ing, modulo a formal semantics compositional translation, the query and ontology languages
involved in KBQA and KBSAT in controlled language (i.e., by “reverse-engineeringfitcalled
languages that map compositionally into exactly thoseygaed ontology languages), controlled
language scalability can be understood. Controlled lagesi@ossessingTime or less data com-
plexity scale to data. Controlled languages which possessN&®Time- or NPTime-hard data
complexity or higher cannot scale to data. Intractabiliiges when fragments become “Boolean
closed”, viz., capable of expressing complete sets of Boofanctions.

In Chapter 4 we expressed ontology and query languages wikehthe DL-Lite family of
description logics and graph-shaped conjunctive quefi3(s) give rise to optimal data com-
plexity (LSpace for both KBQA and KBSAT. To this end, we defined the controlled languages
Lite-English and GCQ-English. In particular, the distioat (critical for its good computational
properties) between left and right concepts withinEieLite family is captured by syntactically
subcategorizing constituents. Thus defined, they inheeitstalability of the thé®L-Lite family
and GCQs.

We studied also the relative and the absolute semantic ssipemess of Lite-English. In
particular, we have shown that it overlaps in expressiveméth . Pratt and A. Third’'s fragments
of English, but that its absolute expressive power cannchbeacterized. In Lite-English function
words like “who” (i.e., relatives, expressing Boolean aorgtion) can only occur in subject noun
phrases NWPs), while “not” (i.e., negations) can only occur in predeaterb phrasesV(Ps).
Furthermore, “every” and “no” (i.e., universal quantificaf) can only occur once and only in
subjectNPs. Clearly, Lite-English is not “Boolean closed”.

In Chapter 5 we extended GCQ-English to cover aggregatidose in general, we studied the
issue of expressing SQL aggregate functions in controdleduages for OBDASs. Aggregate SQL
queries (the SQISELECT-PROJECT-JOIN fragment withGROUP B¥ndHAVINGclauses,
and aggregation functions such l$\X MIN, COUNTor SUM express a significant number of
information requests to databases containing numeri¢al daaddition, corpus analysis showed
that questions containing defindéPs like, e.g., “the number of students”, “the smallest intege
“the total number of men” (which combine with common nounsnominals), which express
intuitively such aggregation functions, can occur fredlyerHowever, neither the semantics of
SQL aggregation functions in OBDASSs (or knowledge basem) tle formal semantics of such

129
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8. Conclusions

Declarations

Questions

Constructs — Negation in predicat®¥ Ps, — Existential quantifiers,
that scale relatives in predicatd& Ps, conjunction, relatives,
(PTime conjunction in predicat&/ Ps. aggregations, disjunctions.
or less) — Relatives and conjunction
in subjectNPs and predicate
VPs, but no negation.
Constructs — Negation in subjedNPs. — Full negation.
that do not — Relatives and negation in — Comparisons.
(coNPTime-hard) || subjectNPs and predicatd Ps | — Universal restrictions.
predicateVPs
Undecidable — Transitive verbs, relatives, — Transitive verbs, existential
Constructs negation, existential and universaindeterminate pronouns,

Table 8.1: Combinations of controlled language constructs that stalend do not scale to data
w.r.t. OBDAS query evaluation. Note that the question cartss occur freely ilNP and VP constituents.

guantifiers, restricted anaphoric
pronouns and indeterminate
pronouns in subjedNPs and
predicateVPs, plus copula.

relatives and restricted
anaphoric pronouns.
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definite EnglishNPs were clear.

To tackle these two problems, we adopted the following efyat On the one hand, we pro-
posed aFo0-based subset of SQL with aggregations, aggregate treegrapth-shaped queries
(ATCQs and AGCQs) and extended the certain answers semdaticl, accordingly, EQA)
of core SQL queries (viz., of SQBEELECT-PROJECT-JOIN-UNION queries) to cover these
classes of queries. On the other hand, we provided a corigr@gditsemantic analysis of ag-
gregations by proposing a classagfgregate determinerthat express standard SQL aggregation
functions. This gave way to the interrogative controlledglaage ATCQ-English that expresses
ATCQs and AGCQs. Moreover, we showed tlihd semantic analysis actually justifies our def-
inition of certain answers. We also showed that aggregsitéoe easy to compute. What does
make query evaluation intractableoNPTimehard) are negations (“not”), universal quantifica-
tion (“only”) and comparatives (“higher than”, “greateratii, etc.) in the questions or formal
queries.

In Chapter 6 we investigated the space of declarative diedrtanguages for which the data
complexity of KBQA ranges fromLSpaceto coNPTime-hard. To this end, we introduced the
1S-A;co,7 family of controlled languages, orthogonal in expressasato Lite-English (and the
DL-Lite family), EL-English (which expresses the description ta§CZ) and DL-English (which
expresses the description logCCZ). The computational properties of the declarative colgdol
languages (and, accordingly, of the ontology languagg®mton whether we allow or not certain
function words (“not”, “only”, “who”, “some”) to occur in ¢her the subjecNP or the predicate
VP constituents of a sentence. Data complexity bounds weeered by reasoning over the on-
tology languages expressed and/or induced by the resufiaging representations. In particular,
the 1S-Ass induce a family of ontology languages for which the cortdtis of the concepts oc-
curring to the left and to the right of the subsumption symichre non-symmetrical. This is
achieved, once again, by subcategorizing controlled laggwonstituents.

In Chapter 7 we studied the data complexity o8BaT and of KBQA (with TCQs and/or
GCQ-English questions as query language/interrogativéraied language) of I. Pratt's and A.
Third’s fragments of English, to see whether combinatiohiinguistically motivated declarative
and interrogative fragments of English have better comjautal properties than description logic-
based controlled languages. In these fragments, lexicdrsgmtax are restricted, but function
words, with the exception of negation (“not”) may occur witlny constituent. Their expressive
power thus depends on their coverage of English functiordsvéaind to a lesser degree, content
words).

To study the data complexity of Pratt and Third’s fragmentsproposed several saturation-
based resolution decision procedures. Such procedums tlinfer coNPTime and NPTime
data complexity upper bounds for, respB®a and KBSAT for all the fragments for which sat-
isfiability is decidable. Our analysis showed, roughlyi tinactability and scalability arise in the
fragments containing “some”, “every”, with "no” and “notéstricted to (predicateyPs, and
containing no function words (“and”, “who”) or syntactic regtructions (coordination, sentence
subordination) expressing Boolean conjunction. When #tied are added, “Boolean closed”
fragments are obtained and data complexity becomes iabiactIn all cases, though, their data
complexity is lower than their complexity for satisfiabjlit Going further, that is, allowing for
restricted anaphoric pronouns, gives rise to undecidgbili

More in general and as Table 8.1 summarizes, different coatibhs of constructs in the
declarative controlled language (i.e., the ontology) anthi interrogative controlled language
(i.e., the queries) give rise to different computationaigarties. Briefly, “Boolean closed” combi-
nations, i.e., combinations expressing at the same tirhBdalean negation (or complementation)
and full Boolean conjunction (or intersection) are datsaictable. When only restricted forms of
conjunction and negation are expressed, the combinatsrnain tractable. Adding to a “Boolean
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closed” combination restricted anaphors results in umtddsiiity. Such construct-wise data com-
plexity analysis can be used, we believe, as a basis foramutianguage and controlled language
interface design, insofar as intended for OBDASS, pinjragnthe combination(s) of constructs to
be covered when a compositional, efficient and completatyrate translation is targeted.

The table is to be read this way: each bullet states a certanbination of constructs in
either the question or the declaration. In the top row westaximal combinations of declarative
and interrogative constructors (i.e., function words).tHa middle row, the minimal intractable
combinations. In the last row we state a minimal undecidablabination (strengthening Pratt's
result forFo? and SQLSELECT-PROJECT-JOIN-UNION queries).

To finish, we single out three possible future lines of reseatemming from the results of
this thesis (i) To see whether empirical evaluations of the different tble controlled language
constructs do indeed blow-up an OBDAS'’s data access andgearent routines and if so, how
frequently.(i) Consider controlled language questions with arbitraryegalized determiners like,
e.g., “most”, “a little”, insofar as common in question cora. (i) Generalize the data complexity
results from OBDASS to arbitrary incomplete databases.
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